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Abstract

A wing/fuselage wind-tunnel model was tested in the Langley 14- by 22-foot Subsonic Wind Tunnel in preparation for a highly-instrumented Juncture Flow Experiment to be conducted in the same facility. This test, which was sponsored by the NASA Transformational Tool and Technologies Project, is part of a comprehensive set of experimental and computational research activities to develop revolutionary, physics-based aeronautics analysis and design capability. The objectives of this particular test were to examine the surface and off-body flow on a generic wing/body combination to: 1) choose a final wing for a future, highly instrumented model, 2) use the results to facilitate unsteady pressure sensor placement on the model, 3) determine the area to be surveyed with an embedded laser-doppler velocimetry (LDV) system, 4) investigate the primary juncture corner-flow separation region using particle image velocimetry (PIV) to see if the particle seeding is adequately entrained and to examine the structure in the separated region, and 5) to determine the similarity of observed flow features with those predicted by computational fluid dynamics (CFD). This report documents the results of the above experiment that specifically address the first three goals.

Multiple wing configurations were tested at a chord Reynolds number of 2.4 million. Flow patterns on the surface of the wings and in the region of the wing/fuselage juncture were examined using oil-flow visualization and infrared thermography. A limited number of unsteady pressure sensors on the fuselage around the wing leading and trailing edges were used to identify any dynamic effects of the horseshoe vortex on the flow field. The area of separated flow in the wing/fuselage juncture near the wing trailing edge was observed for all wing configurations at various angles of attack. All of the test objectives were met. The staff of the 14- by 22-foot Subsonic Wind Tunnel provided outstanding support and delivered exceptional value to the experiment, which exceeded expectations.

The results of this test will directly inform the planning for the first of a series of instrumented-model tests at the same Reynolds number. These tests will be performed on a slightly larger-scale model with the selected wing, and will include off-body measurements with LDV and PIV, steady and unsteady pressure measurements, and the flow-visualization techniques that are discussed in this report.
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## Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>acceleration</td>
</tr>
<tr>
<td>(c)</td>
<td>chord length at wing break</td>
</tr>
<tr>
<td>(d_k)</td>
<td>primary input to adaptive noise canceler at time step (k)</td>
</tr>
<tr>
<td>(f)</td>
<td>frequency</td>
</tr>
<tr>
<td>(G)</td>
<td>filter gain</td>
</tr>
<tr>
<td>(G_{aa})</td>
<td>auto-spectral density of acceleration</td>
</tr>
<tr>
<td>(G_{pp})</td>
<td>auto-spectral density of fluctuating pressure</td>
</tr>
<tr>
<td>(k)</td>
<td>filter time step in samples</td>
</tr>
<tr>
<td>(\ell)</td>
<td>length of corner-flow separation</td>
</tr>
<tr>
<td>(L)</td>
<td>filter length</td>
</tr>
<tr>
<td>(N)</td>
<td>number of independent samples</td>
</tr>
<tr>
<td>(p)</td>
<td>fluctuating pressure</td>
</tr>
<tr>
<td>(q_\infty)</td>
<td>freestream dynamic pressure, (q_\infty = \rho_\infty U_\infty^2/2)</td>
</tr>
<tr>
<td>(Re_c)</td>
<td>Reynolds number based on chord length at wing break</td>
</tr>
<tr>
<td>(Re_s)</td>
<td>Reynolds number based on distance along surface</td>
</tr>
<tr>
<td>(R)</td>
<td>root-mean-squared value</td>
</tr>
<tr>
<td>(R_{pp})</td>
<td>autocorrelation of the unsteady pressure</td>
</tr>
<tr>
<td>(s)</td>
<td>distance along surface or static sensitivity of pressure sensor</td>
</tr>
<tr>
<td>(St)</td>
<td>Strouhal number, (ft/U_\infty)</td>
</tr>
<tr>
<td>(t)</td>
<td>thickness of wing trailing edge</td>
</tr>
<tr>
<td>(T)</td>
<td>maximum thickness of wing-root section</td>
</tr>
<tr>
<td>(T_p)</td>
<td>integral time scale of unsteady pressure</td>
</tr>
<tr>
<td>(U_\ell)</td>
<td>uncertainty in the corner-flow separation length measurement</td>
</tr>
<tr>
<td>(U_w)</td>
<td>uncertainty in the corner-flow separation width measurement</td>
</tr>
<tr>
<td>(U_\infty)</td>
<td>freestream velocity</td>
</tr>
<tr>
<td>(v)</td>
<td>voltage</td>
</tr>
<tr>
<td>(w)</td>
<td>width of corner-flow separation</td>
</tr>
<tr>
<td>(W_k)</td>
<td>filter weight vector at time step (k)</td>
</tr>
<tr>
<td>(x)</td>
<td>streamwise distance from model nose tip</td>
</tr>
<tr>
<td>(x_k)</td>
<td>filter input at time step (k)</td>
</tr>
<tr>
<td>(X_k)</td>
<td>filter input vector at time step (k)</td>
</tr>
<tr>
<td>(y)</td>
<td>spanwise distance from model nose tip</td>
</tr>
<tr>
<td>(y_k)</td>
<td>filter output at time step (k)</td>
</tr>
<tr>
<td>(z)</td>
<td>flow-normal distance from model nose tip</td>
</tr>
<tr>
<td>(\alpha)</td>
<td>model angle of attack</td>
</tr>
<tr>
<td>(\delta)</td>
<td>boundary-layer thickness</td>
</tr>
<tr>
<td>(\varepsilon_k)</td>
<td>error signal in adaptive noise canceler at time step (k)</td>
</tr>
<tr>
<td>(\mu)</td>
<td>gain constant in adaptive noise canceler algorithm</td>
</tr>
<tr>
<td>(\mu_r)</td>
<td>exact rth-order central moment of a probability distribution</td>
</tr>
<tr>
<td>(\rho_\infty)</td>
<td>freestream density</td>
</tr>
<tr>
<td>(\sigma_p)</td>
<td>standard deviation of the unsteady pressure</td>
</tr>
</tbody>
</table>

### Operators
- \(\bar{()}\) mean value
- \(E[\ ]\) expected value
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1 Introduction

Geometric junctures (intersections of two structural parts) are common features on most aerodynamic and hydrodynamic vehicles. Wing-body juncture flow is of particular interest to aircraft design engineers, because flow behavior such as flow separations in these juncture areas can have an adverse impact on aircraft performance.

One of the biggest challenges in computing aerodynamic flow fields using computational fluid dynamics (CFD) is the accurate prediction of turbulent separated flows. For example, on a flow geometry where separation is known to occur empirically, different turbulence models can predict a range of outcomes from fully-attached flow to massively-separated flow. Even in cases where a given turbulence model predicts a separated flow field geometry that agrees well with empirical observation, there is some concern that the agreement is merely fortuitous and that the model is not capturing the underlying physics correctly. To understand why a particular turbulence model fails or succeeds in a particular separated flow situation, more detailed analysis of the calculated results is required. To assist in that analysis, careful and detailed flow-field measurements need to be made, including experimental determination of higher-order turbulence quantities. The NASA juncture flow experiment is designed to achieve this goal as well as to enlighten and inform the understanding of juncture-flow physics [1]. Juncture flows have been studied in detail for many decades and Simpson [2] has written a very thorough review of the field.

The flows of interest in this experiment are located in the areas of the wing root leading edge at the wing/fuselage juncture, and the trailing-edge juncture region on the wing upper surface. At the wing leading edge, the approaching fuselage boundary layer flow encounters a pressure gradient due to the presence of the wing, which initiates unsteady flow separation. In the average sense, within this separated flow, a vortical flow forms with rotation in the sense of the approaching boundary layer vorticity. This flow splits around the wing root and flows to either side, forming the horseshoe vortex that trails downstream. Often, a small, counter-rotating vortex is formed between the horseshoe vortex and the wing root leading edge, again in the average flow sense.

The actual, instantaneous nature of the flow has been found to be much different. As described by Devenport and Simpson [3], a region exhibiting a bimodal velocity probability distribution exists upstream of the wing root. In this region, an aperiodic switching is thought to occur between one flow mode and another. These two flow states were designated “backflow” mode and “zero-flow” mode [4], relating to the peaks in the velocity histograms where the peak was either at a large negative velocity or near zero. This unsteady nature of the flow has been identified by Simpson [2] as being a region where there is not one horseshoe vortex, but a number of them that overtake and merge with each other in a very dynamic way upstream of a line of low shear—a location at which the local surface shear stress drops off, but does not vanish. Between the line of low shear and the wing leading edge is a region of high surface shear stress that is manifested by a strong “scrubbing” of surface oil flow visualization materials, presumably by the action of the horseshoe vortex system.

At the wing trailing edge, on the upper surface at the wing/fuselage juncture, there can exist a corner separation that varies in size with angle of attack. As was mentioned in a review by Gand [5], early studies concentrated on more fundamental configurations, like corner flows, in which the source of the separation was related to the gradients of Reynolds stresses. However, as Gand points out, Barber [6] described a flow scenario involving the interplay between the horseshoe vortex and the corner separation on a wing/flat plate junction. In this case, it was found that the extent of separation in the corner was dependent on the thickness of the incoming boundary layer for a given angle of attack. For an incoming boundary layer that was thicker, the horseshoe vortex dominated the flow and suppressed the separated flow region. This happened by the entrainment over the vortex of high-momentum
fluid into the corner region and suppressing separation by sustaining high adverse pressure gradients before separating. For thinner incoming boundary layers, the viscous wake in the corner dominated the flow and was larger. This was due to the smaller-scale vortex produced by the thinner incoming boundary layer that could not prevent low-momentum fluid from coming into the corner region, and thus separating more easily. In spite of these proposed flow scenarios, Gand [7] does state that the precise connection between the corner separation size and incoming boundary layer thickness is still in question and needs more research. A future experiment with a highly-instrumented model at NASA Langley will be conducted, in part, to help answer this question. The current experiment reported herein was conducted to help facilitate the design of such future, in-depth experiments.

The purpose of this experiment was to examine the surface and off-body flow on a generic wing/body combination to: 1) choose a final wing for a future, highly-instrumented model, 2) use the results to facilitate unsteady pressure sensor placement on the model, 3) determine the area to be surveyed with an embedded LDV system, 4) investigate the primary juncture corner flow separation region using particle image velocimetry (PIV) to see if the particle seeding is adequately entrained and to examine the structure in the separated region, and 5) to determine the similarity of observed flow features with those predicted by computational fluid dynamics (CFD).

The current report documents the results of the above experiment that specifically address the first three goals. The preliminary PIV measurements that were performed during the test are not documented here and we do not make comparative observations between the experimental results and CFD. Nevertheless, the results presented in this report provide a basis for achieving the ultimate goal of generating a carefully-acquired set of experimental data for use in better understanding the physics of juncture flows and in better validating CFD turbulence models.

2 Experimental Methods

2.1 14- by 22-Foot Subsonic Wind Tunnel

The experiment was performed in the Langley 14- by 22-Foot Subsonic Tunnel, which is a closed-circuit, atmospheric-pressure wind tunnel capable of operating in an open, partially closed, or closed test-section mode. Raising and lowering of the north and south walls and ceiling creates the various modes of tunnel geometry. The floor of the test section is formed by two model carts that are moved to and from the test section front and back bays. The carts are raised and lowered on hydraulic lifts and transported along the floor under the test section on air pads. Once in place, the tunnel floor is fixed during testing. Measurements for this test were made in the closed test section mode. In this mode, the test section measures 4.42 m (14.5 ft) high and 6.63 m (21.75 ft) wide, and the maximum free-stream velocity is 103 m/s (338 ft/s). The tunnel contraction ratio is 9 to 1. Further details about the tunnel can be found in Gentry et al. [8]. The flow condition of primary interest for this experiment was $Re_c = 2.4 \text{ million}$. The model angle of attack, $\alpha$, was varied from $-10^\circ$ to $10^\circ$.

2.2 Juncture-Flow Model

The juncture-flow model was a large aluminum model consisting of a fuselage ($\approx 3.66 \text{ m long}$) and a number of interchangeable wing candidates (wing span of $\approx 2.44 \text{ m}$). The model was painted with a black lusterless polyurethane paint that was suitable for both infrared thermography and oil-flow visualizations on the model surface. The model was attached to a long sting that could be raised or lowered via a motorized sting mast to keep a reference point on the model near the center of the test section during an angle-of-attack adjustment.
Six different wing candidates were considered in the test: an F6 wing, an F6 wing with a leading-edge horn, a symmetric wing with an NACA 0015 root profile, a symmetric wing with a modified NACA 0015 root profile, a symmetric F6 variant (F6 S12 wing), and a symmetric wing designed with CDISC [9] using skin-friction constraints (COCA wing). The NACA 0015, the NACA 0015 mod, the F6 S12, and the COCA wings were all designed with a leading-edge horn. Further details on the wing designs are reported in Rumsey et al. [1]. Over the course of the test, the model was configured with the different wing pairs listed in Table 1. Photographs of the juncture-flow model with wing-configuration 1, as installed in the 14- by 22-Foot Subsonic Wind Tunnel test section, are shown in Figs. 1 and 2. The wing root section profiles for the six wing candidates are shown in Fig. 3.

To ensure a turbulent boundary layer on the fuselage and the upper surfaces of the wing candidates, trip-dot arrays were used to fix the transition location. The trip dots, which were spaced 2.54 mm apart and had a diameter of 1.27 mm, were applied to the model with a commercially-produced trip-dot tape that was available in a range of heights. Example pictures of the trip-dot placement on the juncture-flow model are shown in Figs. 4a and 4b. The lower surfaces of the wing candidates were not tripped in this test. Specific details on the trip-dot placement and height selection for the fuselage and each of the wing candidates will be presented in the Results section below.

2.3 Infrared Imaging

Infrared (IR) imaging was used to determine the location of boundary-layer transition on the juncture-flow model. This method is based on the detection of surface temperature differences brought about by the increased heat-transfer rates that occur as the boundary layer transitions from laminar to turbulent flow. Although these surface temperature changes are small in low-speed flows, the current generation of IR cameras can resolve temperature differences on the order of milliKelvins, which is sufficient to reveal the transition location for our test conditions. For the present experiment, two IR cameras with cooled Indium Antimonide (InSb) detectors were used. These cameras provide temperature measurements in the mid-wavelength infrared (MWIR) range of 3 to 5 µm and were calibrated for a temperature range from −20°C to 500°C with an accuracy of ±2°C or 2% of reading. One of the cameras was fitted with a 25 mm, f/4.0 lens for a wide field of view and the other camera was fitted with a 50 mm, f/4.0 lens for a more standard field of view. Both cameras were connected to a host PC via a GigE Vision interface for camera control and image acquisition.

2.4 Oil-Flow Visualization

To help guide the selection of the final wing configuration for the forthcoming, fully-instrumented juncture-flow model, an oil-flow visualization study was performed. The oil-flow visualizations were used to observe whether corner-flow separation occurred for a given wing candidate and if so, to observe the progression of the corner-flow separation with model angle of attack. The oil-flow visualizations were also used to observe the surface topology in the leading-edge region of the wing-fuselage juncture and over the wing planform.

For the present study, the oil-flow material was a mixture of 1 part titanium dioxide (TiO₂), 2 parts kerosene, and 0.3 parts oleic acid. The TiO₂, which serves as a pigment for the mixture, was white and contrasted well against the black painted model surface. The kerosene, which serves as carrier liquid for the pigment, facilitated the flow visualization by moving under the influence of the local surface shear stress and then evaporated to leave a mean-flow pattern of pigment on the surface. The oleic acid, which serves as a dispersant, kept the TiO₂ from clumping. In addition, by increasing the proportion of oleic acid, the viscosity of the mixture could be increased, if needed. Prior to a given run, the
oil-flow material was applied to the model surface with foam paint brushes. The tunnel was then ramped up to the desired chord Reynolds number and a live video feed was used to determine when the oil-flow material stopped flowing. After the run, post-test imagery of the oil-flow visualization was acquired. An overhead planform view of the flow visualization was acquired with a 36 megapixel digital SLR. Close-up images of the corner-flow separation, the wing leading-edge region, and any other flow features of interest from a given run were acquired with 12 megapixel digital SLRs. A video recording of the oil-flow development during a run was also recorded. An example oil-flow visualization is shown in Fig. 5 and here, the corner-flow separation in the trailing-edge region of the F6 wing with leading-edge horn is clearly revealed.

Although the oil-flow visualizations are generally regarded as qualitative in nature, they were used in the present study to obtain measurements of the width and length of the corner-flow separation versus model angle of attack. These measurements were useful for defining the area to be surveyed with an embedded laser doppler velocimetry (LDV) system that will be a key component in the forthcoming, fully-instrumented juncture-flow model. They were also useful for selecting the positions of the unsteady pressure sensors that will be installed in that model. Generally, the corner-flow separations are marked by a diffuse band of oil-flow material at the boundary of the separation. This is due to the unsteady nature of the corner-flow separation and the “history” of the oil-flow development as a run proceeds. As such, it is difficult to say precisely where the mean separation line is located. For this present study, we report the outer extent (length and width) of this band of oil-flow material, and an example width, \(w\), and length, \(\ell\), measurement is annotated in Fig. 5. With this definition, it is likely that the true length and width bounding the mean separation line is less than what is reported here. Nevertheless, it was felt that the measurements were of sufficient accuracy to aid in the future model design. A ruler with 1 mm divisions was used to measure the length and width of the corner-flow separation.

2.5 Unsteady Measurements

Unsteady pressure measurements were performed to gain insight into the dynamic nature of the flow in specific regions near the wing-root section. Additionally, these measurements were used to inform the selection and layout of pressure transducers for the forthcoming, fully-instrumented juncture-flow model. Fourteen miniature piezoresistive pressure transducers were embedded in the port side of the fuselage at the locations listed in Table 2. The transducer locations are also plotted in Fig. 3 to illustrate their positioning relative to the wing root section profiles. The differential pressure transducers had a full scale range of 34.5 kPa (5 psid) and a nominal static sensitivity of 8.7 mV/kPa (60 mV/psid). Each of the sensors were referenced to the ambient pressure in the control room of the wind-tunnel facility. The frequency responses of the transducers, as per the manufacturer, were flat from DC to roughly 20 kHz. The acceleration sensitivity of the transducers was 0.0014 kPa/g equivalent; which for the acceleration levels measured during the test, produces equivalent pressures that are below the noise floor of the measurement system.

To improve the spatial resolution of the pressure measurements, each of the transducers were mounted behind a small pin hole with a diameter of 0.5 mm. Using the analysis of Panton and Miller [10], the specific geometry of the pin hole was designed to produce a Helmholtz frequency of roughly 20 kHz. However, the actual Helmholtz frequency was found to be lower (11 to 12 kHz). This is due to the fact that we did not account for the finite model paint thickness, which increased the length of the pin-hole orifice and therefore, decreased the Helmholtz frequency.

To quantify the vibration levels on the model during a wind-tunnel run, the juncture-flow model was instrumented with accelerometers to measure the three orthogonal components of acceleration. These accelerometers had a nominal sensitivity of 5 g/V and were mounted
inside the model to a fixture on the wing box.

The voltage signals from the pressure transducers and accelerometers were AC coupled at 0.25 Hz, pre-amplified, and then passed through an 8th-order low pass filter with a cutoff frequency of 20 kHz for anti-aliasing. The signals were then digitized with a 24-bit A-to-D converter at a sample rate of 50 kHz. Each channel was sampled simultaneously for a duration of 40 seconds, yielding a total of 2 million samples per channel.

3 Data Analysis Methods

The voltage time series from the pressure transducers and accelerometers were first converted to engineering units. Since both types of sensors have a linear response, this amounted to multiplying the time series by the respective sensitivities of the sensors. For the pressure transducers, the static sensitivities were determined via an in situ calibration with a pressure standard that was applied to the reference ports of the transducers. For the accelerometers, the manufacturers reported calibrations were used.

The pressure and accelerometer times series were then processed via the Welch method to obtain estimates of the auto-spectral densities. There, a blocksize of 10,000 samples was used and a Hanning window with 50% overlap was applied. A total of 400 block averages were performed and the frequency resolution of the auto-spectral densities was 5 Hz.

Initial estimates of the pressure auto-spectral densities revealed that the unsteady pressures were contaminated by facility-induced noise. As an example, auto-spectral densities for pressure sensor 1 versus model angle of attack, acquired with the F6 wing, are shown in Fig. 6. Generally, the facility-induced noise lies below 1 kHz, and includes a tonal component corresponding to the blade passage frequency (≈ 35 Hz) of the wind tunnel drive fan and a region of tonal and broadband noise in the range of several hundred hertz. The spectral peak around 11-12 kHz corresponds to the Helmholtz resonance of the transducer pin hole and is not due to facility noise. The facility noise signature was observed in all of the fuselage pressure transducers and does not appear to be related to the pressure field induced by the local turbulent flow structures in the model boundary layer.

Facility-induced noise contamination is a common problem in the measurement of surface pressure fluctuations beneath a turbulent flow. This is particularly true in low-speed flows, where the facility noise signature can overwhelm the low-level turbulent fluctuations. Previous studies have considered noise-cancellation schemes to remove the facility noise from the pressure signals. One approach is to use subtraction-based methods, where the signals from two pressure transducers are subtracted and subsequently processed to yield noise-free estimates of 2nd-order statistics (e.g., RMS and spectra). Several variants of this approach, each with a different set of assumptions, have been reported in the literature [11–13]. While subtraction-based methods can be successful, their main drawback is that they are limited to corrections of the 2nd-order statistics. Another approach is to use optimal-filtering methods for noise cancellation [14]. Two sensors are still used in this approach, but the only requirement is that they are spaced far enough apart so that the local turbulent pressure fluctuations sensed by each one are uncorrelated. The main advantage of optimal-filtering methods is that the facility noise is removed in the time domain, and the resulting noise-free time series can be subsequently processed to obtain statistics, probability densities, and spectral estimates.

In the present study, an adaptive noise-cancellation method was used to remove the facility-induced noise from the unsteady pressures. This method is applicable to both non-stationary and stationary time series, and in the latter case, the adaptive noise canceler converges to the optimal filter of Naguib et al. [14]. A block diagram of the adaptive noise cancellation scheme is shown in Fig. 7. Here, the primary input is a pressure sensor signal from which we want to remove the facility-induced noise. This signal is comprised of the
local turbulent pressure fluctuations, $p_{1t}$, and the facility noise, $p_{1a}$. The reference input is provided by a second pressure sensor that also senses local turbulent pressure fluctuations, $p_{2t}$, and facility noise, $p_{2a}$. Note that the facility noise signals sensed by both the primary and reference transducers are from the same source, but they can be different—due, for example, to transport delays—and that difference is reflected by the transfer function $H(z)$. Furthermore, knowledge of that transfer function is not required by the adaptive noise canceler. The only requirement for the adaptive noise canceler is that the primary and reference inputs are far enough apart so that the turbulent pressure fluctuations sensed by each one are uncorrelated. In the processing of the current data set, the primary and reference inputs were spaced more than one boundary-layer thickness, $\delta$, apart.

With the primary and reference pressure sensors defined, the adaptive noise canceler was implemented as follows. The reference input, denoted here as $x_k$, was input to a single-input transversal filter:

$$y_k = x_k^T W_k = W_k^T x_k$$

where the filter weight vector was defined as:

$$W_k = [w_{0k} \ w_{1k} \ \ldots \ w_{Lk}]^T$$

and the filter input vector was defined as:

$$X_k = [x_k \ x_{k-1} \ \ldots \ x_{k-L}]^T$$

Here, $y_k$ is the filter output at the current time step or sample $k$, and $L$ is the length of the transversal filter. Equation 1 indicates that the filter output at the current time step is the weighted sum of the current and past $L$ input values. The filter output is then subtracted from the primary input, denoted here as $d_k$, to form an error signal at time step $k$:

$$\varepsilon_k = d_k - y_k = d_k - x_k^T W_k$$

The objective of the adaptive noise canceler is to produce a system output that is a best fit in the least-squares sense to the desired turbulent pressure signal, $p_{1t}(k)$. This is accomplished by adjusting the coefficients of the filter $W(z)$ through an adaptive algorithm so that the mean squared error, $E[\varepsilon_k^2]$, is minimized. When that is achieved, the filter effectively produces a prediction of the facility noise, $p_{1a}(k)$, at the filter output and that is subsequently subtracted from the primary input to produce a pressure signal, $p_{1t}(k) \approx \varepsilon_k$, that is free of the facility noise. In the present study, a gradient-descent algorithm was used to iteratively update the filter coefficients, $W_k$, to find the minimum mean-squared error. More specifically, we used the least-mean-square (LMS) algorithm to update the filter coefficients at each time step according to [15]:

$$W_{k+1} = W_k + 2\mu\varepsilon_k X_k$$

where $\mu$ is a gain constant that regulates the speed and stability of the adaptation. Further details on the LMS algorithm and guidelines for selecting the gain constant to achieve good performance are provided in Widrow and Stearns [15]. For the present study, a filter length of $L = 1400$ and a gain constant of $\mu = 0.005$ kPa$^{-2}$ were found to be effective for removal of the facility-induced noise.

As an example of the adaptive noise cancellation method, consider the pressure time series used to generate the auto-spectral densities in Fig. 6. The time series for pressure sensor 1 (primary input) and pressure sensor 2 (reference input) were run through the adaptive algorithm and auto-spectral densities for the resulting noise-free time series of pressure sensor 1 were estimated. The results are shown in Fig. 50 and here, we observe an auto-spectral density that is more broadband in character and indicative of the pressure spectrum associated with an attached turbulent boundary layer [16].
All of the unsteady pressure results presented in the Results section were processed through the adaptive noise cancellation algorithm. Then, auto-spectral density estimates were made as discussed earlier. For statistical estimates, such as RMS, skewness, flatness, and probability distributions, the noise-cancelled time series were first digitally low-pass filtered at 5 kHz to remove the influence of the Helmholtz resonance on the signal statistics.

4 Results

In this section, the results of the flow-visualizations for the four wing configurations are presented and discussed. The results of the unsteady pressure measurements for the four different wings considered are then presented, followed by a presentation of the accelerometer measurements.

4.1 Flow Visualization Results

4.1.1 Configuration 1: F6 Wing and F6 Wing with Leading-Edge Horn

For this configuration, the juncture-flow model was configured with the F6 wing on the port side of the fuselage and the F6 wing with leading-edge horn on the starboard side of the fuselage. Our first task with this model configuration was to determine the location of natural transition on the fuselage, and if necessary, to fix the transition location with boundary-layer trip dots so that a turbulent boundary layer was ensured over most of the model fuselage. To that end, one IR camera with a 25 mm lens was placed behind an open hole in a tunnel sidewall panel to provide a view of the port side of the fuselage. Infrared images of the clean fuselage (no boundary layer trip dots) versus model angle of attack and \( Re_c = 2.4 \text{ million} \) are shown in Fig. 8. In the images, dark tones correspond to lower (cooler) temperatures and lighter tones correspond to higher (warmer) temperatures. Since the model was cooler than the air temperature, the initially laminar boundary layer on the fuselage nose is marked by dark tones. Boundary-layer transition on the fuselage is then marked by the sudden shift toward lighter tones, where the increased heat transfer associated with the turbulent flow increases the fuselage temperature. It can be seen that the natural transition pattern is somewhat irregular and that the transition location changes slightly with angle of attack. There is also a wedge of turbulent flow ahead of the natural transition location which was found to emanate from a small protuberance of paint near the bottom of the fuselage nose.

To ensure a consistent transition location for the fuselage boundary layer, trip dots were placed on the model at a fixed surface distance of 304.8 mm (12 in.) from the fuselage nose. This location was chosen so that: 1) the trip dots were nominally positioned just downstream of the suction peak as determined from computed pressure distributions at our test conditions and 2) the local Reynolds number, \( Re_s \), was greater than 100,000 to ensure fully effective trip dots [17]. The height of the trip dots was based on the roughness correlations of Braslow and Knox [18], and for our test conditions, the trip dots had a height of 218.4 \( \mu \)m (0.0086 in.). Infrared images for the tripped fuselage versus model angle of attack and \( Re_c = 2.4 \text{ million} \) are shown in Fig. 9. Here, it is observed that the transition location is fixed at the trip dots and does not vary with angle of attack. In this set of images, the turbulent wedge associated with the protuberance near the nose is still observed. For subsequent runs, this protuberance was removed from the model.

Our next task with this model configuration was to determine the location of natural transition on the wings and then to fix the transition location with trip dots. Infrared images of the clean F6 wing with leading-edge horn (starboard side) are shown in Fig. 10. For this set of images, the IR camera was fitted with a 50 mm lens and positioned above the model behind an opening in the test-section ceiling. Although the field of view is limited
to the inboard region of the wing, we were still able to obtain a sense of the boundary-layer state on the wing. The first thing to note from these images is the lighter tones on the wing leading-edge horn. This indicates that turbulent flow from the fuselage boundary layer contaminates the wing leading edge. However, as we move outboard along the leading edge, the darker tones indicate that the flow has relaminarized, and this is due to the fact that the attachment line Reynolds number has decreased to a value that is too low to sustain turbulent flow. At $\alpha = -2.5^\circ$, we first observe the transition location on the wing planform, and that approaches the wing leading edge as $\alpha$ is increased to 0°. Then, at $\alpha = 2.5^\circ$, rather than continuing to gradually move toward the leading edge, the transition location snaps forward to very near the leading edge and stays there throughout the rest of the angle-of-attack sweep. This behavior suggests that a leading-edge separation bubble forms and reattaches turbulent, very near the leading edge.

To eliminate the leading-edge separation bubble, trip dots with a height of 142.2 $\mu$m (0.0056 in.) were placed just upstream of the separation bubble at 1.6% of chord. The resulting IR images versus model angle of attack are shown in Fig. 11. For the two lowest model angles, $-10^\circ$ and $-7.5^\circ$, the boundary layer was still laminar near the wing leading edge. This is likely due to the fact that the trip dots are in a region of accelerated flow and therefore, due to the stabilizing effect of the favorable pressure gradient, are not fully effective. Once the model is moved to $\alpha = -5^\circ$, it appears that, except for a few small streaks, transition was fixed at the trip dots and stays that way throughout the rest of the angle-of-attack range.

Infrared images of the tripped F6 wing (port side) are shown in Fig. 12. To provide a full view of the port-wing planform, the camera was fitted with a 25 mm lens and positioned above the model behind an opening in the test-section ceiling. Infrared images of the clean F6 wing were not acquired. Nevertheless, it was assumed that a leading-edge separation bubble existed on this wing as well and therefore, the trip dots (with a height of 142.2 $\mu$m) were placed at 1.6% of chord to eliminate the bubble. In contrast to the starboard wing (with the horn), turbulent flow from the fuselage boundary layer does not appear to contaminate the port wing leading edge. This is because the attachment-line Reynolds number, even at the wing root, is too low to sustain turbulent flow on the wing leading edge. Similar to the starboard wing, the trip dots were not fully effective for the two lowest model angles and there, a considerable region of laminar flow is observed on the wing planform. For model angles of $\alpha = -5^\circ$ and greater, the transition location was fixed at the trip dots.

With the fuselage and wing boundary layers tripped, we next performed oil-flow visualizations to observe the occurrence and progression of separation in the trailing-edge corner of the wing-fuselage juncture. Planform views of the oil-flow visualizations for configuration 1 versus model angle of attack and $Re_c = 2.4$ million are shown in Fig. 13. As the model angle of attack is increased from $-5^\circ$ to $10^\circ$, the trailing-edge corner-flow separation is observed to grow in size. Although the size of the corner-flow separation on the port wing appears to be larger than that on the starboard wing in these images, measurements of the corner-flow separation size indicate that they are comparable. This apparent discrepancy is due to a slight displacement of the camera to the port side of the model, which distorts the image. Other notable features in the planform views include a region of trailing-edge separation just outboard of the corner flow on the starboard wing for $\alpha \geq 5^\circ$. This appears to be induced by a flow structure emanating from the leading-edge horn of the starboard wing. In contrast, this feature is absent from the port wing, which does not have a leading-edge horn. There is also noticeable trailing-edge separation outboard of the trailing-edge wing break on both wings at $\alpha = 10^\circ$.

Close-up views of the corner-flow separation for the port and starboard wings of configuration 1 are shown in Figs. 14 and 15. Both figures show the growth of the corner-flow separation as the model angle of attack is varied from $\alpha = -10^\circ$ to $10^\circ$. In neither case is the corner flow fully attached for any of the model angles considered. As with the planform
views of the oil-flow (Fig. 13), a region of separated flow at the trailing edge, outboard of the corner flow, is observed on the starboard wing and it grows in size with increasing model angle. In contrast to the planform views, the close-up views allow us to see that the trailing-edge separation actually begins earlier at $\alpha = 2.5^\circ$. This flow feature is absent on the port wing.

Measurements of the corner-flow separation width, $w$, and length, $\ell$, of configuration 1 were made using the approach described in Section 2.4. To reiterate earlier comments, these measurements are suitable for defining survey regions for detailed measurements on the forthcoming fully-instrumented juncture-flow model and for identifying trends; but they are not suitable for exact comparison with other analyses, such as CFD calculations. In addition to the limitations of oil-flow visualization discussed earlier, the detailed analysis by Squire [19] and comments from other experts in flow-visualization techniques [20–23] suggest that quantitative comparisons with surface-flow visualizations are not generally warranted. The measured corner-flow separation width and length versus model angle of attack are shown in Figs. 16 and 17. The error bars on each data point in the plots represent the 95% confidence interval, and the uncertainty analysis from which they were derived is provided in Appendix A. The width and lengths, along with the uncertainties, for both wings are also provided in Tables 3 and 4. From Fig. 16, the width of the corner-flow separation increases with model angle for angles higher than $\alpha = -7.5^\circ$. The difference between the widths for the F6 wing and the F6 wing with leading-edge horn is generally within the measurement uncertainty. From Fig. 17, the length of the corner-flow separation is essentially unchanged up to $\alpha = -5^\circ$ and then increases with increasing model angle. As before, the difference between the lengths for the two wings is generally within the measurement uncertainty.

In addition to the oil-flow visualizations on the wing planform, oil-flow visualizations on the fuselage were performed. Oil-flow visualizations in the wing leading-edge juncture region for the F6 wing (port side) versus model angle of attack are shown in Fig. 18. Here, there is clear evidence of scrubbing by the mean action of the horseshoe vortex system near the leading edge at several of the model angles. Depending on the mobility of the flow-visualization material, this scrubbing may or may not have appeared as clearly in a given run. More specifically, a lack of detail in a given image does not necessarily imply an absence of flow structure, but instead is a limitation of the oil-flow technique. A closer view of the leading-edge juncture region is shown in Fig. 19 for $\alpha = 5^\circ$. The surface flow feature farthest to the left side indicates a separation line, where flow moves into a stagnation point that is a topological saddle point. The flow moves around and away from this stagnation point to either side and also comes to the stagnation point from downstream. The next distinct line is called a line of low shear, as defined by Devenport and Simpson [4]. This is not a separation line, but is a line where the shear stress at the surface is minimized and oil-flow pigment accumulates there upstream of the horseshoe vortex scrubbing area. As mentioned above, Simpson [2] has pointed out that there are a number of vortices that overtake and merge with each other to form a system of vortices. Evidence for a strong horseshoe vortex system can be seen in Fig. 20, where an area between the wing leading edge and the line of low shear displays a loss of oil-flow pigment due to the scrubbing action of this vortical flow. This is an area of high surface shear stress, and just upstream of that area, oil-flow pigment accumulates. The distance between the wing leading edge and the line of low shear is approximately $0.1T$, where $T$ is the maximum thickness of the wing root section. In contrast, Devenport and Simpson [4] reported a distance of $0.28T$. This difference is likely due to differences in the experimental configuration, which for our case include a wing that is less blunt, non-symmetric, swept, tapered, and at an angle of incidence.

Oil-flow visualizations in the wing leading-edge juncture region for the F6 wing with leading-edge horn (starboard side) versus model angle of attack are shown in Fig. 21. For this wing, there appears to be a separation line that lies very close to the leading edge of the horn. However, the distinct scrubbing by the action of a horse vortex system, as seen on the
port wing, is not clearly evident in these images. A few of the images (Figs. 21g and 21i) have a secondary streak of oil-flow pigment that may indicate the trace of a horseshoe vortex, and if that is the case, then the horseshoe vortex may be forming on the leading-edge of the horn itself. Although the actual strength of the vortex system cannot be determined from the flow visualizations, the lack of distinct surface scrubbing suggests that any horseshoe vortex system that may be present is relatively weak.

Additional close-up views of the trailing-edge separation on the F6 wing with leading-edge horn are shown in Fig. 22. Following the surface streak pattern from this separation forward to the leading edge leads directly to the horn area, implicating the horn as the generator of a structure that induces this separation. It was also noted that the trailing-edge separation region grows in size and moves farther outboard along the wing trailing edge as the model angle of attack was increased.

Oil-flow visualization on a planform section of the F6 wing with leading-edge horn at $\alpha = -7.5^\circ$ is shown in Fig. 23. Here we observe prominent streaky structures in the oil-flow pattern that are the footprint of the vortical structures generated by the trip dots. As was indicated in the IR images for this model angle (see Fig. 11b), the trip dots were not fully effective due to their placement in a favorable pressure gradient. Therefore, we observe a long run of these vortical structures before they break down to turbulence. For larger model angles, where the trip dots were fully effective, we do not observe these streaky structures in the oil-flow pattern.

The effect of Reynolds number on the surface topology of wing configuration 1 at $\alpha = 5^\circ$ is shown in Fig. 24. Oil-flow visualization for a smaller-scale model (2.4 times smaller than the present model) tested in the Virginia Tech Stability Wind Tunnel at $Re_c = 0.62$ million is shown in Fig. 24a [24] and oil-flow visualization for the present model at $Re_c = 2.4$ million is shown in Fig. 24b. Clearly, there is significant trailing-edge separation along the wing span for the lower Reynolds number case while there is none for the higher Reynolds number case. In addition, if the corner separation width on the smaller model is directly scaled to the present model size, the scaled width is larger than the actual width. More specifically, the corner-separation widths as measured on the present model were, on average, 85% of the scaled widths from the smaller model. This implies that increasing Reynolds number has an attenuating effect on the corner separation, and therefore geometric scaling is not appropriate when the chord Reynolds number is not maintained.

4.1.2 Configuration 2: NACA 0015 Wing and NACA 0015mod Wing

For this configuration, the juncture-flow model was configured with the NACA 0015 wing on the port side of the fuselage and the NACA 0015mod wing on the starboard side of the fuselage. Both wings were designed with a leading-edge horn. As before, we first evaluated the natural transition location on the wings via IR imagery and then fixed transition with boundary layer trip dots. Infrared images of the clean NACA 0015mod wing (starboard side) are shown in Fig. 25. The lighter tones on the wing horn indicate that turbulent flow from the fuselage contaminates the leading edge and the darker tones that exist outboard on the leading edge suggest that the boundary layer relaminarizes due to the low attachment line Reynolds number. On the wing planform, the transition location is observed to smoothly progress forward with increasing model angle of attack. This is in contrast to the F6 wings of configuration 1, where the transition front snapped forward due to the formation of a leading-edge separation bubble that reattached turbulent. Using the same approach as for the fuselage trip-dot placement and height selection, trip dots with a height of 142.2 $\mu$m (0.0056 in.) were placed on the NACA 0015mod wing at 6.4% of chord. With the trip dots, the IR images of Fig. 26 show that the transition location is fixed at the trip dots for model angles ranging from $0^\circ$ to $10^\circ$. Note that negative model angles were not considered due to the symmetric shape of the airfoil.
Infrared images of the clean NACA 0015 wing (port side) are shown in Fig. 27. Similar to the NACA 0015mod wing, there is leading-edge contamination on the wing horn and the transition location on the wing planform smoothly progresses forward with increasing model angle of attack. Although the port wing was “clean” when these IR images were acquired, there were evidently a few protuberances near the wing leading edge that produced the turbulent wedges that appear ahead of the nominal natural transition location (see Figs. 27a and 27b). With trip dots of the same height and location as for the NACA 0015mod wing, the IR images in Fig. 28 show that the transition location is fixed at the trip dots for all of the model angles considered.

Planform views of the oil-flow visualizations for configuration 2 versus model angle of attack and $Re_c = 2.4$ million are shown in Fig. 29. For the NACA 0015 wing on the port side of the fuselage, no corner flow separation is observed except at $\alpha = 10^\circ$, where a very small region of separated flow appears in the trailing-edge corner. For the NACA 0015mod wing on the starboard side of the fuselage, there is corner-flow separation for all model angles of attack, although it appears to be smaller than the corner-flow separations on the F6 wings of configuration 1. A region of separated flow at the trailing edge, outboard of the corner-flow region, is observed at $\alpha = 10^\circ$ on the NACA 0015mod wing while none is observed for the NACA 0015 wing. This may be due to the fact that the trailing-edge closure angle for the NACA 0015mod wing is greater than that of the NACA 0015 wing and therefore, the NACA 0015mod wing may be more susceptible to trailing-edge separation. In that case, any flow structures emanating from the leading-edge horn may better facilitate trailing-edge separation, since the flow is closer to “letting go.”

Close-up views of the trailing-edge corner-flow region for the NACA 0015 wing are shown in Fig. 30. For this case, no corner-flow separation was clearly observed until a model angle of $\alpha = 7.5^\circ$ and after that, the size of the corner-flow separation grows with increasing model angle of attack. There is no apparent trailing-edge separation outboard of the corner-flow region in this case. Close-up views of the trailing-edge corner-flow region for the NACA 0015mod wing are shown in Fig. 31. For this case, corner-flow separation is observed for all model angles and the separated region grows with increasing model angle of attack. The region of trailing-edge separation outboard of the corner-flow region can also be observed to grow with increasing model angle of attack.

The measured corner-flow separation widths and lengths for configuration 2 versus model angle of attack are shown in Figs. 32 and 33. The values of the widths and lengths, along with the associated uncertainties, are also provided in Tables 5 and 6. The measured widths and lengths for the F6 wings of configuration 1 are included in the plots for comparison. For the NACA 0015 wing, no corner-flow separation was observed for model angles below $\alpha = 5^\circ$. Three oil-flow visualizations were performed at $\alpha = 5^\circ$ and two of them indicated no corner-flow separation, while the other one indicated a very small corner-flow separation. That variability is reflected by the two data points at $\alpha = 5^\circ$ for the NACA 0015 wing. At larger model angles, the width and length increase with increasing model angle. For the NACA 0015mod wing, the corner flow is separated for all angles and both the width and length increase with increasing model angle. In general, the corner-flow separation widths and lengths for the wings of configuration 2 are smaller than those for the wings of configuration 1. As noted earlier, negative model angles of attack were not considered for configuration 2 due to the symmetric shape of the airfoils.

The effect of Reynolds number on the surface topology of wing configuration 2 at $\alpha = 10^\circ$ is shown in Fig. 34. As with the wings of configuration 1, there is considerable trailing-edge separation for the smaller-scale, lower-Reynolds-number case. In addition, when the size of the corner-flow separation on the smaller model is scaled to the present model scale, the scaled size is larger than the actual size measured on the present model. This again implies the attenuating effect that increasing Reynolds number has on the size of the corner-flow separation.
4.1.3 Configuration 3: F6 S12 Wing and COCA Wing

For this configuration, the juncture-flow model was configured with the F6 S12 wing on the port side of the fuselage and the COCA wing on the starboard side of the fuselage. Both wings were designed with a leading-edge horn and since these wings had symmetric wing sections, only positive angles of attack were considered. Infrared images of the clean COCA wing (starboard side) are shown in Fig. 35. As with the other wings that had a leading-edge horn, the lighter tones on the wing horn indicate that turbulent flow from the fuselage contaminates the leading edge and the darker tones that exist outboard of the leading edge suggest that the flow relaminarizes due to the low attachment line Reynolds number. On the wing planform, just outboard of the horn, the transition location is observed to smoothly progress forward with increasing model angle of attack. Further outboard, however, the transition location appears to snap forward between $\alpha = 2.5^\circ$ and $5^\circ$, suggesting that a leading-edge separation bubble has formed and reattaches turbulent. To eliminate the leading-edge separation bubble, trip dots with a height of 182.9 $\mu$m (0.0072 in.) were placed at 1.6% of chord. In that case, the IR images of Fig. 36 show that transition was fixed at the trip-dot location for all of the model angles of attack considered.

Infrared images of the clean F6 S12 wing (port side) are shown in Fig. 37. Similar to the COCA wing, there is leading-edge contamination of the wing horn and just outboard of the horn, the transition location smoothly progresses forward with increasing model angle of attack. Further outboard, the transition location again snaps forward between $\alpha = 2.5^\circ$ and $5^\circ$, suggesting that a leading-edge separation bubble has formed on this section of the wing as well. With trip dots of the same height and location as for the COCA wing, the IR images in Fig. 38 show that the transition location on the F6 S12 wing was fixed at the trip dots for all of the model angles considered.

Planform views of the oil-flow visualizations for configuration 3 versus model angle of attack are shown in Fig. 39. Corner-flow separations are observed on both wings for all of the model angles considered. For the COCA wing, there is a prominent region of trailing-edge separation just outboard of the corner-flow region. Close-up views of the trailing-edge corner-flow region for the F6 S12 wing are shown in Fig. 40. Here, the oil-flow patterns in the corner-flow region are a bit muddled, and it is suspected that flow sweeping down from the fuselage onto the steep spanwise slope of the wing at the wing root may inhibit the corner-flow separation to some extent. Also for this wing, there is no apparent trailing-edge separation outboard of the corner-flow region. Close-up views of the corner-flow region for the COCA wing are shown in Fig. 41. For this wing, there is an isolated cell of separated flow at $\alpha = 0^\circ$ that lies away from the fuselage and there appears to be a very small corner-flow separation. As the angle of attack is increased, the corner-flow separation grows and then merges with this isolated cell of separated flow. Similar to the F6 S12 wing, flow sweeping down from the fuselage onto the wing may inhibit the corner-flow separation to some degree. Also for this wing, trailing-edge separation outboard of the corner-flow region is observed to begin at $\alpha = 5^\circ$ and then grows in extent with increasing model angle. Given the complex surface topology of the corner-flow separations for the wings of configuration 3, no attempt was made to define a width and length for these separated flow regions.

4.1.4 Configuration 4: F6 Wings with Leading-Edge Horns

In this final configuration, both sides of the juncture-flow model were configured with an F6 wing with leading-edge horn. No infrared imagery was acquired for this configuration. Based on the IR imagery from the F6 wings of configuration 1, it was expected that leading-edge separation bubbles form on the wings of configuration 4. Therefore, to eliminate the leading-edge separation bubbles, trip dots with a height of 182.9 $\mu$m (0.0072 in.) were placed at 1.6% of chord.
Planform views of the oil-flow visualizations for configuration 4 versus model angle of attack and \( Re_c = 2.4 \) million are shown in Fig. 42. Here, the progressive growth in the corner-flow separation with increasing model angle of attack and the horn-induced trailing-edge separation at higher angles of attack are observed. In a qualitative sense, the flow topology on the port- and starboard-wing planforms is symmetric. Close-up views of the corner-flow separation on both wings at \( \alpha = 5^\circ \) is shown in Fig. 43 and here again, we observe qualitative symmetry in the topology of the corner-flow separation. It should be noted that the oil-flow material was applied to the port and starboard wings by two different people, and given the variability in the individual application of the oil-flow material, the symmetry displayed is remarkable. In addition to the standard oil-flow formulation that we employed throughout most of the test, we also performed a few runs with a more viscous formulation (1 part TiO\(_2\), 1.6 parts kerosene, and 0.32 parts oleic acid). That formulation did not make any notable difference in the surface topology of the corner-flow separation and therefore, no results with that formulation are shown here.

The measured corner-flow separation widths and lengths for configuration 4 versus model angle of attack are shown in Figs. 44 and 45. The measured width and lengths for the port wing are also provided in Table 7 and those for the starboard wing were previously provided in Table 4. As seen in the figures, the widths and lengths of the corner-flow separation on both wings are the same to within the measurement uncertainty. This agreement underscores the fact that, despite any flow nonuniformity in the freestream and any port-starboard asymmetry in the model geometry that may exist, the corner-flow separation on the model is highly symmetric.

Oil-flow visualizations were also performed on configuration 4 at a slightly higher chord Reynolds number of \( Re_c = 2.7 \) million. There, the main objective was to observe the effect of Reynolds number on the size of the corner-flow separation and the resulting measured widths and lengths are shown in Figs. 46 and 47. For comparison, the measurements for the lower Reynolds number of 2.4 million are included. The measured widths and lengths at this higher Reynolds number are also provided in Tables 8 and 9. For this small increase in Reynolds number, there is no statistically significant change in the width of the corner-flow separation. Likewise for the length of the corner-flow separation, except for the negative angles of attack where the length of the corner-flow separation is a bit smaller at the higher Reynolds number.

4.2 Unsteady Pressure Results

4.2.1 F6 Wing

Unsteady pressure data for the F6 wing configuration was collected for model angles of attack ranging from \(-10^\circ\) to \(10^\circ\) and \( Re_c = 2.4 \) million. Consider first the unsteady pressure measurements in the leading-edge region of the wing. The approximate locations of the pressure sensors in this region (sensors 1 through 4) relative to the leading-edge surface-flow topology at \( \alpha = 5^\circ \) are annotated in Fig. 48. Sensors 1 and 2 are positioned in the approaching flow, ahead of the separation line. Sensor 4 lies on or close to the separation line and sensor 3 lies between the separation line and the line of low shear (refer to the earlier discussion in Section 4.1.1 and Fig. 19). Auto-spectral densities for sensors 1, 3, and 4 are shown in Figs. 50, 52, and 54. Here, sensor 2 was used as a reference sensor in the adaptive noise cancellation scheme for facility-induced noise removal. The corresponding probability densities for sensors 1, 3, and 4 are shown in Figs. 51, 53, and 55. As was previously noted in Section 3, the probability densities were based on the noise-canceled pressure time series after filtering through a low-pass filter with a 5 kHz cut-off frequency. This filtering operation was performed to avoid the influence of the pin-hole Helmholtz resonance on the statistics. However, the resulting bandwidth on which the pressure statistics are based is
too low—by at least an order of magnitude in some cases—to capture the majority of the energy associated with the turbulent pressure field for our test conditions. In addition, the finite size of the sensor pin-hole orifice most likely leads to spatial averaging of the turbulent pressure field, but no corrections for that are made in the results presented here.

The auto-spectral densities for sensor 1 have a broadband character that is indicative of an attached turbulent boundary layer and they are relatively invariant with model angle of attack. The small peak at approximately 2700 Hz is present in all of the sensor 1 spectra and in fact, it is present in the spectra of all the fuselage pressure sensors when the turbulent pressure fluctuations are relatively low. One possible source for this tonal component could be the coherent shedding that occurs at the blunt trailing edge of the wing. As reported by Brooks and Hodgson [25], this appears at a Strouhal number of $St = f(t)/U_\infty \approx 0.1$, which for our trailing-edge thickness of 3.6 mm and freestream velocity of 97 m/s, is exactly the Strouhal number of the peak we observe. The probability densities for sensor 1 are nearly Gaussian and are relatively invariant with model angle of attack.

For sensor 3, which lies between the separation line and the line of low shear stress, the spectral levels are much higher and vary with model angle of attack. This variation is probably related to the movement in the surface-flow topology with model angle, where the separation saddle point lies above the sensor at negative angles of attack and below the sensor at positive angles of attack. The corresponding probability densities also deviate from a Gaussian distribution and display a negative skewness. However, we do not observe a bimodal probability distribution at this sensor location and that is consistent with the results of ¨Olçmen and Simpson [26]. They found a bimodal probability distribution only when the pressure sensor was located close to or inside of the line of low shear stress. For sensor 4, which lies on or near the separation line, the spectral levels are also observed to vary with model angle of attack and the probability distributions are slightly non-Gaussian.

The RMS, $\sqrt{\overline{p^2}/q_\infty}$, the skewness, $\overline{p^3}/(\overline{p^2})^{3/2}$, and the flatness (kurtosis), $\overline{p^4}/(\overline{p^2})^2$, for sensors 1, 3, and 4 versus model angle of attack are shown in Figs. 56, 57, and 58. The uncertainty analysis on which the error bars in the plots are based, is provided in Appendix A. For sensor 1, the statistics are relatively invariant with model angle and the skewness and flatness are close to the values for a Gaussian distribution (0 and 3, respectively). The statistics for sensors 3 and 4, are dependent on the model angle and display non-Gaussian statistics.

Shifting the focus to the array of sensors near the streamwise location of the wing trailing edge (see Fig. 3a), auto-spectral densities for pressure sensors 7, 8, 9, and 10 are shown in Figs. 59, 61, 63, and 65. Here, sensor 6 was used as a reference sensor to remove facility-induced noise. The corresponding probability densities are shown in Figs. 60, 62, 64, and 66. Pressure sensors 7, 8, and 9 are generally in a region of attached flow on the fuselage, but they are likely influenced by the vortical structures emanating from the wing leading-edge juncture region, which wrap around the wing and propagate downstream. The exact nature of this influence is, however, unclear without more detailed flow-field measurements. For sensor 10, the spectra show a general shift towards lower frequencies as the model angle of attack is increased. At the largest negative angles of attack, the corner-flow separation is relatively small and sensor 10 lies outside the separated flow region. As the angle of attack is increased, however, the corner-flow separation covers the sensor and the shift in the spectral content to lower frequencies may be related to the large-scale flow recirculation in the separated flow region. The RMS, skewness, and flatness for sensors 7, 8, 9, and 10 versus model angle of attack are shown in Figs. 67, 68, and 69. The skewness and flatness for sensors 7, 8, and 9 show some deviations from Gaussian behavior, while sensor 10 shows larger deviations, especially when the corner-flow separation is large enough to encompass the sensor.

Auto-spectral densities for pressure sensors 11, 12, and 13 are shown in Figs. 70, 72, and
74. Here, sensor 14 was used as a reference sensor to remove facility-induced noise. The corresponding probability densities are shown in Figs. 71, 73, and 75. In general, the spectra for these sensors show a shift in the energy from higher frequencies to lower frequencies as the model angle of attack is increased. The exact reason for this trend is unclear without more detailed measurements. However, oil-flow visualizations under the wing and near the trailing edge do appear to indicate attached flow. The RMS, skewness, and flatness for sensors 11, 12, and 13 are shown in Figs. 76, 77, and 78. The RMS pressure does not vary significantly with angle of attack, so the observed shift in spectral energy from higher frequencies to low frequencies occurs with nearly constant broadband energy. The skewness and flatness indicate that the pressure fluctuations for these sensors have small deviations from Gaussian behavior.

### 4.2.2 F6 Wing with Leading-Edge Horn

Unsteady pressure data for the F6 wing with leading-edge horn configuration was collected for model angles of attack ranging from $-10^\circ$ to $10^\circ$ and $Re_c = 2.4$ million. As before, consider first the unsteady pressure measurements in the leading-edge region of the wing. The approximate locations of the pressure sensors in this region (sensors 1, 2, and 4—sensor 3 was located underneath the leading-edge horn) relative to the leading-edge surface-flow topology at $\alpha = 5^\circ$ are annotated in Fig. 49. Sensors 1 and 2 lie just ahead of the separation line and sensor 4 lies downstream of the separation line and below the leading-edge horn. Auto-spectral densities for sensors 1 and 4 are shown in Figs. 79 and 80. Sensor 2 was used as the reference sensor for facility noise removal. The probability densities for these sensors—and for all further pressure-sensor data presented below—are not shown for brevity and in general, they were found to be similar to those presented above for the F6 wing. For sensor 1, the spectra are broadband in character with weak dependence on the model angle. For sensor 4, the spectral levels increase significantly with increasing model angle. The RMS, skewness, and flatness for pressure sensors 1 and 4 are shown in Figs. 81, 82, and 83.

Auto-spectral densities for sensors 7, 8, 9, and 10, located near the wing trailing edge, are shown in Figs. 84, 85, 86, and 87. Sensor 6 was used as the reference sensor for facility noise removal. The probability densities for these sensors—and for all further pressure-sensor data presented below—are not shown for brevity and in general, they were found to be similar to those presented above for the F6 wing configuration (Figs. 59, 61, and 63), except that there is more energy at lower frequencies (below 100 Hz) for the F6 wing with leading-edge horn. If the turbulent pressure fluctuations at these sensors are influenced by flow structures emanating from the leading-edge region of the wing, then the addition of the leading-edge horn may account for the observed differences. For sensor 10, the pressure spectra are qualitatively similar to the pressure spectra for the F6 wing (see Fig. 65) and they show the shift in the spectral energy towards lower frequencies with increasing model angle of attack. The RMS, skewness, and flatness for pressure sensors 7, 8, 9, and 10 are shown in Figs. 88, 89, and 90.

Auto-spectral densities for sensors 11, 12, and 13, located below the wing trailing edge, are shown in Figs. 91, 92, and 93. Sensor 14 was used as the reference sensor for facility noise removal. Similar to the F6 wing, the pressure spectra at sensors 11, 12, and 13 display a shift from higher frequencies to lower frequencies with an increasing model angle of attack. The RMS, skewness, and flatness for pressure sensors 11, 12, and 13 are shown in Figs. 94, 95, and 96.

### 4.2.3 NACA 0015 Wing

Unsteady pressure data for the NACA 0015 wing configuration was collected for model angles of attack ranging from $0^\circ$ to $10^\circ$ and $Re_c = 2.4$ million. Auto-spectral densities for sensors 2 and 3, which lie in the leading-edge region of the wing (see Fig. 3b), are shown in Figs. 97 and 98. Sensor 1 was used as the reference sensor for facility noise removal. Sensor
2 lies in the approach flow, directly ahead of the wing leading edge, and the spectra for this sensor are invariant with model angle. Sensor 3 lies downstream of the leading edge and above the upper surface of the wing, and the spectra for this sensor show a slight shift in the spectral energy from low frequencies to higher frequencies as the model angle increases. Despite this shift, the broadband RMS pressure is relatively constant with model angle as observed in Fig. 99. The skewness and flatness for sensors 2 and 3 are shown in Figs. 100 and 101.

Auto-spectral densities for sensors 8 and 9, which lie above the trailing edge of the wing, are shown in Fig. 102 and 103. Sensor 6 was used as the reference sensor for facility noise removal. Given the small size of the corner-flow separation for this wing (see Section 4.1.2), sensor 9 lies outside of the separated flow region for all of the model angles considered. Therefore, unlike the F6 wings where the corner-flow separations encompass the pressure sensor, we do not observe a dramatic increase in spectral energy and we do not see a shift in the frequency content towards lower frequencies as the model angle of attack is increased.

Auto-spectral densities for sensors 10 and 11, which lie below the trailing edge of the wing, are shown in Figs. 104 and 105. Sensor 14 was used as the reference sensor for facility noise removal. Similar to the pressure spectra below the trailing edge of the F6 wings, sensor 10 shows a shift in the frequency content from higher-frequencies to lower frequencies as the model angle of attack is increased. The RMS, skewness, and flatness for pressure sensors 8, 9, 10, and 11 are shown in Figs. 106, 107, and 108. Of particular note is that the RMS, skewness, and flatness at $\alpha = 0^\circ$ are equal for sensors 8 and 11 and for sensors 9 and 10. This equality is expected since the NACA 0015 wing is symmetric and the two sensor pairs are positioned roughly symmetrically about the wing trailing edge. As a final example of the symmetry in the turbulent pressure field, consider the auto-spectral densities shown in Fig. 109 for sensors 8, 9, 10, and 11 at $\alpha = 0^\circ$. Here, the spectra for sensors 8 and 11 and for sensors 9 and 10 are remarkably similar.

### 4.2.4 F6 S12 Wing

Unsteady pressure data for the F6 S12 wing configuration was collected for model angles of attack ranging from 0° to 10° and $Re_c = 2.4 \text{ million}$. Auto-spectral densities for sensors 2 and 3, which lie in the leading-edge region of the wing (see Fig. 3c), are shown in Figs. 110 and 111. Sensor 1 was used as the reference sensor for facility noise removal. Similar to the NACA 0015, sensor 2 lies in the approach flow, directly ahead of the wing leading edge, and the spectra are nearly invariant with model angle. For sensor 3, which lies downstream of the leading edge and above the upper surface of the wing, the spectra generally show an increase in energy across all frequencies as the model angle is increased. The RMS, skewness, and flatness for sensors 2 and 3 are shown in Figs. 112, 113, and 114.

Auto-spectral densities for sensors 8 and 9, which lie above the trailing edge of the wing are shown in Figs. 115 and 116. Sensor 6 was used as the reference sensor for facility noise removal. For sensor 9, which is closest to the wing trailing edge, there is a general shift in the frequency content toward lower frequencies with increasing model angle. That behavior is similar to the sensor 10 spectra for the F6 wings (see Figs. 65 and 87) where the corner-flow separation was large enough to encompass the sensor as the model angle was increased. Auto-spectral densities for sensors 10 and 11, which lie below the trailing edge of the wing, are shown in Figs. 117 and 118. Sensor 14 was used as the reference sensor for facility noise removal. Similar to the pressure spectra below the trailing edge for the other wings considered, sensor 10 shows a shift in frequency content from higher frequencies to lower frequencies as the model angle of attack is increased. The RMS, skewness, and flatness for pressure sensors 8, 9, 10, and 11 are shown in Figs. 119, 120, and 121. Similar to the NACA 0015 wings, the RMS, skewness and flatness at $\alpha = 0^\circ$ are nearly equal for sensors 8 and 11 and for sensors 9 and 10. This equality is again expected due to the symmetric shape.
of the F6 S12 wing section and to the symmetric positioning of the sensor pairs about the wing trailing edge.

4.3 Accelerometer Results

For each of the model configurations, time series for the three orthogonal components of acceleration were measured. As noted earlier in Section 2.5, these measurements were provided by accelerometers mounted inside the model to a fixture on the wing box. From one configuration to another, the characteristics of the acceleration measurements were generally similar, and so here, we provide an example data set for configuration 4 (F6 wings with leading-edge horns). Auto-spectral densities for the $x$, $y$, and $z$-components of the acceleration are shown in Fig. 122 for model angles ranging from $-10^\circ$ to $10^\circ$ and $Re_c = 2.4$ million. Generally, the spectra indicate a broad range of active frequencies up to the bandwidth of the accelerometers ($\approx 5$ kHz) and the spectral content is weakly dependent of the model angle. Using the measured acceleration amplitudes and the acceleration sensitivity of the pressure transducers, we found the equivalent pressures produced by the model motion to be below the noise floor of our measurement system.

The RMS acceleration for the $x$, $y$, and $z$-components are shown in Fig. 123 for chord Reynolds numbers of 1.8, 2.4, and 2.6 million. Here, we observe the $x$- and $z$-components of RMS acceleration to increase with increasing Reynolds number. For the lateral model motion ($y$-component), the dependence on Reynolds number is much weaker.

5 Conclusions

In this report, we presented the results of a risk-reduction wind-tunnel test on a juncture-flow model that consisted of a generic fuselage and a set of six candidate wing designs. The primary objective of the test was to provide data that would help guide the selection of a wing design for a forthcoming, fully-instrumented juncture-flow model. The ideal wing design would be one in which the flow at the wing trailing-edge corner was fully-attached and then progressed through incipient separation to fully separated corner-flow as the model was swept through a range of increasing angles of attack. To assess the state of the flow in the trailing-edge corner regions of the six wing candidates, oil-flow visualizations were performed. Except for the NACA 0015 wing, none of the other wing candidates displayed a fully-attached corner-flow region for the model angles that were considered. Instead, the F6, the F6 with leading-edge horn, the NACA 0015 mod, the F6 S12, and the COCA wings all displayed corner-flow separations that grew in size with increasing model angle. While the corner-flow on the NACA 0015 wing did eventually separate at model angles of attack above $5^\circ$, the size of the separation was small and it would be difficult to achieve adequate resolution of the flow field with off-body measurement techniques. In contrast, the F6 wings—with or without a leading-edge horn—showed a smooth progression from a relatively small corner-flow separation to a large one with increasing angle of attack and the size is adequate for off-body measurements. The F6 S12 and COCA wings were found to have corner flow separations with a more complex surface topology and the geometry of the wing, particularly near the wing root, would limit the survey region of LDV measurements.

Oil-flow visualizations were also performed in the leading-edge regions of the six wing candidates. For the F6 wing in particular, the surface flow suggested the presence of a horseshoe-vortex system and displayed a surface topology that was consistent with previous studies of wing-body juncture flows [2, 4]. The other wings, all with leading-edge horns, displayed less distinct surface-flow patterns and any horseshoe-vortex system that may have been present, appeared to be weakened by the leading-edge horn. However, several of these wings displayed a region of separated flow at the trailing edge, just outboard of the
corner-flow region, and that appeared to be induced by a flow structure emanating from the leading-edge horn.

Measurements of the corner flow separation size were reported for several of the candidate wing designs and that information will be used to define the survey regions for the embedded LDV and PIV measurements that are planned for the fully-instrumented juncture-flow model. The corner flow separation size measurements will also be used to guide the placement of unsteady pressure transducers on the fully-instrumented model. Oil-flow visualizations in the leading-edge regions of the wings will be used to define the survey regions for a 2nd embedded LDV system and they will also guide the placement of pressure transducers to capture the unsteady dynamics of the leading-edge horseshoe-vortex system.

Unsteady pressure measurements on the fuselage were found to be contaminated by facility-induced noise. To remove that noise from the unsteady pressure time series, an adaptive noise cancellation (ANC) algorithm was employed. In this approach, two pressure transducers—a primary sensor and a reference sensor—are required and they must be separated by a sufficient distance so that the turbulent pressure fluctuations sensed by each one are uncorrelated. Once the time series were processed through the ANC algorithm, they were additionally processed to obtain auto-spectral densities, probability densities, and statistics (RMS, skewness, and flatness). In light of the need for facility-noise removal, specific reference sensors will be placed on the fully-instrumented juncture-flow model to remove facility-induced noise from the primary sensors that are of interest.
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Appendix A. Uncertainty Analysis

A.1. Uncertainty in the Corner-Flow Separation Size

In this section, we provide an uncertainty analysis for the measurements of the corner-flow separation width and length. To facilitate the discussion, the uncertainty analysis for the F6 wing with leading-edge horn is used as an example. For the width measurement, the distance between the fuselage and the outer edge of the collection of oil-flow pigment at the trailing-edge boundary of the corner separation was measured with a ruler that had 1 mm divisions. Therefore, the systematic measurement uncertainty was $\pm 0.5$ mm. To derive a random measurement uncertainty, multiple oil-flow runs were performed at a model angle of attack of $\alpha = 5^\circ$. Five runs were performed, four with our standard oil-flow formula and one with a modified, more viscous formula. Three of the runs were performed early in the test campaign and two runs were performed later in the test campaign, after several wing changes. The standard deviation in the measured width for these five runs was 2.65 mm. Assuming that these five measurements were drawn from a population with a Gaussian distribution, the random uncertainty for a 95% confidence interval was found to be $\pm 7.34$ mm. That is approximately 16% of the measured corner-flow separation width at $\alpha = 5^\circ$. To obtain the random uncertainties in the width at other model angles, where multiple oil-flow runs were not performed, we assumed a similar percent random uncertainty. The total uncertainty for the width measurement was then calculated as the root-sum-square of the systematic and random uncertainties.

The length of the corner-flow separation was also measured with the ruler. However, due to the diffuse collection of oil-flow pigment at the wing root, it was more difficult to identify where the corner-flow separation began and so, by observation, the systematic uncertainty in the length measurement was approximately $\pm 2$ mm. For the five oil-flow runs, the standard deviation in the length measurement was 4.87 mm and assuming a Gaussian distribution, the 95% confidence interval was found to be $\pm 13.5$ mm. This is approximately 13% of the length measurement at $\alpha = 5^\circ$. As before, we then assumed a similar percent random uncertainty for the other model angles of attack and calculated the total uncertainty as the root-sum-square of the systematic and random uncertainties.

A.2. Uncertainty in the Unsteady Pressure Statistics

In this section, we provide an uncertainty analysis for the unsteady pressure statistics. This uncertainty analysis applies only to the statistics derived from a given pressure time series acquired during a given run. Uncertainties associated with run-to-run variability are not accounted for because those data were not acquired and it was beyond the scope of the present risk-reduction experiment.

Consider first the data reduction equation used to calculate the unsteady pressure from the measured voltage time series:

$$p(t) = \frac{sv(t)}{G}$$

(6)

where $s$ is the sensitivity of the sensor as determined by calibration, $v(t)$ is the AC-coupled voltage time series, and $G$ is the filter gain. The $r$th-order central moment of the unsteady pressure is defined as:

$$\bar{p}^r = \frac{1}{N} \sum_{i=1}^{N} (p_i - \bar{p})^r$$

(7)

where $N$ is the number of independent samples, $p_i$ is the $i$th pressure reading, $\bar{p}$ is the mean pressure (which in our case is zero since $\bar{p} = 0$), and $r$ is an integer. Combining Equations
6 and 7 we obtain:

\[ p_r = \left( \frac{s}{G} \right)^r \frac{1}{N} \sum_{i=1}^{N} (v_i - \bar{v})^r = \left( \frac{s}{G} \right)^r \bar{v}^r \]  \hspace{1cm} (8)

where \( \bar{v}^r \) is the rth-order central moment of the voltage time series. Assuming that the variables in Eq. 8 are independent of one another and that the uncertainties of these variables are independent of one another, the uncertainty in the rth-order central moment of the unsteady pressure is given by:

\[ U_{p_r}^2 = \left( \frac{\partial p_r}{\partial s} \right)^2 U_s^2 + \left( \frac{\partial p_r}{\partial G} \right)^2 U_G^2 + \left( \frac{\partial p_r}{\partial v_r} \right)^2 U_{v_r}^2 \]  \hspace{1cm} (9)

Evaluating the partial derivatives in this equation, we obtain:

\[ U_{p_r}^2 = r^2 \left( s r^{-1} \bar{v} \right)^2 U_s^2 + r^2 \left( \frac{s^r}{G^{r+1}} \bar{v} \right)^2 U_G^2 + \left( \frac{s}{G} \right)^r U_{v_r}^2 \]  \hspace{1cm} (10)

and from this equation, expressions for the uncertainty in the 2nd-, 3rd-, and 4th-order central moments of the unsteady pressure can be obtained.

The uncertainty in the pressure sensor sensitivity, \( U_s \), was found to be ±1.35% of \( s \) on the basis of a Monte-Carlo uncertainty analysis of the sensor calibration data. The uncertainty in the filter gain, \( U_G \), was 0.02% of the gain. The uncertainties in the rth-order central moments of the voltage time series are due to the sampling variance. The sampling variance in the rth-order central moments of the voltage is given as [27]:

\[ \text{var} (\bar{v}^r) = \frac{1}{N} \left( \mu_{2r} - \mu_2^2 + r^2 \mu_{r-1}^2 \mu_2 - 2r \mu_{r+1} \mu_{r-1} \right) \]  \hspace{1cm} (11)

where the \( \mu_r \) represent the exact rth-order central moments of the probability distribution. We generally do not know these values, but large sampling theory arguments (\( N > 1000 \)) allow us to replace the \( \mu_r \) with the central moment sampling statistics, \( \bar{v}^r \). From the sampling variance, the 95% confidence interval for the rth-order central moment is:

\[ \bar{v}^r \pm 1.96 \sqrt{\text{var} (\bar{v}^r)} \]  \hspace{1cm} (12)

and so, for the purposes of our uncertainty analysis, the uncertainty in the rth-order central moment is:

\[ U_{\bar{v}^r} = \pm 1.96 \sqrt{\text{var} (\bar{v}^r)} \]  \hspace{1cm} (13)

In the use of Eq. 11, the samples are assumed to be independent. This requires that the data rate be less than \( 1 / (2T_p) \) where \( T_p \) is the integral time scale of the unsteady pressure:

\[ T_p = \frac{1}{\sigma_p^2} \int_{0}^{\infty} R_{pp}(\tau) d\tau \]  \hspace{1cm} (14)

where \( R_{pp}(\tau) \) is the autocorrelation of the unsteady pressure and \( \sigma_p \) is the standard deviation of the unsteady pressure. Generally, we sample the unsteady pressure at a much higher rate, so when we calculate the sampling variance, we only consider samples separated in time by \( 2T_p \). This can result in an \( N \) that is considerably less than the total number of samples we acquired, and it varies depending on where the pressure sensor is located.

The following are the specific formulas used for the variances of the 2nd-, 3rd-, and 4th-order central moments. The variance for the 2nd-order central moment is given as:

\[ \text{var} (\bar{v}^2) = \frac{1}{N} \left( \bar{v}^4 - \bar{v}^2 \bar{v}^2 + 4 \bar{v}^2 \bar{v}^2 - 4 \bar{v}^3 \bar{v} \right) = \frac{1}{N} \left( \bar{v}^4 - \bar{v}^2 \bar{v}^2 \right) \]  \hspace{1cm} (15)
where the fact that $\overline{v} = 0$ was used. The variance for the 3rd-order central moment is given as:

$$
\text{var} \left( \overline{v^3} \right) = \frac{1}{N} \left( \overline{v^6} - \overline{v^3}^2 - 6 \overline{v^4} \overline{v^2} + 9 \overline{v^2}^3 \right) \tag{16}
$$

and the variance for the 4th-order central moment is given as:

$$
\text{var} \left( \overline{v^4} \right) = \frac{1}{N} \left( \overline{v^8} - \overline{v^4}^2 - 8 \overline{v^5} \overline{v^3} + 16 \overline{v^3}^2 \overline{v^2} \right) \tag{17}
$$

Generally, we plot the 2nd-, 3rd-, and 4th-order moments of the unsteady pressure in a nondimensional form. For the RMS pressure, we plot $\sqrt{\overline{p^2}/q_{\infty}}$, and the uncertainty associated with that quantity is:

$$
U_{RMS} = \pm \left[ \frac{1}{4} \left( \frac{\overline{p^2}}{q_{\infty}} \right) U_{p}^2 \right]^{1/2} \tag{18}
$$

where $U_{q_{\infty}}$ is the uncertainty in the freestream dynamic pressure, which was $\pm 0.01$ kPa for the present test. The skewness factor is defined as $\overline{v^3}/\overline{v^2}^{3/2}$ and the uncertainty is given by:

$$
U_{SF} = \pm \left[ \left( \frac{\overline{p^3}}{p^2} \right) U_{p}^2 + \frac{9}{4} \left( \frac{\overline{p^3}}{p^2} \right) U_{q_{\infty}}^2 \right]^{1/2} \tag{19}
$$

Finally, the flatness factor is defined as $\overline{p^4}/\overline{p^2}^{2}$ and the uncertainty is given by:

$$
U_{FF} = \pm \left[ \left( \frac{4\overline{p^2}}{p^4} \right) U_{p}^2 + \left( \frac{4\overline{p^2}}{p^4} \right) U_{q_{\infty}}^2 \right]^{1/2} \tag{20}
$$
Table 1. Juncture-flow model wing configurations and nominal angles of attack.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Port Wing</th>
<th>Starboard Wing</th>
<th>$\alpha$ (degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>F6</td>
<td>F6 with L.E. horn</td>
<td>$-10, -7.5, -5, -2.5, 0, 2.5, 5, 7.5, 10$</td>
</tr>
<tr>
<td>2</td>
<td>NACA 0015 with L.E. horn</td>
<td>NACA 0015mod with L.E. horn</td>
<td>$0, 2.5, 5, 7.5, 10$</td>
</tr>
<tr>
<td>3</td>
<td>F6 S12 with L.E. horn</td>
<td>COCA with L.E. horn</td>
<td>$0, 2.5, 5, 7.5, 10$</td>
</tr>
<tr>
<td>4</td>
<td>F6 with L.E. horn</td>
<td>F6 with L.E. horn</td>
<td>$-10, -7.5, -5, -2.5, 0, 2.5, 5, 7.5, 10$</td>
</tr>
</tbody>
</table>

Table 2. Unsteady pressure sensor locations on the juncture-flow model fuselage.

<table>
<thead>
<tr>
<th>Sensor Number</th>
<th>$x$ (cm)</th>
<th>$z$ (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>141.91</td>
<td>4.62</td>
</tr>
<tr>
<td>2</td>
<td>139.95</td>
<td>0.00</td>
</tr>
<tr>
<td>3</td>
<td>148.59</td>
<td>3.96</td>
</tr>
<tr>
<td>4</td>
<td>147.60</td>
<td>0.00</td>
</tr>
<tr>
<td>5</td>
<td>174.00</td>
<td>7.87</td>
</tr>
<tr>
<td>6</td>
<td>222.25</td>
<td>14.58</td>
</tr>
<tr>
<td>7</td>
<td>222.25</td>
<td>6.81</td>
</tr>
<tr>
<td>8</td>
<td>222.25</td>
<td>4.27</td>
</tr>
<tr>
<td>9</td>
<td>222.25</td>
<td>1.73</td>
</tr>
<tr>
<td>10</td>
<td>222.25</td>
<td>-1.73</td>
</tr>
<tr>
<td>11</td>
<td>222.25</td>
<td>-4.95</td>
</tr>
<tr>
<td>12</td>
<td>222.25</td>
<td>-6.48</td>
</tr>
<tr>
<td>13</td>
<td>222.25</td>
<td>-7.98</td>
</tr>
<tr>
<td>14</td>
<td>222.25</td>
<td>-14.58</td>
</tr>
</tbody>
</table>
Table 3. Measured widths and lengths (with uncertainties) of the corner-flow separation for the F6 wing (port side). Configuration 1 at $Re_c = 2.4$ million.

\[
\begin{array}{cccccc}
\alpha \text{ (degrees)} & w \text{ (mm)} & U_w \text{ (mm)} & \ell \text{ (mm)} & U_\ell \text{ (mm)} \\
-10.00 & 12.00 & 2.76 & 60.00 & 13.59 \\
-7.50 & 16.00 & 3.66 & 63.00 & 14.26 \\
-5.00 & 17.00 & 3.88 & 60.00 & 13.59 \\
-2.50 & 21.50 & 4.89 & 67.50 & 15.26 \\
0.00 & 22.50 & 5.12 & 62.50 & 14.15 \\
2.50 & 32.00 & 7.26 & 73.00 & 16.48 \\
5.00 & 38.00 & 8.62 & 88.00 & 19.82 \\
7.50 & 43.00 & 9.75 & 104.50 & 23.50 \\
10.00 & 54.00 & 12.24 & 120.00 & 26.96 \\
\end{array}
\]

Table 4. Measured widths and lengths (with uncertainties) of the corner-flow separation for the F6 wing with leading-edge horn (starboard side). Configuration 1 at $Re_c = 2.4$ million.

\[
\begin{array}{cccccc}
\alpha \text{ (degrees)} & w \text{ (mm)} & U_w \text{ (mm)} & \ell \text{ (mm)} & U_\ell \text{ (mm)} \\
-10.00 & 13.00 & 1.77 & 54.50 & 5.39 \\
-7.50 & 13.00 & 1.77 & 57.00 & 5.60 \\
-5.00 & 18.50 & 2.47 & 58.50 & 5.73 \\
-2.50 & 25.00 & 3.31 & 70.00 & 6.73 \\
0.00 & 31.00 & 4.09 & 76.00 & 7.25 \\
2.50 & 40.00 & 5.26 & 90.00 & 8.50 \\
5.00 & 46.00 & 6.04 & 107.20 & 10.04 \\
7.50 & 51.00 & 6.69 & 120.00 & 11.19 \\
10.00 & 65.70 & 8.61 & 130.70 & 12.16 \\
\end{array}
\]

Table 5. Measured widths and lengths (with uncertainties) of the corner-flow separation for the NACA 0015 wing (port side). Configuration 2 at $Re_c = 2.4$ million.

\[
\begin{array}{cccccc}
\alpha \text{ (degrees)} & w \text{ (mm)} & U_w \text{ (mm)} & \ell \text{ (mm)} & U_\ell \text{ (mm)} \\
0.00 & 0.00 & 0.00 & 0.00 & 0.00 \\
2.50 & 0.00 & 0.00 & 0.00 & 0.00 \\
5.00 & 3.00 & 0.50 & 8.00 & 2.00 \\
5.00 & 0.00 & 0.00 & 0.00 & 0.00 \\
5.00 & 0.00 & 0.00 & 0.00 & 0.00 \\
7.50 & 5.50 & 0.50 & 15.30 & 2.00 \\
10.00 & 8.00 & 0.50 & 43.00 & 2.00 \\
\end{array}
\]
Table 6. Measured widths and lengths (with uncertainties) of the corner-flow separation for the NACA 0015mod wing (starboard side). Configuration 2 at $Re_c = 2.4$ million.

<table>
<thead>
<tr>
<th>$\alpha$ (degrees)</th>
<th>$w$ (mm)</th>
<th>$U_w$ (mm)</th>
<th>$\ell$ (mm)</th>
<th>$U_\ell$ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>15.00</td>
<td>2.74</td>
<td>34.00</td>
<td>4.92</td>
</tr>
<tr>
<td>2.50</td>
<td>19.00</td>
<td>3.44</td>
<td>43.00</td>
<td>6.03</td>
</tr>
<tr>
<td>5.00</td>
<td>22.30</td>
<td>4.03</td>
<td>49.67</td>
<td>6.87</td>
</tr>
<tr>
<td>7.50</td>
<td>35.00</td>
<td>6.30</td>
<td>68.00</td>
<td>9.22</td>
</tr>
<tr>
<td>10.00</td>
<td>46.00</td>
<td>8.26</td>
<td>80.00</td>
<td>10.77</td>
</tr>
</tbody>
</table>

Table 7. Measured widths and lengths (with uncertainties) of the corner-flow separation for the F6 wing with leading-edge horn (port side). Configuration 4 at $Re_c = 2.4$ million.

<table>
<thead>
<tr>
<th>$\alpha$ (degrees)</th>
<th>$w$ (mm)</th>
<th>$U_w$ (mm)</th>
<th>$\ell$ (mm)</th>
<th>$U_\ell$ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-10.00</td>
<td>13.00</td>
<td>1.77</td>
<td>51.00</td>
<td>5.09</td>
</tr>
<tr>
<td>-5.00</td>
<td>18.00</td>
<td>2.41</td>
<td>63.00</td>
<td>6.12</td>
</tr>
<tr>
<td>0.00</td>
<td>33.00</td>
<td>4.35</td>
<td>80.00</td>
<td>7.61</td>
</tr>
<tr>
<td>5.00</td>
<td>48.50</td>
<td>6.36</td>
<td>107.00</td>
<td>10.02</td>
</tr>
<tr>
<td>10.00</td>
<td>64.50</td>
<td>8.45</td>
<td>128.00</td>
<td>11.91</td>
</tr>
</tbody>
</table>

Table 8. Measured widths and lengths (with uncertainties) of the corner-flow separation for the F6 wing with leading-edge horn (port side). Configuration 4 at $Re_c = 2.7$ million.

<table>
<thead>
<tr>
<th>$\alpha$ (degrees)</th>
<th>$w$ (mm)</th>
<th>$U_w$ (mm)</th>
<th>$\ell$ (mm)</th>
<th>$U_\ell$ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-10.00</td>
<td>12.00</td>
<td>1.65</td>
<td>45.50</td>
<td>4.63</td>
</tr>
<tr>
<td>-5.00</td>
<td>17.00</td>
<td>2.28</td>
<td>51.00</td>
<td>5.09</td>
</tr>
<tr>
<td>0.00</td>
<td>31.50</td>
<td>4.15</td>
<td>72.00</td>
<td>6.90</td>
</tr>
<tr>
<td>5.00</td>
<td>47.50</td>
<td>6.23</td>
<td>99.00</td>
<td>9.30</td>
</tr>
<tr>
<td>10.00</td>
<td>68.00</td>
<td>8.91</td>
<td>121.00</td>
<td>11.28</td>
</tr>
</tbody>
</table>

Table 9. Measured widths and lengths (with uncertainties) of the corner-flow separation for the F6 wing with leading-edge horn (starboard side). Configuration 4 at $Re_c = 2.7$ million.

<table>
<thead>
<tr>
<th>$\alpha$ (degrees)</th>
<th>$w$ (mm)</th>
<th>$U_w$ (mm)</th>
<th>$\ell$ (mm)</th>
<th>$U_\ell$ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-10.00</td>
<td>13.00</td>
<td>1.77</td>
<td>40.00</td>
<td>4.18</td>
</tr>
<tr>
<td>-5.00</td>
<td>17.00</td>
<td>2.28</td>
<td>46.00</td>
<td>4.67</td>
</tr>
<tr>
<td>0.00</td>
<td>32.00</td>
<td>4.22</td>
<td>70.00</td>
<td>6.73</td>
</tr>
<tr>
<td>5.00</td>
<td>45.00</td>
<td>5.91</td>
<td>100.00</td>
<td>9.39</td>
</tr>
<tr>
<td>10.00</td>
<td>71.00</td>
<td>9.30</td>
<td>134.00</td>
<td>12.46</td>
</tr>
</tbody>
</table>
Figure 1. Image of the Juncture-Flow Model installed in the 14x22 Subsonic Wind Tunnel.

Figure 2. Front-view image of the Juncture-Flow Model installed in the 14x22 Subsonic Wind Tunnel.
Figure 3. Wing root section profiles. The numbered circular symbols denote the locations of the pressure transducers on the port side of the fuselage and the solid black lines in each figure denote the top and bottom of the fuselage.
Figure 4. Example pictures of trip-dot placement on the juncture-flow model.

Figure 5. Definition of corner-flow separation length, $\ell$, and width, $w$, from an example oil-flow visualization (F6 wing with leading edge horn, $\alpha = 5^\circ$, $Re_c = 2.4$ million).
Figure 6. Auto spectral density of pressure sensor 1 versus angle of attack. F6 wing at $Re_c = 2.4$ million.

Figure 7. Block diagram of adaptive noise cancellation method for removal of facility background noise.
(a) $\alpha = -7.5^\circ$

(b) $\alpha = -5.0^\circ$

(c) $\alpha = -2.5^\circ$

(d) $\alpha = 0.0^\circ$

(e) $\alpha = 2.5^\circ$

(f) $\alpha = 5^\circ$

(g) $\alpha = 7.5^\circ$

(h) $\alpha = 10.0^\circ$

Figure 8. Infrared images of the port-side fuselage versus model angle of attack. The model was clean (no trip elements). F6 wing geometry (configuration 1) at $Re_c = 2.4$ million.
Figure 9. Infrared images of the port-side fuselage versus model angle of attack. The fuselage boundary layer was tripped with 218.4 µm trip dots located at an arc-distance of 30.48 cm from the model nose tip. F6 wing geometry (configuration 1) at \( Re_c = 2.4 \) million.
Figure 10. Infrared images of the F6 wing with leading-edge horn (starboard side) versus model angle of attack. The wing surface was clean (no trip elements) and the fuselage boundary layer was tripped. F6 wing geometry (configuration 1) at $Re_c = 2.4 \text{ million}$. 
Figure 11. Infrared images of the F6 wing with leading-edge horn (starboard side) versus model angle of attack. The wing surface was tripped at 1.6% chord with 142.2 µm trip dots and the fuselage boundary layer was tripped. F6 wing geometry (configuration 1) at $Re_c = 2.4$ million.
Figure 12. Infrared images of the F6 wing (port side) versus model angle of attack. The wing surface was tripped at 1.6% chord with 142.2 µm trip dots and the fuselage boundary layer was tripped. F6 wing geometry (configuration 1) at $Re_c = 2.4$ million.
Figure 13. Planform view of the oil-flow visualization for configuration 1 versus model angle of attack. The F6 wing is on the port side and the F6 wing with leading-edge horn is on the starboard side. $Re_c = 2.4$ million.
Figure 14. Oil-flow visualizations in the trailing-edge corner region of the F6 wing (port side) versus model angle of attack. F6 wing geometry (configuration 1) at $Re_c = 2.4$ million.
Figure 15. Oil-flow visualizations in the trailing-edge corner region of the F6 wing with leading-edge horn (starboard side) versus model angle of attack. F6 wing geometry (configuration 1) at $Re_c = 2.4$ million.
Figure 16. Corner-flow separation width versus model angle of attack for the F6 wing and the F6 wing with leading-edge horn (configuration 1). $Re_c = 2.4$ million.

Figure 17. Corner-flow separation length versus model angle of attack for the F6 wing and the F6 wing with leading-edge horn (configuration 1). $Re_c = 2.4$ million.
Figure 18. Oil-flow visualizations at the leading edge of the F6 wing (port side) versus model angle of attack. F6 wing geometry (configuration 1) at $Re_c = 2.4$ million.
Figure 19. Oil-flow visualization in the leading-edge region of the F6 wing at $\alpha = 5^\circ$ and $Re_c = 2.4$ million.

Figure 20. Close-up image of the oil-flow visualization in the leading-edge region of the F6 wing at $\alpha = 5^\circ$ and $Re_c = 2.4$ million.
Figure 21. Oil-flow visualizations at the leading edge of the F6 wing with leading-edge horn (starboard side) versus model angle of attack. F6 wing geometry (configuration 1) at $Re_c = 2.4$ million.
Figure 22. Oil-flow visualizations of the trailing-edge separation induced by a flow structure emanating from the F6 leading-edge horn. $Re_c = 2.4$ million.

Figure 23. Oil-flow visualization showing the footprint of the vortical structures associated with trip dots that are not fully effective. F6 wing with leading-edge horn at $\alpha = -7.5^\circ$ and $Re_c = 2.4$ million.
(a) Oil-flow visualization in the Virginia Tech Stability Tunnel at $Re_c = 0.62$ million.

(b) Oil-flow visualization in the 14x22 Subsonic Wind Tunnel at $Re_c = 2.4$ million.

Figure 24. Effect of Reynolds number on the surface-flow topology of the F6 wing (port side) and the F6 wing with leading-edge horn (starboard side). Configuration 1 at $\alpha = 5^\circ$. 
Figure 25. Infrared images of the NACA 0015mod wing (starboard side) versus model angle of attack. The wing surface was clean (no trip elements) and the fuselage boundary layer was tripped. Configuration 2 at $Re_c = 2.4$ million.
Figure 26. Infrared images of the NACA 0015mod wing (starboard side) versus model angle of attack. The wing surface was tripped at 6.4% chord with 142.2 µm trip dots and the fuselage boundary layer was tripped. Configuration 2 at $Re_c = 2.4$ million.
Figure 27. Infrared images of the NACA 0015 wing (port side) versus model angle of attack. The wing surface was clean (no trip elements) and the fuselage boundary layer was tripped. Configuration 2 at $Re_c = 2.4$ million.
Figure 28. Infrared images of the NACA 0015 wing (port side) versus model angle of attack. The wing surface was tripped at 6.4% chord with 142.2 $\mu$m trip dots and the fuselage boundary layer was tripped. Configuration 2 at $Re_c = 2.4$ million.
Figure 29. Planform view of the oil-flow visualization for configuration 2 versus model angle of attack. The NACA 0015 wing is on the port side and the NACA 0015mod wing is on the starboard side. $Re_c = 2.4$ million.
Figure 30. Oil-flow visualizations in the trailing-edge corner region of the NACA 0015 wing (port side) versus model angle of attack. Configuration 2 at $Re_c = 2.4$ million.
Figure 31. Oil-flow visualizations in the trailing-edge corner region of the NACA 0015mod wing (starboard side) versus model angle of attack. Configuration 2 at $Re_c = 2.4$ million.
Figure 32. Corner-flow separation width versus model angle of attack for the F6 wings (configuration 1) and the NACA 0015 wings (configuration 2). $Re_c = 2.4$ million.

Figure 33. Corner-flow separation length versus model angle of attack for the F6 wings (configuration 1) and the NACA 0015 wings (configuration 2). $Re_c = 2.4$ million.
Figure 34. Effect of Reynolds number on the surface-flow topology of the NACA 0015 wing (port side) and the NACA 0015mod wing (starboard side). Configuration 2 at $\alpha = 10^\circ$. 

(a) Oil-flow visualization in the Virginia Tech Stability Tunnel at $Re_c = 0.62$ million.

(b) Oil-flow visualization in the 14x22 Subsonic Wind Tunnel at $Re_c = 2.4$ million.
Figure 35. Infrared images of the COCA wing (starboard side) versus model angle of attack. The wing surface was clean (no trip elements) and the fuselage boundary layer was tripped. Configuration 3 at $Re_c = 2.4$ million.
Figure 36. Infrared images of the COCA wing (starboard side) versus model angle of attack. The wing surface was tripped at 1.6% chord with 182.9 µm trip dots and the fuselage boundary layer was tripped. Configuration 3 at $Re_c = 2.4$ million.
Figure 37. Infrared images of the F6 S12 wing (port side) versus model angle of attack. The wing surface was clean (no trip elements) and the fuselage boundary layer was tripped. Configuration 3 at $Re_c = 2.4$ million.
Figure 38. Infrared images of the F6 S12 wing (port side) versus model angle of attack. The wing surface was tripped at 1.6% chord with 182.9 µm trip dots and the fuselage boundary layer was tripped. Configuration 3 at $Re_c = 2.4$ million.
Figure 39. Planform view of the oil-flow visualization for configuration 3 versus model angle of attack. The F6 S12 wing is on the port side and the COCA wing is on the starboard side. $Re_c = 2.4$ million.
Figure 40. Oil-flow visualizations in the trailing-edge corner region of the F6 S12 wing (port side) versus model angle of attack. Configuration 3 at $Re = 2.4$ million.
Figure 41. Oil-flow visualizations in the trailing-edge corner region of the COCA wing (port side) versus model angle of attack. Configuration 3 at $Re_c = 2.4$ million.
Figure 42. Planform view of the oil-flow visualization for configuration 4 versus model angle of attack. Both F6 wings were configured with the leading-edge horn. $Re_c = 2.4$ million.
Figure 43. Oil-flow visualizations in the trailing-edge corner region of the F6 wings with leading-edge horn. Configuration 4 at $\alpha = 5^\circ$ and $Re_c = 2.4$ million.
Figure 44. Corner-flow separation width versus model angle of attack for the F6 wings with leading-edge horn (configuration 4). $Re_c = 2.4$ million.

Figure 45. Corner-flow separation length versus model angle of attack for the F6 wings with leading-edge horn (configuration 4). $Re_c = 2.4$ million.
Figure 46. Effect of Reynolds number on the corner-flow separation width of the F6 wings with leading-edge horn (configuration 4).

Figure 47. Effect of Reynolds number on the corner-flow separation length of the F6 wings with leading-edge horn (configuration 4).
Figure 48. Pressure sensor locations in the leading-edge region of the F6 wing. Oil-flow visualization at $\alpha = 5^\circ$ and $Re_c = 2.4$ million.

Figure 49. Pressure sensor locations in the leading-edge region of the F6 wing with leading-edge horn. Oil-flow visualization at $\alpha = 5^\circ$ and $Re_c = 2.4$ million.
Figure 50. Auto spectral density of pressure sensor 1 versus angle of attack. F6 wing at $Re_c = 2.4$ million, with pressure sensor 2 as a reference for facility noise removal.

Figure 51. Probability density of pressure sensor 1 versus angle of attack. F6 wing at $Re_c = 2.4$ million, with pressure sensor 2 as a reference for facility noise removal.
Figure 52. Auto spectral density of pressure sensor 3 versus angle of attack. F6 wing at $Re_c = 2.4$ million, with pressure sensor 2 as a reference for facility noise removal.

Figure 53. Probability density of pressure sensor 3 versus angle of attack. F6 wing at $Re_c = 2.4$ million, with pressure sensor 2 as a reference for facility noise removal.
Figure 54. Auto spectral density of pressure sensor 4 versus angle of attack. F6 wing at $Re_c = 2.4$ million, with pressure sensor 2 as a reference for facility noise removal.

Figure 55. Probability density of pressure sensor 4 versus angle of attack. F6 wing at $Re_c = 2.4$ million, with pressure sensor 2 as a reference for facility noise removal.
Figure 56. RMS for pressure sensors 1, 3, and 4 versus angle of attack. F6 wing at \( Re_c = 2.4 \) million, with pressure sensor 2 as a reference for facility noise removal.

Figure 57. Skewness for pressure sensors 1, 3, and 4 versus angle of attack. F6 wing at \( Re_c = 2.4 \) million, with pressure sensor 2 as a reference for facility noise removal.
Figure 58. Flatness for pressure sensors 1, 3, and 4 versus angle of attack. F6 wing at \( Re_c = 2.4 \) million, with pressure sensor 2 as a reference for facility noise removal.
Figure 59. Auto spectral density of pressure sensor 7 versus angle of attack. F6 wing at $Re_c = 2.4$ million, with pressure sensor 6 as a reference for facility noise removal.

Figure 60. Probability density of pressure sensor 7 versus angle of attack. F6 wing at $Re_c = 2.4$ million, with pressure sensor 6 as a reference for facility noise removal.
Figure 61. Auto spectral density of pressure sensor 8 versus angle of attack. F6 wing at $Re_c = 2.4$ million, with pressure sensor 6 as a reference for facility noise removal.

Figure 62. Probability density of pressure sensor 8 versus angle of attack. F6 wing at $Re_c = 2.4$ million, with pressure sensor 6 as a reference for facility noise removal.
Figure 63. Auto spectral density of pressure sensor 9 versus angle of attack. F6 wing at $Re_c = 2.4$ million, with pressure sensor 6 as a reference for facility noise removal.

Figure 64. Probability density of pressure sensor 9 versus angle of attack. F6 wing at $Re_c = 2.4$ million, with pressure sensor 6 as a reference for facility noise removal.
Figure 65. Auto spectral density of pressure sensor 10 versus angle of attack. F6 wing at $Re_c = 2.4$ million, with pressure sensor 6 as a reference for facility noise removal.

Figure 66. Probability density of pressure sensor 10 versus angle of attack. F6 wing at $Re_c = 2.4$ million, with pressure sensor 6 as a reference for facility noise removal.
Figure 67. RMS for pressure sensors 7, 8, 9, and 10 versus angle of attack. F6 wing at $Re_c = 2.4$ million, with pressure sensor 6 as a reference for facility noise removal.

Figure 68. Skewness for pressure sensors 7, 8, 9, and 10 versus angle of attack. F6 wing at $Re_c = 2.4$ million, with pressure sensor 6 as a reference for facility noise removal.
Figure 69. Flatness for pressure sensors 7, 8, 9, and 10 versus angle of attack. F6 wing at $Re_c = 2.4$ million, with pressure sensor 6 as a reference for facility noise removal.
Figure 70. Auto spectral density of pressure sensor 11 versus angle of attack. F6 wing at $Re_c = 2.4$ million, with pressure sensor 14 as a reference for facility noise removal.

Figure 71. Probability density of pressure sensor 11 versus angle of attack. F6 wing at $Re_c = 2.4$ million, with pressure sensor 14 as a reference for facility noise removal.
Figure 72. Auto spectral density of pressure sensor 12 versus angle of attack. F6 wing at $Re_c = 2.4$ million, with pressure sensor 14 as a reference for facility noise removal.

Figure 73. Probability density of pressure sensor 12 versus angle of attack. F6 wing at $Re_c = 2.4$ million, with pressure sensor 14 as a reference for facility noise removal.
Figure 74. Auto spectral density of pressure sensor 13 versus angle of attack. F6 wing at $Re_c = 2.4$ million, with pressure sensor 14 as a reference for facility noise removal.

Figure 75. Probability density of pressure sensor 13 versus angle of attack. F6 wing at $Re_c = 2.4$ million, with pressure sensor 14 as a reference for facility noise removal.
Figure 76. RMS for pressure sensors 11, 12, and 13 versus angle of attack. F6 wing at $Re_c = 2.4$ million, with pressure sensor 14 as a reference for facility noise removal.

Figure 77. Skewness for pressure sensors 11, 12, and 13 versus angle of attack. F6 wing at $Re_c = 2.4$ million, with pressure sensor 14 as a reference for facility noise removal.
Figure 78. Flatness for pressure sensors 7, 8, 9, and 10 versus angle of attack. F6 wing at $Re_c = 2.4$ million, with pressure sensor 14 as a reference for facility noise removal.
Figure 79. Auto spectral density of pressure sensor 1 versus angle of attack. F6 wing with leading-edge horn at \( Re_c = 2.4 \) million, with pressure sensor 2 as a reference for facility noise removal.

Figure 80. Auto spectral density of pressure sensor 4 versus angle of attack. F6 wing with leading-edge horn at \( Re_c = 2.4 \) million, with pressure sensor 2 as a reference for facility noise removal.
Figure 81. RMS for pressure sensors 1 and 4 versus angle of attack. F6 wing with leading-edge horn at $Re_c = 2.4$ million, with pressure sensor 2 as a reference for facility noise removal.

Figure 82. Skewness for pressure sensors 1 and 4 versus angle of attack. F6 wing with leading-edge horn at $Re_c = 2.4$ million, with pressure sensor 2 as a reference for facility noise removal.
Figure 83. Flatness for pressure sensors 1 and 4 versus angle of attack. F6 wing with leading-edge horn at $Re_e = 2.4$ million, with pressure sensor 2 as a reference for facility noise removal.
Figure 84. Auto spectral density of pressure sensor 7 versus angle of attack. F6 wing with leading-edge horn at $Re_c = 2.4$ million, with pressure sensor 6 as a reference for facility noise removal.

Figure 85. Auto spectral density of pressure sensor 8 versus angle of attack. F6 wing with leading-edge horn at $Re_c = 2.4$ million, with pressure sensor 6 as a reference for facility noise removal.
Figure 86. Auto spectral density of pressure sensor 9 versus angle of attack. F6 wing with leading-edge horn at $Re_c = 2.4$ million, with pressure sensor 6 as a reference for facility noise removal.

Figure 87. Auto spectral density of pressure sensor 10 versus angle of attack. F6 wing with leading-edge horn at $Re_c = 2.4$ million, with pressure sensor 6 as a reference for facility noise removal.
Figure 88. RMS for pressure sensors 7, 8, 9, and 10 versus angle of attack. F6 wing with leading-edge horn at $Re_c = 2.4$ million, with pressure sensor 6 as a reference for facility noise removal.

Figure 89. Skewness for pressure sensors 7, 8, 9, and 10 versus angle of attack. F6 wing with leading-edge horn at $Re_c = 2.4$ million, with pressure sensor 6 as a reference for facility noise removal.
Figure 90. Flatness for pressure sensors 7, 8, 9, and 10 versus angle of attack. F6 wing with leading-edge horn at \(Re_c = 2.4\) million, with pressure sensor 6 as a reference for facility noise removal.

Figure 91. Auto spectral density of pressure sensor 11 versus angle of attack. F6 wing with leading-edge horn at \(Re_c = 2.4\) million, with pressure sensor 14 as a reference for facility noise removal.
Figure 92. Auto spectral density of pressure sensor 12 versus angle of attack. F6 wing with leading-edge horn at $Re_c = 2.4$ million, with pressure sensor 14 as a reference for facility noise removal.

Figure 93. Auto spectral density of pressure sensor 13 versus angle of attack. F6 wing with leading-edge horn at $Re_c = 2.4$ million, with pressure sensor 14 as a reference for facility noise removal.
Figure 94. RMS for pressure sensors 11, 12, and 13 versus angle of attack. F6 wing with leading-edge horn at \( Re_c = 2.4 \) million, with pressure sensor 14 as a reference for facility noise removal.

Figure 95. Skewness for pressure sensors 11, 12, and 13 versus angle of attack. F6 wing with leading-edge horn at \( Re_c = 2.4 \) million, with pressure sensor 14 as a reference for facility noise removal.
Figure 96. Flatness for pressure sensors 7, 8, 9, and 10 versus angle of attack. F6 wing with leading-edge horn at $Re_c = 2.4$ million, with pressure sensor 14 as a reference for facility noise removal.
Figure 97. Auto spectral density of pressure sensor 2 versus angle of attack. NACA 0015 wing with leading-edge horn at $Re_c = 2.4$ million, with pressure sensor 1 as a reference for facility noise removal.

Figure 98. Auto spectral density of pressure sensor 3 versus angle of attack. NACA 0015 wing with leading-edge horn at $Re_c = 2.4$ million, with pressure sensor 1 as a reference for facility noise removal.
Figure 99. RMS for pressure sensors 2 and 3 versus angle of attack. NACA 0015 with leading-edge horn at $Re_c = 2.4$ million, with pressure sensor 1 as a reference for facility noise removal.

Figure 100. Skewness for pressure sensors 2 and 3 versus angle of attack. NACA 0015 with leading-edge horn at $Re_c = 2.4$ million, with pressure sensor 1 as a reference for facility noise removal.
Figure 101. Flatness for pressure sensors 2 and 3 versus angle of attack. NACA 0015 with leading-edge horn at $Re_c = 2.4$ million, with pressure sensor 1 as a reference for facility noise removal.
Figure 102. Auto spectral density of pressure sensor 8 versus angle of attack. NACA 0015 wing with leading-edge horn at $Re_c = 2.4$ million, with pressure sensor 6 as a reference for facility noise removal.

Figure 103. Auto spectral density of pressure sensor 9 versus angle of attack. NACA 0015 wing with leading-edge horn at $Re_c = 2.4$ million, with pressure sensor 6 as a reference for facility noise removal.
Figure 104. Auto spectral density of pressure sensor 10 versus angle of attack. NACA 0015 wing with leading-edge horn at $Re_c = 2.4$ million, with pressure sensor 14 as a reference for facility noise removal.

Figure 105. Auto spectral density of pressure sensor 11 versus angle of attack. NACA 0015 wing with leading-edge horn at $Re_c = 2.4$ million, with pressure sensor 14 as a reference for facility noise removal.
Figure 106. RMS for pressure sensors 8, 9, 10 and 11 versus angle of attack. NACA 0015 with leading-edge horn at $Re_c = 2.4$ million, with pressure sensors 6 (for sensors 8 and 9) and 14 (for sensors 10 and 11) as references for facility noise removal.

Figure 107. Skewness for pressure sensors 8, 9, 10 and 11 versus angle of attack. NACA 0015 with leading-edge horn at $Re_c = 2.4$ million, with pressure sensors 6 (for sensors 8 and 9) and 14 (for sensors 10 and 11) as references for facility noise removal.
Figure 108. Flatness for pressure sensors 8, 9, 10 and 11 versus angle of attack. NACA 0015 with leading-edge horn at $Re_c = 2.4$ million, with pressure sensors 6 (for sensors 8 and 9) and 14 (for sensors 10 and 11) as references for facility noise removal.

Figure 109. Auto spectral density of pressure sensors 8, 9, 10, and 11 at $\alpha = 0^\circ$. NACA 0015 wing with leading-edge horn at $Re_c = 2.4$ million, with pressure sensors 6 (for sensors 8 and 9) and 14 (for sensors 10 and 11) as references for facility noise removal.
Figure 110. Auto spectral density of pressure sensor 2 versus angle of attack. F6 S12 wing with leading-edge horn at $Re_c = 2.4$ million, with pressure sensor 1 as a reference for facility noise removal.

Figure 111. Auto spectral density of pressure sensor 3 versus angle of attack. F6 S12 wing with leading-edge horn at $Re_c = 2.4$ million, with pressure sensor 1 as a reference for facility noise removal.
Figure 112. RMS for pressure sensors 2 and 3 versus angle of attack. F6 S12 with leading-edge horn at $Re_{c} = 2.4$ million, with pressure sensor 1 as a reference for facility noise removal.

Figure 113. Skewness for pressure sensors 2 and 3 versus angle of attack. F6 S12 with leading-edge horn at $Re_{c} = 2.4$ million, with pressure sensor 1 as a reference for facility noise removal.
Figure 114. Flatness for pressure sensors 2 and 3 versus angle of attack. F6 S12 with leading-edge horn at $Re_c = 2.4$ million, with pressure sensor 1 as a reference for facility noise removal.
Figure 115. Auto spectral density of pressure sensor 8 versus angle of attack. F6 S12 wing with leading-edge horn at $Re_c = 2.4$ million, with pressure sensor 6 as a reference for facility noise removal.

Figure 116. Auto spectral density of pressure sensor 9 versus angle of attack. F6 S12 wing with leading-edge horn at $Re_c = 2.4$ million, with pressure sensor 6 as a reference for facility noise removal.
Figure 117. Auto spectral density of pressure sensor 10 versus angle of attack. F6 S12 wing with leading-edge horn at $Re_c = 2.4$ million, with pressure sensor 14 as a reference for facility noise removal.

Figure 118. Auto spectral density of pressure sensor 11 versus angle of attack. F6 S12 wing with leading-edge horn at $Re_c = 2.4$ million, with pressure sensor 14 as a reference for facility noise removal.
Figure 119. RMS for pressure sensors 8, 9, 10 and 11 versus angle of attack. F6 S12 with leading-edge horn at $Re_c = 2.4$ million, with pressure sensors 6 (for sensors 8 and 9) and 14 (for sensors 10 and 11) as references for facility noise removal.

Figure 120. Skewness for pressure sensors 8, 9, 10 and 11 versus angle of attack. F6 S12 with leading-edge horn at $Re_c = 2.4$ million, with pressure sensors 6 (for sensors 8 and 9) and 14 (for sensors 10 and 11) as references for facility noise removal.
Figure 121. Flatness for pressure sensors 8, 9, 10 and 11 versus angle of attack. F6 S12 with leading-edge horn at $Re_c = 2.4$ million, with pressure sensors 6 (for sensors 8 and 9) and 14 (for sensors 10 and 11) as references for facility noise removal.
Figure 122. Auto spectral densities of acceleration components versus model angle of attack. F6 wing with leading-edge horn at $Re_c = 2.4$ million.
Figure 123. RMS of acceleration components versus model angle of attack. F6 wing with leading-edge horn at $Re_c = 2.4$ million.
A wing/fuselage wind-tunnel model was tested in the Langley 14- by 22-foot Subsonic Wind Tunnel in preparation for a highly-instrumented Juncture Flow Experiment to be conducted in the same facility. This test, which was sponsored by the NASA Transformational Tool and Technologies Project, is part of a comprehensive set of experimental and computational research activities to develop revolutionary, physics-based aeronautics analysis and design capabilities. The objectives of this particular test were to examine the surface and off-body flow on a generic wing/body combination to: 1) choose a final wing for a future, highly instrumented model, 2) use the results to facilitate unsteady pressure sensor placement on the model, 3) determine the area to be surveyed with an embedded laser-doppler velocimetry (LDV) system, 4) investigate the primary juncture corner-flow separation region using particle image velocimetry (PIV) to see if the particle seeding is adequately entrained and to examine the structure in the separated region, and 5) to determine the similarity of observed flow features with those predicted by computational fluid dynamics (CFD). This report documents the results of the above experiment that specifically address the first three goals.