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Turbulence models, with increasing complexity, up to triple product terms, are applied to the flow in a rotating pipe. The rotating pipe is a challenging case for turbulence models as it contains significant rotational and curvature effects. The flowfield starts with the classic fully developed pipe flow, with a stationary pipe wall. This well defined condition is then subjected to a section of pipe with a rotating wall. The rotating wall introduces a second velocity scale, and creates Reynolds shear stresses in the radial-circumferential and circumferential-axial planes. Furthermore, the wall rotation introduces a flow stabilization, and actually reduces the turbulent kinetic energy as the flow moves along the rotating wall section. It is shown in the present work that the Reynolds stress models are capable of predicting significant reduction in the turbulent kinetic energy, but triple product improves the predictions of the centerline turbulent kinetic energy, which is governed by convection, dissipation and transport terms, as the production terms vanish on the pipe axis.

Nomenclature

\( M_\infty \) free stream Mach number
\( R \) pipe radius (reference length)
\( R_{ij} \) Reynolds-stress tensor \([= u_i' u_j']\)
\( Re_\tau \) wall shear Reynolds number \([= u_\tau R/\nu_w]\)
\( S_{ij} \) strain rate tensor \([= \frac{1}{2} (\frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i})]\)
\( T_{ijk} \) Turbulent transport tensor \([= u_i' u_j' u_k']\)
\( U_\infty \) free stream velocity
\( V_w \) pipe wall rotation velocity
\( \Omega_{ij} \) rotation rate tensor \([= \frac{1}{2} (\frac{\partial u_i}{\partial x_j} - \frac{\partial u_j}{\partial x_i})]\)
\( \mu \) molecular viscosity
\( \mu_T \) eddy-viscosity
\( \nu \) kinematic viscosity \([= \frac{\mu}{\rho}]\)
\( \omega \) specific dissipation rate \([= \frac{\epsilon}{\rho k}]\)
\( \overline{u_i} \) Favre average Cartesian velocity fluctuation components
\( \overline{u_i} \) Favre average Cartesian mean velocity components
\( \rho \) mass density
\( \tau_w \) wall shear in fully developed pipe flow region
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k  turbulent kinetic energy per unit mass \[= \frac{1}{2}u_i'u_i]\n\varepsilon  homogeneous turbulence dissipation per unit mass \[= \beta^* k\omega]\n\alpha  sound speed
\p  static pressure
\r  distance from pipe centerline
\ur  friction velocity in fully developed inflow region (reference velocity) \[= (\tau_w/\rho_w)^{1/2}\]
\ui  instantaneous Cartesian velocity components
\x  axial distance, origin at spin/no-spin interface
\xi  Cartesian position coordinates

Subscripts
\tau  using fully developed region friction velocity as reference
\w  evaluated at the wall, \(r = R\)

I. Introduction

Accurate computational flowfield predictions are essential for both design and operation of aerospace vehicles. As computer speeds and memory size continue to increase, Computational Fluid Dynamics (CFD) can be used to not only predict the flowfield around simple configurations, but also complete vehicle configurations. The advances in computer clock speed and memory capacity have allowed the modeling of turbulent flow, at least at lower Reynolds number, using Direct Numerical Simulations (DNS). Large Eddy Simulations (LES) continues to be developed for application to higher Reynolds numbers, but for complex configurations, DNS or even LES are still impractical because the grid required (in both time and space) is well beyond current computational capabilities.

Reynolds-stress turbulence models were envisioned to overcome a number of shortcomings evident in simple Boussinesq eddy-viscosity models. Although Reynolds-stress models have had a long history of development,\textsuperscript{1, 2} they have had, until recently, limited success in actually overcoming these limitations in practice. Reynolds-stress models have enjoyed a resurgence in the past few years,\textsuperscript{2–4} with one new methodology incorporating the desired flow history effects on the Reynolds-stress tensor in a formulation that is numerically robust.\textsuperscript{5, 6} This Lag methodology allowed a further expansion of the flow history to include triple velocity products in a bid to obtain more accurate and complete turbulent transport predictions. This new model,\textsuperscript{7} denoted “TTR” for Turbulent TRansport, augments the second-moment predictions of the Lag Reynolds-stress models adding field equations for the third-order-moments. These are an attempt to fulfill the need for turbulent transport predictions in regions of separation, where their relative importance is larger than it is for attached flows.

The flowfield that is studied in the present paper is not a separated flowfield, but it does includes a large central core region where the turbulent production is no longer a dominant term, and the balance of convection, transport and dissipation govern the evolution of the turbulent kinetic energy. This flowfield\textsuperscript{8–11} is a twist on a fully developed pipe flow - literally. A fully developed pipe flow encounters a step change in the wall boundary condition, a rotating pipe wall. This introduces a set of remarkable changes in the flowfield, the most striking of which is a reduction in the turbulence levels as the flow traverses the rotating wall region.

The genesis of the present study was to find a simpler, less computationally intensive flowfield than the Chow-Zilliac wingtip vortex\textsuperscript{12, 13} which would allow evaluation of a flow with significant rotation, but on a simple, easily simulated geometry. The rotating pipe is a more challenging flowfield than it would appear, and it did change the formulation of the TTR model, requiring
an adjustment of the parameter governing the simple gradient diffusion of $k$: $\sigma_k = 0.3$ (from the original 0.2).

The simulations done here were compared with simulations done in an incompressible flow code\textsuperscript{14} using the SST turbulence model, as the turbulence model implementation could be verified to be identical using the Turbulence Modeling Resource\textsuperscript{15} (TMR). That comparison is ongoing, and at this point the results are within 2% for axial velocity in the non-spinning section, and much better for the circumferential velocity comparison for the highest spin case studied here. This comparison between codes engendered a relatively full investigation of computational sensitivity, the highlights of which are reported here.

II. Experiment Description/Computational Methodology

II.A. Experiment

The Zaets\textsuperscript{8,16–18} experiment is a low Mach number flowfield in a circular cross section pipe with a radius $R = 0.03$ m. High pressure air is supplied to a heater upstream of the pipe which brings the fluid to “room temperature” before it enters the pipe entrance through a contraction section. This temperature controlled, effectively atmospheric pressure air traverses a 200$R$ length non-spinning circular pipe followed by a 50$R$ section which is spinning at a wall speed of 6 m/s, 3 m/s, or 1.5 m/s – 60%, 30%, or 15% of the nominal exit centerline axial velocity (10 m/s).

The experimental measurements were obtained with DISA hot wires, single and X-wire configurations, with a 1.25 mm (=0.041 $R$) long, 5 $\mu$m diameter sensing (and hence spatially averaging) region for the quantities reported here. Analog signal linearizers were used, along with FM magnetic tape to store the signals for subsequent processing. There are measurements reported in this dataset of spectral content, with enough spatial and temporal resolution (using a different set of sensing hot-wires) to give estimates of the dissipation.

Rather than use the centerline velocity of the flow as the scaling velocity, which will vary with turbulence model, the friction velocity of the non-spinning inflow section, $u_\tau = 0.435$ m/s, was matched to the experimentally reported value for the non-spinning data. Matching this friction velocity, or more precisely the Reynolds number based on this velocity $Re_\tau = u_\tau R/\nu_w$ will match the pressure gradient in that section of the pipe, and was originally thought to provide the most unambiguous match of the experimental conditions, as each turbulence model will give very different predictions of the centerline axial velocity after traversing fifty radii of spinning wall.

The spin rates were fixed to match the ratio of the friction velocity, $u_\tau$ to the well known experimental rotation rate, so that the rotation wall speed becomes $V_w = 13.5 u_\tau$ or $V_w = 3.472$. The value of $Re_\tau = u_\tau R/\nu_w$ is reported as 875,\textsuperscript{18} and this was the Reynolds number matched for the bulk of these simulations. Room temperature was reported as 15°C-18°C, and for the present paper, 288.15K = 15°C was used. As will be seen from the computations, the pressure and temperature in the pipe are essentially the lab pressure and temperature, and the pressure gradient inducing the flow is a pressure difference that is about 0.1% of the exit pressure, a much smaller variation than the day to day pressure variations due to weather. Though this seems like an inconsequential difference, it translates directly into Reynolds number variation, and the magnitude of this variation is easily ±3.5%, so the value reported for $Re_\tau = 875$ should really be $Re_\tau = 875 \pm 30$.

The fully developed region friction velocity was not the parameter held constant in the experiments, but rather the centerline axial velocity at the exit plane ($x = 50R$), held to roughly 10 m/s for all spin rates. A single solution for the highest spin case ($V_w = 6$ m/s) was obtained for the TTR model matching the Reynolds number $Re_0 = u_0 R/\nu_w$, where $u_0$ is the centerline axial velocity at $x = 50R$. The TTR model was chosen because it matches the experimental data best of those considered in this paper, and for that model the resulting value of $Re_\tau = 905$ at $x = -10R$. The
$u/u_\tau$ and $k/u_\tau^2$ profiles are nearly identical in the non-rotating inflow region for these two values of $Re_\tau$. At the outflow plane, the axial and circumferential mean velocity predictions are very similar, but the outflow $k/u_\tau^2$ is notably higher for the higher $Re_\tau$ simulation. This implies that the use of a single value for $u_\tau$ is not strictly accurate in comparing different spin rates. At the highest spin rates reported here, the spin rate ratio $V_\infty/u_\tau$ differs by 3.4% between the two simulations.

At this point, the uncertainty in knowledge of the actual Reynolds number of the flowfield from variations in atmospheric pressure should be recalled, noting that the magnitude is strikingly similar. Without further information, this is common baseline of uncertainty in the non-dimensional spin rates, as well as the Reynolds number of the fully developed pipe flow initial condition. The effects of this sort of variation can be seen in the results for the high spin case, at least as far as the solution for that turbulence model are valid.

These two Reynolds number uncertainties are not equivalent. For a fixed $Re_\tau$, increases in the spin rate (either in $V_\infty/u_0$ or $V_\infty/u_\tau$) will increase the ratio of $u_0/u_\tau$. This implies that for a fixed $Re_0$, the experimental condition, the value of $Re_\tau$ in the fully developed region will be lower than it is for the non-spinning case, with the same $Re_0$. Given a turbulence model that reproduces the physics exactly, matching the value of $Re_0$ at the spin exit will match the inflow conditions exactly, including $Re_\tau$ in the fully developed region. Having an identical inflow condition for the rotating section is necessary to be able to compare the behavior of the different turbulence models, and so $Re_\tau = 875$ in the fully developed stationary wall region is used for all spin rates. The actual $Re_\tau$ for the different spin rates discussed in the present work are probably within the 3.5% range of the $Re_\tau = 875$ used here.

II.B. Computation

II.B.1. Grid

Full 3D simulations were used to simulate this flowfield. The domain was broken in two, with the central core containing the axis removed and replaced by a central, essentially Cartesian, grid.

Figure 1: Grid slice
Solutions on two versions of this grid system were compared (Fig. 1), one that had a truly Cartesian central core, utilizing the full capabilities of the overset grid capability of OVERFLOW (Fig. 1a). The second grid system (Fig. 1b) has a subset that is a pointwise matched grid system that could be run without overset. The answers on these two grid systems were extremely similar, with the radial grid sensitivity essentially identical between the two systems. The differences between solutions of either overset choice were much smaller than the differences between two solutions of either overset type with a change in the radial grid density. Given this non dependence on the overset choice, the “patched” grid is used for all the results in this paper, as this grid system can be run and then compared with a solver which does not have overset capability.

The baseline viscous wall grid is 1275 (axial) × 257 (circumferential) × 121 (wall normal). The baseline core grid has the same axial distribution, and is 65 × 65 in the region which does not overlap the wall normal grid. There are 4 additional planes on either side for overlap, so the final core grid is 73 × 73 in the non-axial directions. This gives a wall normal overall grid is 154 points from the wall to the pipe axis (121+32 points). Recall that the axial extent is over 150R, so even though there are more than 8 times more points in the axial direction, the final axial grid spacing is 0.4R, so even at the pipe core, the grid is non-isotropic even at the pipe core, with an average axial grid spacing hundreds of times the wall normal/circumferential direction.

The near wall grid spacing was chosen as 20 × 10^{-6}R with the desire to have Δy⁺ ≤ 0.06 when the grid was coarsened by a factor of 4, which implies that the finest grid should have Δy⁺ < 0.015. This is based on the known sensitivity of the k − ω models and the axial spacing was based upon earlier practice with incompressible models for this flowfield. Circumferential spacing was based on having a nearly isotropic spacing in y and z in the center core grid.

II.B.2. Numerical Method

The code used in this study was a modified version of OVERFLOW 2.2k. The modifications included the addition of Lag, Lag-Rij, and TTR models along with the high speed modifications. Matrix dissipation was used with smoothing parameters as recommended by earlier studies of high-speed flows with this code with one critical change. Matrix dissipation is appropriate for these flowfields. It combines the ability to provide accurate flowfield predictions on flows containing high normal Mach number shocks (not seen in the flowfields of this paper), while providing a low dissipation central difference scheme for the smooth regions of the flowfield. These flowfields have some discontinuous boundary conditions, but are characterized by smooth solutions over most of the problem domains. One distinct advantage of this method is the effect of the numerical dissipation can be easily assessed, since the amount of numerical dissipation is controlled explicitly.

The critical difference in the matrix dissipation smoothing parameters used is that the eigenvalue limiters are set to zero. The HLLC scheme, as coded in OVERFLOW, is compared with the matrix dissipation scheme, and agrees with the modified matrix dissipation scheme on the coarser grids where numerical dissipation is relatively large. On the baseline grid for this paper, the difference in solutions between the standard smoothing schemes is small on the baseline grid, but becomes appreciable on the coarser grids. For clarity, the limiters are set to zero for the results in this paper. The ability to assess the influence of numerical dissipation with the matrix dissipation is extremely useful in this context.

The Pulliam-Chaussee diagonal scheme, with variable time stepping or a constant Courant number (CFL) and multigrid sequencing was used as the relaxation method. For this flowfield, five levels of multigrid were used to accelerate convergence, both with grid sequencing (full multigrid in the OVERFLOW parlance) and in converging the solution at the finest level. There was an appreciable speedup in convergence even switching from four to five levels of multigrid for the SST model, which was used as the testbed for assessing solution strategy. Solutions were converged
to well over six orders of magnitude of residual reduction, and a separate check of the mass flow constancy was done to verify convergence of the individual solutions. All of the Reynolds-stress models as well as the TTR model would allow over ten orders of mean flow residual reduction, but the changes in the solutions were inconsequential after obtaining a six order reduction.

The low Mach preconditioning available in OVERFLOW\textsuperscript{27} is crucial for simulations of this experiment. The Mach number is low enough that preconditioning is required to provide accurate solutions. If the Mach number in the pipe were increased from $M = 0.03$ to $M = 0.2$, the pressure gradient which drives the flow would also have to increase to reach the same flow Reynolds number. This pressure gradient then introduces a concomitant density gradient along the pipe’s length which precludes a simple scaling of the compressible and incompressible results. The scaling would involve something akin to Favre-averaging for comparison of the incompressible and compressible flowfields.

In general, spatial convective terms and diffusion terms were all second-order accurate. For the modeling of the convection terms of the turbulence models, second order upwind was used on all the Reynolds Averaged Navier Stokes RANS models with the exception of all the Spalart-Allmaras based models. The Lag methodology does require second order accuracy (or better) since the field equations defining the lagged turbulent variables are a balance of convection and source with no diffusion terms by design—purely hyperbolic equations to accurately mimic the history effects so clearly evident in turbulent flow. In the turbulent transport level equations, not all the equations are purely hyperbolic, but they are all more driven by convection terms than standard one or two equation models.

II.B.3. Turbulence Models

For this paper, two baseline Reynolds stress models are investigated. The first Reynolds stress model is the original Lag-$R_{ij}$ model\textsuperscript{5} (referred to as the Lag-$R_{ij}$ (B) model in this paper), whose equilibrium Reynolds stress assumption is the Boussinesq stress-strain assumption. The second model Lag-$R_{ij}$ Reynolds-stress model is the “926(Redistribution)” model\textsuperscript{6} (hereafter referred to simply as the Lag-$R_{ij}$ model, that is without the (B) modifier), reproduces the commonly accepted, but overly simplistic, $4 : 2 : 3$ normal stress ratios for the flat plate boundary layer. There are experimental results\textsuperscript{28–32} which show the much more complex behavior of the Reynolds stresses in flat plate boundary layers, but the adjustment of the underlying model is not attempted, the same model as described in earlier work is retained. The triple product Lag-$T_{ijk}$ model\textsuperscript{33} (afterward referred to as the TTR model) uses the more complex “926” stress-strain model as its $R_{ij}^{(eq)}$ stress-strain assumption, so the additional physics introduced with the turbulent transport terms are seen comparing the Lag-$R_{ij}$ and Lag-$T_{ijk}$ models. The Lag-$T_{ijk}$ model has been slightly modified from its original description (see the appendix A for the details of this model), with the only change an increase in the $\sigma_k$ parameter to $\sigma_k = 0.3$ from its original value of 0.2.

The eddy viscosity models to which these more complicated models are compared are the Lag-$\nu_T$ eddy viscosity model,\textsuperscript{34} the “standard” Menter shear-stress transport (SST) model,\textsuperscript{15} and the rotation and quadratic constitutive relation (QCR) and rotation correction modified Spalart-Allmaras (SA) model.\textsuperscript{15, 35, 36} The implementation of these models is that of OVERFLOW, with the 2.2k version coding used, and the SST model checked directly against the TMR website\textsuperscript{15} to ensure that its implementation was consistent with what had been verified earlier.\textsuperscript{37}

II.B.4. Boundary Conditions

The boundary equations for the turbulence model field equations are those enumerated in the original paper outlining the TTR model.\textsuperscript{33} At viscous walls, $k$ and all $R_{ij}$ and $T_{ijk}$ components are set to zero, consistent with smooth wall conditions. $\omega$ is set to $60 \mu / (b^\ast \rho \Delta z_i^2)$. For boundaries
with flow into the solution domain, \( k \) is set to a \( 10^{-6} u_{\infty}^2 \), and \( R_{ij} \) is set to \( \frac{2}{3} k \delta_{ij} \). \( \omega \) is chosen to provide \( \frac{\nu_T}{\nu} = 0.1 \). All \( T_{ijk} \) components are zero at far field inflow boundaries. For boundaries with flow out of the domain, all turbulence quantities are simply extrapolated.

\[
P_t = C_1
T_t = C_2
v = w = 0
u = v = w = 0, T = T_w \]

Figure 2: Boundary conditions and \( x-z \) plane configuration

The boundary conditions that are imposed on the other variables for this particular flowfield are shown in Fig. 2. The viscous walls are boundary conditions are isothermal no slip on the upstream non-spinning section, and adiabatic no slip on the spinning downstream section. The wall boundary temperature was chosen to be equal to the inflow static temperature, though it will be seen in the results that the low Mach number of this flowfield ensures that the temperatures are essentially constant within the entire domain, so adiabatic walls throughout would be equally viable, and would give indistinguishable results. Constant total pressure and total temperature with axial flow \((v = w = 0)\) is imposed at the inflow plane, with the static pressure allowed to vary. Static pressure is the only quantity imposed at at the outflow plane, and this value is chosen to obtain \( Re_\tau = 875 \) in the fully developed stationary wall region just upstream of the spinning wall section. The back pressure choice is slightly different for each turbulence model, depending on the pressure variation predicted in the rotating wall section of the pipe depends on the turbulence model.

The domain simulated was chosen with an eye to allow reproduction by other flow codes, so
the full upstream development section was simulated. The results shown in this paper are taken from the fully developed region of the stationary pipe section. This position was chosen to be \( X = -10R \), as this was upstream of the disturbances created by the onset of the wall spin. Indeed, profiles anywhere in this region are essentially identical, as this is fully developed pipe flow. The \( X = -10R \) point was also where the computational value of \( u_r \) was determined. The downstream domain was extended to \( x = 54.8R \), slightly beyond the \( x = 50R \) location where the profiles are compared with experiment, so that any boundary condition inconsistencies were eliminated from the profile comparisons. As there is substantial turbulent kinetic energy as well as radially varying circumferential velocity in this portion of the flowfield, a truly fixed static pressure along the back face is not a completely consistent downstream boundary condition, but the anomalies created by these small discrepancies are eliminated with a slightly extended domain, and will be more easily simulated by other flow solvers.

In this paper, the convention chosen is that the solution is described for the plane \( y = 0 \). The “1” direction is \( x \), the axial direction. The “2” direction is \( y \), and for the plane \( y = 0 \) is the circumferential direction. The “3” direction is \( z \), wall normal. The \( z \) spatial direction is called \( r \), which makes obvious the axisymmetric nature of the geometry. Thus the circumferential velocity is \( v \), and the axial Reynolds-stress is \( R_{11} \). The circumferential Reynolds-stress is \( R_{22} \), and the wall-normal Reynolds-stress is \( R_{33} \).

### III. Results

#### III.A. Overview and Solution Sensitivity

![Graphs of pressure, density, and temperature on the wall of the pipe](image)

**Figure 4: Rotating pipe wall surface conditions - eddy viscosity models**

For the nominal value of \( Re_\tau = 875 \), the pressure, density, and temperature on the wall of the pipe (Fig. 4) have minuscule variation from the inlet conditions: pressure and density variations are less than 1 part in 10,000. The temperature, whose variation over the upstream portion of the pipe is held constant varies by less than 1 part in 100,000. One of the more intriguing aspects of this variation is the behaviour of the density at the start of the spinning section. The steep (albeit diminutive) rise in temperature at the interface is consistent with the increased viscous
dissipation with the introduction of the spin, and as pressure is smooth (as it has to be) in the converged solution, the temperature rise is matched with a corresponding density drop. Though an interesting feature, the magnitude of these variations makes their influence on the solution inconsequential.

The flowfield can be thought of as an upstream fully developed pipe flow (the non-rotating section) which has essentially a single parameter to be matched, the value of $Re_\tau = \frac{u_\tau R}{\nu}$, which is governed by the downstream pressure choice. In the fully developed portion of the upstream section ($-80 \leq x/R \leq 0$), the wall shear is balanced by the pressure gradient. The constancy of this wall shear, or equivalently the pressure gradient, can be seen in Fig. 5, which shows results for three eddy viscosity models for the same choice of the downstream static pressure. The experimental value of this parameter in the non-spinning, fully developed pipe flow region just upstream of the spinning section is ($Re_\tau = 875$). These solutions are close to matching the experimental $Re_\tau$, but do not exactly match. Since each turbulence model gives a different pressure behavior in the spinning section, each model requires a adjustment of the downstream pressure to match the $Re_\tau$.

The inset plot in Fig. 5a shows a detail of the $Re_\tau$ distribution, and the dashed lined line shows the $Re_\tau$ distribution for the SST model with the back pressure adjusted to match $Re_\tau = 875$ in the fully developed region. The original $Re_\tau$ (denoted by the solid line) is 878, a difference of 0.8% in $Re_\tau$. The effect of this difference in the axial velocity solution for this change in $Re_\tau$ is shown in Fig. 5b, and the magnitude ($\approx 0.7\%$) is roughly equal to the magnitude of the discrepancy in $Re_\tau$. This implies that the $Re_\tau$ must be matched relatively closely to be able to correctly distinguish differences due to other changes, such as turbulence model choice, flux method choice, etc., even if the actual value of this parameter is known with much less precision. An assessment of effect of a 3.5% variation in $Re_\tau$ for the TTR model will be documented for the highest spin case, and this level of variation does make a difference.

Fig. 5c shows the relative changes in the axial velocity for three different grid coarsenings. The effect of coarsening the axial spacing by a factor of four (red line), leaving the radial spacing
unchanged is less than \(0.0007 u (r/R)\), that is it is uniformly less than this fraction of the local axial velocity, even close to the wall. By comparison, coarsening axially coarsened grid by a factor of 2 in the radial direction (green line) results in a uniform fractional change that is (again uniformly) less than 0.003u(r/R) of the local velocity. In other words, the effect of a single radial coarsening is more than ten times that of a double axial coarsening. Then doing a further axial coarsening (blue line) gives no appreciable change in the solution - the changes from the single radial coarsening still swamps the effects of an eightfold axial coarsening. Apparently a more efficient grid for this case would be finer radially, and coarser axially.

**III.B. Non Spinning (Fully Developed) Flow**

![Figure 6: Inflow velocity and k profiles(x/R = 10)](image)

Profiles of the fully developed region just upstream of the start of the spinning section are shown in Fig. 6. This is in effect an initial condition for the evolution of the flow that will occur in the rotating section of the pipe, and since it is fully developed pipe flow, it is a relatively computationally stable condition for any of these turbulence models, in that the profiles of velocity, \(k\), or any other flow quantity are extremely similar at any axial location within the range \(-80R \leq x \leq -5R\). The inflow axial velocity is shown in Fig. 6a, and these are the axial velocity profiles for fully developed pipe flow at \(Re = 875\) for all of the turbulence models presented in this paper. All the models agree with each other at this point in the flowfield, as might be expected since they were all tuned to give similar results for flat plate flows. This is a relatively low Reynolds number flowfield, as can be seen in the law of the wall subplot (Fig. 6b), with a minimal “log” region.

The turbulent kinetic energy profiles in the entrance region (Fig. 6c) highlights some of the characteristics of the various Lag models. All three agree in the near wall region, with the differences between these where production vanishes near the centerline. Indeed, only at the centerline, where production is zero, and turbulent transport is balanced only by dissipation (in the fully developed region) or by dissipation and convection (in the rotating wall region) are there appreciable differences between the TTR model and the non-Boussinesq Lag-\(R_{ij}\) on which it is based.
One additional point to be taken from Fig. 6 is the second solution plotted for the TTR model, where the $Re_0 = u_0 R/\nu_w$ was matched to the experimental value, rather that matching $Re_{\tau} = 875$. For the axial velocity (in either plot), the differences between the two conditions are hard to distinguish - the differences are minute. Even the turbulent kinetic energy (non-dimensionalized by the correct value of $u_\tau$ for each simulation) shows no significant difference. In the fully developed inflow, when non-dimensionalized by the friction velocity, the flow has a very small change for this level of Reynolds number variation.

Another quantity that can be compared at this point is the turbulent kinetic energy, and for the actual axial Reynolds stress models, the normal stresses $R_{11}$, $R_{22}$ and $R_{33}$. In making this comparison, the classic, and undoubtedly incorrect, tuning of the flat plate isotropy to produce the 4 : 2 : 3 throughout the log region for the non-Boussinesq Lag-$R_{ij}$ model, which is also the basis for the TTR model should be kept in mind. The 4 : 2 : 3 ratio is not what the experiment shows for this flow field, but the tuned anisotropy is closer to the actual anisotropies than the isotropic assumption inherent in a Boussinesq stress-strain relationship. A comparison of the Reynolds-stress predictions and measurement is shown in Fig. 7. The experimental anisotropies are higher than are predicted by the model in the near wall region, but the anisotropic stress-strain relation is closer to experiment than the Boussinesq, and the turbulent transport terms do not affect the predictions in the near wall region where production is a dominant process. However, at the pipe centerline, where production vanishes, the TTR model gives a better prediction than the baseline Reynolds-stress model. Improvement in the anisotropy predictions (which is a function of the $R_{ij}^{eq}$ for the bulk of the flowfield) would presumably improve all these predictions.

Again, turning to the inherent uncertainty in the actual $Re_\tau$ value in the inlet, the predictions of the TTR model show extremely small variation for this level of Reynolds number change, as would be expected. Both versions of TTR predictions for an $Re_\tau$ variation of 3.4%, give largely the same
profiles in Fig. 7. The differences in the $R_{ij}^{(eq)}$ choice and the turbulent transport modifications of the TTR are much larger than the differences induced by this level of uncertainty in $Re_{\tau}$.

III.C. Rotating Wall Section - Fast Spin

In contrast to the inflow section, where there is relatively little difference between the turbulence model predictions, the predictions in the rotating wall region are very different for different turbulence models. The first set of results are for the most rapid spin reported in the Zaets, $V_w = 6m/sec$ ($V_w/u_\tau = 13.88$). Where vorticity production based SST and strain based production models agree in the inflow section, the vorticity based version gives dramatically different (and wrong) results in the spinning section. Similarly, the non modified SA model, with QCR and rotation correction gives dramatically wrong answers here. These dramatic fails are not shown here, it is not surprising that they have problems with this change in conditions. What was surprising was that an unmodified SST model actually did reasonably well. The SA modifications were designed to work better in flows with significant rotation, and so the improvement was less more an expected result.

The eddy viscosity Lag model has not been modified to handle rotational effects, but it did not fail as spectacularly as vorticity production based SST, or unmodified SA, but it does not predict the dramatic stabilizing effects of this rotational flow. Perhaps unsurprisingly, all the Lag-$R_{ij}$ models give better predictions than the eddy viscosity based Lag model. None of the usual Richardson number, curvature or other corrections to the underlying models have been made in any of the Lag based models, simply the introduction of more of the physical terms with increasing model complexity.

Let’s start the comparison with the mean flow comparisons in Fig. 8. The axial velocity predictions (Fig. 8a) of the models are much more varied than was evident at the inflow section. The worst comparison here is the eddy viscosity Lag model, unsurprising since it has no rotation correc-
tions in its formulation. The modified SA model gives a good prediction of the centerline velocity, but misses the shape of the profile closer to the spinning wall. SST does a very creditable job in predicting the axial velocity, and the Reynolds stress models do well, underpredicting the centerline velocity in the same way they did in the inlet section. It is not clear if this is a good or bad result, as none of the models (save the Boussinesq based Lag-$R_{ij}$ model) predicted the centerline velocity at the inflow.

The circumferential velocity predictions give a different story, with the only common factor the poor prediction by the eddy viscosity Lag model. In its defense, the unmodified SA and vorticity based SST models give worse predictions for this case, and the better showing of the Lag model is probably due to the fact that it’s production terms are based on the physically correct strain formulation, and not the “wall bounded flow” cheat of substituting vorticity for strain. SST actually gives a better circumferential velocity prediction than the Boussinesq based Lag-$R_{ij}$ model, but the other Lag-$R_{ij}$ and TTR models give superior predictions for this mean flow velocity.

The turbulent kinetic energy profiles for the high spin case are shown in Fig. 8c. Recall that there were modest differences in the peak $k$ values for all the models in the non-spinning inlet (Fig. 6c). At the end of the spinning section, there are large differences between the two Lag-$R_{ij}$ models in terms of the peak value of $k$. The TTR and it’s sister Lag-$R_{ij}$ model are in relative agreement for the peak value of $k$, comparing of course the solutions with the same inlet section $Re_{\tau}$. Note that, in contrast with the fully developed inlet region, the $k/u_{\tau}^2$ profiles are different for the two TTR solutions at different inlet values of $Re_{\tau}$. The TTR model does provide a better match near the pipe centerline over the underlying Reynolds-stress model again. However, none of these models does predict the full extent of the drop in $k$ seen in the experiment.
One of the strengths of this data set is that there is a significant amount of data useful for Reynolds-stress model development, and Fig. 9 shows a comparison of all three normal Reynolds stresses for this case. The anisotropy is not perfectly predicted, but the general shape and relative size of the Reynolds stress profiles is captured by the TTR model. The Lag-$R_{ij}^{(eq)}$ model it is based on also does a creditable job, but the TTR model improves the predictions near the pipe centerline where turbulent transport is a more dominant term than closer to the wall.

III.D. Rotating Wall Section - Slow Spin

Turning to the less rapidly spinning case in the Zaets\textsuperscript{8} experiment, $V_w = 1.5\text{m/s}$ ($\frac{V_w}{u_\tau} = 3.47$), the mean flow predictions for this lower level of spin in Fig. 10 are different than seen at the higher spin rate. The axial velocity is underpredicted by all the models, but the SA-QR model is now furthest from experiment. The TTR model is closest to the experiment for this case, but is pretty much in line with the other Reynolds stress and SST models. The circumferential velocity is well predicted by either the anisotropic Reynolds stress model and the TTR (which is based upon the same Reynolds-stress stress-strain equilibrium relation), but similar to the axial velocity results, the SA-QR model has now moved away from the experimental results.

The $k$ profile predictions (Fig. 10c) for the lower spin rate are also reasonably good, with the $R_{11}$ predictions much better than for the turbulent kinetic energy. The TTR model again improves the centerline prediction, but the underlying anisotropy is still less than seen in the experiment. The turbulent transport model does seem to be moving the turbulence results in the correct direction at the centerline, and does seem to have less of an effect near the wall. This is in line with what was expected and the earlier results.\textsuperscript{7}

The normal stress predictions for the low spin case are shown in Fig. 11. Again the models with the non-isotropic $R_{ij}^{(eq)}$ are much more in line with the experimental data than the Boussinesq...
based Lag-$R_{ij}$ model. Furthermore, very much like the higher spin case, the TTR model provides a significantly better prediction of the normal stresses close to the pipe core, reducing the magnitude of the $R_{ij}$ levels significantly there.

**IV. Conclusions - Further Work**

The TTR model improves the prediction for this flowfield over baseline Reynolds-stress model. The turbulent transport effects are more pronounced in the regions where turbulence production becomes less important, here the centerline of the pipe. In the wall region, the turbulent transport terms are of less relative importance, and the underlying Reynolds stress model predictions are recovered.

The anisotropic Reynolds-stress model produces better results than the one based on the Boussinesq stress-strain relation. Even though the anisotropy is less complex than the actual anisotropy behaviour of the turbulence is, it is an improvement over the isotropic normal stress relation.

The SST (strain production) and SA with curvature and QCR relations give better results than SST-V (vorticity production) or the unmodified SA model, the TTR and Reynolds stress models gives a better (and more complete) prediction of the flowfield. Even with this improved prediction, there is room for improvement both in the Reynolds stress anisotropies and also in the $k$ reduction brought about by the flow rotation/curvature.

Investigation of the alter ego of this flowfield, the spinning cylinder,\textsuperscript{38,39} where the rotational effects are destabilizing, and turbulence enhancing, is ongoing, and flow invariant based versions of the Richardson number (rotation) and curvature corrections done with earlier (ad-hoc) turbulence model corrections\textsuperscript{8–11,40} is ongoing, and initial results are promising.
A final, and important, thing to keep in mind is that the turbulence models evaluated in this paper have *not* been tuned to match this flowfield, though the SA model which is used includes both the QCR and rotation corrections. No explicit Richardson number/curvature or other corrections are applied to any of the other models. The response of the models to the effects of the rotating wall are purely those inherent in the model formulations directly. The change in the TTR model is not really a tuning to match the flowfield, but rather an acceptance that the anti-diffusive properties of the triple product turbulent transport terms had to be compensated for with the additional gradient diffusion of \( k \).

Flow invariant based versions of Richardson/curvature corrections are being evaluated, along with fixes to the equilibrium anisotropy for the Lag-\( R_{ij} \) and TTR models. Regardless, the addition of the non-aligned stress-strain relation of the Lag-\( R_{ij} \) and TTR models, as well as the turbulent transport improvements brought in by the TTR model improve the prediction of this flow field without these adjustments, and the improvements are not small.
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**Appendix A  Third-Order-Moment Turbulence Model (TTR)**

This model is built on top of the preceding Lag methodology models, and the equilibrium two equation turbulence model that is at their heart, the Wilcox 1988 \( k-\omega \) model. The third-order-moment model comes from the exact Reynolds-stress and turbulent transport equations.

\[
\begin{align*}
\partial_t (R_{ij}) + \partial_k (u_k R_{ij}) &= - R_{jk} \partial_k \bar{U}_i - R_{ik} \partial_k \bar{U}_j - \partial_k T_{ijk} + \nu \partial_k \partial_k R_{ij} \\
&+ \Pi_{ij} - 2 \nu \partial_k (u'_i) \partial_k (u'_j) \quad (1) \\
\partial_t (T_{ijk}) + \partial_l (u_l T_{ijk}) &= - T_{ijl} \partial_l \bar{U}_k - T_{kjl} \partial_l \bar{U}_i - T_{kil} \partial_l \bar{U}_j + R_{ijk} \partial_l R_{kl} + R_{jkl} \partial_l R_{il} + R_{kil} \partial_l R_{jl} \\
&+ \nu \partial_l \partial_l T_{ijk} \\
&+ \Pi_{ijk} \partial_l (Q_{ijkl}) \quad (2) \\
&+ \nu \partial_l \partial_l T_{ijk} \\
&+ \Pi_{ijk} \partial_l (Q_{ijkl}) \quad (3) \\
&+ \nu \partial_l \partial_l T_{ijk} \\
&+ \Pi_{ijk} \partial_l (Q_{ijkl}) \quad (4) \\
&+ \nu \partial_l \partial_l T_{ijk} \\
&+ \Pi_{ijk} \partial_l (Q_{ijkl}) \quad (5) \\
&+ \nu \partial_l \partial_l T_{ijk} \\
&+ \Pi_{ijk} \partial_l (Q_{ijkl}) \quad (6)
\end{align*}
\]

where the neglected red terms are

\[
\begin{align*}
\Pi_{ij} &= \frac{1}{\rho} \left[ \bar{u}'_i \partial_i (\bar{p}') + \bar{u}'_j \partial_j (\bar{p}') \right] \\
\Pi_{ijk} &= \frac{1}{\rho} \left[ \bar{u}'_i \bar{u}'_j \partial_k (\bar{p}') + \bar{u}'_i \bar{u}'_k \partial_j (\bar{p}') + \bar{u}'_j \bar{u}'_k \partial_i (\bar{p}') \right] \\
Q_{ijkl} &= u'_i u'_j u'_k u'_l \\
\varepsilon_{ijk} &= 2 \nu \left( \bar{u}'_i \partial_i (u'_j) \partial_j (u'_k) + \bar{u}'_j \partial_j (u'_k) \partial_i (u'_l) + \bar{u}'_k \partial_k (u'_l) \partial_i (u'_j) \right)
\end{align*}
\]
The TTR turbulence model including turbulent transport \((T_{ijk})\) terms is:

\[
\begin{align*}
\partial_t (pk) + \partial_i (pu_k) &= \rho [R_{ij} S_{ij} - \beta^* k\omega] + \partial_i ((\mu + \sigma_k \mu_T) \partial_i k) - A_4 \partial_i (\rho T_{id}) \\
\partial_t (\rho \omega) + \partial_i (\rho u_i \omega) &= \alpha \rho S^2 - \beta \rho \omega^2 + \partial_i ((\mu + \sigma_\omega \mu_T) \partial_i \omega) \\
\partial_t (\rho R_{ij}) + \partial_i (\rho u_i R_{ij}) &= A_0 \rho \omega \left( R_{ij}^{(eq)} - R_{ij} \right) \\
\partial_t (\rho T_{ijk}) + \partial_i (\rho u_i T_{ijk}) &= A_0 \rho \omega \left( T_{ijk}^{(eq)} - T_{ijk} \right)
\end{align*}
\]

where

\[
T_{ijk}^{(eq)} = \frac{A_2}{A_0 \rho \omega} \left[ T_{ijl} \partial_l U_k + T_{jkl} \partial_l U_i + T_{kli} \partial_l U_j - R_{ij} \partial_l R_{kl} - R_{jk} \partial_l R_{il} - R_{ki} \partial_l R_{jl} \right]
+ \frac{1}{A_0 \rho \omega} \left[ \partial_i ((\mu + \sigma_i \mu_E) \partial_i T_{ijk}) \right]
\]

\[
\mu_{\mu_E} = \rho k/\omega \quad \quad \quad P = R_{ij} S_{ij} \quad \quad \quad S = \sqrt{2 \left( S_{ij} S_{ij} - S_{kk}^2 / 3 \right)} \quad \quad \quad S_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right)
\]

Most of the parameters for this model are set by the requirement to retain the equilibrium predictions of the underlying \(k-\omega\) model. The equilibrium Reynolds-stress relation is one of the three described in earlier Reynolds-stress model work, denoted as the “926(Redistribution)” Equilibrium Reynolds-stress relation. This constitutive relation is most directly related to the explicit algebraic Reynolds-stress models.\(^{11–43}\) The terminology is borrowed from the paper introducing this relation,\(^6\) and contains production terms which are not the full Reynolds-stress production terms, but do yield log layer anisotropies consistent with the classic 4:3:2 relation. These “production” terms (which have really only redistribution terms, and none of the work terms of actual production) are

\[
\begin{align*}
P_{11} &= 2 (k S_{11}/A_1 + (R_{31} \Omega_{31} - R_{12} \Omega_{12})) \\
P_{22} &= 2 (k S_{22}/A_1 + (R_{12} \Omega_{12} - R_{23} \Omega_{23})) \\
P_{33} &= 2 (k S_{33}/A_1 + (R_{23} \Omega_{23} - R_{31} \Omega_{31}))
\end{align*}
\]

With corresponding off diagonal terms

\[
\begin{align*}
P_{12} &= 2 k S_{12}/A_1 + (R_{23} \Omega_{31} - R_{31} \Omega_{23} + (R_{11} - R_{22}) \Omega_{12}) \\
P_{23} &= 2 k S_{23}/A_1 + (R_{31} \Omega_{12} - R_{12} \Omega_{31} + (R_{22} - R_{33}) \Omega_{23}) \\
P_{31} &= 2 k S_{31}/A_1 + (R_{12} \Omega_{23} - R_{23} \Omega_{12} + (R_{33} - R_{11}) \Omega_{31})
\end{align*}
\]

These then provide the equilibrium Reynolds stress using Eq. 18

\[
R_{ij}^{(eq)} = \frac{2}{3} k \delta_{ij} - \frac{A_1}{\omega} (P_{ij} - \frac{1}{3} \bar{P} \delta_{ij})
+ \frac{1}{A_0 \rho \omega} \left[ \partial_i ((\mu + \sigma_i \mu_T) \partial_i R_{ij}) - A_3 \partial_i (\rho T_{ij}) \right]
\]
The other model parameters are:

\[
\begin{align*}
A_0 &= 1.0 & \alpha &= 0.35 & \sigma_k &= 0.3 & \sigma_r &= 0.0 \\
A_1 &= \frac{5}{3} & \beta &= 0.1 & \sigma_\omega &= 0.3 & \sigma_t &= 0.0 \\
A_2 &= 1.0 & \beta^* &= 0.12 & \\
\end{align*}
\]

Note that even though \(\beta\) and \(\beta^*\) have been altered from the 1988 \(k-\omega\) choices, their ratio is retained providing the same isotropic turbulence decay rate.

Two special parameter choices are used to elucidate the coupling and effect of the \(T_{ijk}\) terms. The first parameter choice \(A_3 = A_4 = 0\) is labelled as “Uncoupled” in the flat plate results, and will produce Reynolds-stresses identical to the original Reynolds stress models, along with the turbulent transport terms \(T_{ijk}\) that are consistent with those \(R_{ij}\) predictions. The second special parameter choice \(A_3 = 1, A_4 = 0\) is labelled as “PC” (Partially Coupled), and these include the \(T_{ijk}\) terms in the Reynolds stress equations, but do use only the gradient transport term for the equilibrium \(k\) equation turbulent transport. As the equations drive the predicted \(k\) toward the \(k_{eq}\), this version is missing the direct influence of what should be improved turbulent transport predictions for the evolution of the turbulent kinetic energy. As neither of these choices uses the new model for the turbulent transport in the \(k\) equation, for both of these special parameter sets \(\sigma_k = 0.8\), the value used with Reynolds-stress model on which the coupled model is based.

The equations set with \(A_3 = 1, A_4 = 1\) is labelled as “TTR” in the figures, and these use the triple product terms to provide part of the turbulent transport. As such, a reduced \(\sigma_k = 0.3\) is used (which was 0.2 in the paper introducing the model), where the other less coupled parameter choices have \(\sigma_k = 0.8\). The change in \(\sigma_k\) was due to experience gained in simulating the rotating pipe case, and this change is being investigated for it’s effect on the flows in that paper. So far, the change has not introduced any large differences in those results. This parameter choice is the current version of the triple product turbulent transport model (TTR), and expected to be the final model definition. A full exploration focusing on separated flowfields is planned, and that paper will include a full comparison on a wide selection of flowfields, with an emphasis on separation and reattachment predictions.

Appendix B Solution Sensitivity Assessment

Matching the incompressible results achieved in an incompressible solver\textsuperscript{14} proved more challenging than anticipated. As the end product of this effort was to provide a simple flowfield that could be used as a test case for rotation/curvature corrections, eliminating discrepancies between the simulations, and assessing sensitivity to simulation choices was necessary.

Other possible factors affecting the solution were assessed, and were all very small compared to the radial coarsening sensitivity, with smoothing parameters for the matrix dissipation (eigenvalue limiters set to zero), use of the HLLC upwind method, solution of the flowfield at a relative Mach number that did not require preconditioning, solution of the flowfield at a Reynolds number higher by a factor of 10 (with a suitably radially clustered grid which had a similar initial \(\Delta y^+\)) showed these all these factors to be non-issues, at least with the radial grid density chosen.

The method used to obtain a solution with \(Re_\tau = 875\) in the non rotating section was to obtain successive solutions for a given downstream pressures, adjusting the downstream pressure to raise or lower the value to match the desired \(Re_\tau = 875\). An alternative method is to choose a back pressure, then adjust the global Reynolds number parameter (\(REY = \frac{\rho_\infty u_\infty R}{\mu_\infty}\)) of OVERFLOW. Solutions obtained by these two methods give identical results in non-dimensional coordinates for the test case axisymmetric grids. This match of solutions gave confidence that the simulations with
either method were providing the unique answer to the boundary value problem when expressed in non-dimensional terms.

For the grid density chosen the centerline value in the non-rotating, fully developed pipe flow region is $u_0/u_\tau = 21.25$ for the SST model. From grid density studies for an axisymmetric version of the grid, a grid with twice the density in both directions would give 21.56 for this value, and with a radial density of 900 points, this becomes 21.63.
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