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As new operational paradigms and additional aircraft are being introduced into the National Airspace System (NAS), maintaining safety in such a rapidly growing environment becomes more challenging. It is therefore desirable to have an automated framework to provide an overview of the current safety of the airspace at different levels of granularity, as well an understanding of how the state of the safety will evolve into the future given the anticipated flight plans, weather forecast, predicted health of assets in the airspace, and so on. Towards this end, as part of our earlier work, we formulated the Real-Time Safety Monitoring (RTSM) framework for monitoring and predicting the state of safety and to predict unsafe events. In our previous work, the RTSM framework was demonstrated in simulation on three different constructed scenarios. In this paper, we further develop the framework and demonstrate it on real flight data from multiple data sources. Specifically, the flight data is obtained through the Shadow Mode Assessment using Realistic Technologies for the National Airspace System (SMART-NAS) Testbed that serves as a central point of collection, integration, and access of information from these different data sources. By testing and evaluating using real-world scenarios, we may accelerate the acceptance of the RTSM framework towards deployment. In this paper we demonstrate the framework’s capability to not only estimate the state of safety in the NAS, but predict the time and location of unsafe events such as a loss of separation between two aircraft, or an aircraft encountering convective weather. The experimental results highlight the capability of the approach, and the kind of information that can be provided to operators to improve their situational awareness in the context of safety.

I. Introduction

As new operational paradigms (e.g., dynamic Traffic Flow Management) and additional aircraft (e.g., Unmanned Aerial Systems) are being introduced into the National Airspace System (NAS), maintaining safety in such a rapidly growing environment becomes very challenging. Moreover, with the traffic in the NAS projected to increase in the near future, advanced tools will be needed just to maintain the current level
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of NAS safety. NAS operators must consolidate operations-related information from various sources, which may be imprecise, inaccurate, incomplete, and inconsistent, and apply domain knowledge to interpret the current NAS state and forecast future NAS state, which is both time- and workload-intensive. It is therefore desirable to have an automated framework to provide an overview of the current safety of the airspace at different levels of granularity, as well as an understanding of how the state of the safety will evolve into the future given the anticipated flight plans, weather forecast, predicted health of assets in the airspace, and so on, in order to provide operators with improved situational awareness in increasingly complex airspaces.

Aviation safety is of paramount importance and a number of approaches can be found in literature that aim to improve safety of aircraft in the NAS. One such approach looks for accident and incident precursors via data mining, using data from such flight data recording programs as the Flight Operations Quality Assurance (FOQA).\(^1\) A comprehensive archive of safety data is available through the FAA’s Aviation Safety Information Analysis and Sharing (ASIAS)\(^2\) repository, which is being mined by researchers to identify anomalous situations for further analysis to detect emerging issues, potentially leading to policy or procedure changes.\(^3,4,5\) Once discovered, these precursors can also be probed in real-time as a component of real-time safety assessment. Similarly, the FAA uses data mining techniques to monitor operational parameters that define Key Performance Indicators (KPI) throughout the NAS to identify issues and modify operations before issues become hazards;\(^6\) EUROCONTROL’s Automatic Safety Monitoring Tool (ASMT) serves a comparable purpose in Europe.\(^7,8\) Finally, an even broader, off-line, approach to finding accident and incident precursors uses the integrated FAA Integrated Safety Assessment Model (ISAM)\(^9\) and EUROCONTROL Incident Risk Assessment Model\(^10\) to link known precursors and hazards involved with every identified cause of accidents and incidents worldwide. The integrated model can be used for risk-based rule-making.

In contrast, we desire a framework that can, in real-time, not only monitor the current state of safety of the NAS, but predict the future evolution of the state of safety and the occurrence of unsafe events. These research goals are aligned with the NASA Aeronautics Research Mission Directorate’s Strategic Thrust 5 of Real-Time System Wide Safety Assurance. Towards this end, in previous work, we developed the Real-Time Safety Monitoring (RTSM) framework.\(^11,12\) This proposed framework monitors and predicts the state of safety and determines whether any unsafe event will occur within a predetermined time frame of interest. The RTSM framework is model-based, and may include any hazard that can be modeled quantitatively. Further, it handles uncertainty in a systematic manner. To this end, one major contribution of this paper is the use of Latin Hypercube sampling method by the RTSM framework for making predictions about the safety of the NAS. The Latin Hypercube sampling method improves coverage of uncertain variables and provides better accuracy than the Monte Carlo sampling method we had adopted in our earlier implementation of the RTSM framework.\(^11\)

In previous work,\(^11,12\) we demonstrated our framework in simulation on three different constructed scenarios. In this paper, we demonstrate this framework on real flight data. The data is obtained from an air traffic management simulation and testing system called the Shadow Mode Assessment using Realistic Technologies for the National Airspace System (SMART-NAS) Testbed.\(^13\) One of the main benefits for using the SMART-NAS testbed is the collection and integration of data from a variety of sources (e.g., FAA’s System Wide Information Management, Aircraft Situation Display for Industry, Airport Surface Detection System Model-X, etc.), and the SMART-NAS testbed serves as a central point of access for all this information from the different sources.

Furthermore, the SMART-NAS testbed allows the testing and validation of new technology concepts in a realistic environment. It employs actual air traffic data, systems and procedures used in Air Traffic Management (ATM) operations, and integrates high-fidelity human-in-the-loop aircraft, tower and air traffic control (ATC) simulators. It also provides the capability to assess near-real-time what-if scenarios for new technology solutions and procedures for particular cases relevant to air traffic management and airline decision support, and will be very useful in further developing requirements for the RTSM framework. Hence, the integration of the RTSM framework in the SMART-NAS Testbed will enable the testing and evaluation of this framework in real-world scenarios, and perhaps even accelerate the acceptance of the RTSM framework to be fielded in the real world. Therefore, this demonstration serves as a first step towards this integration. In this paper, using this testbed, we demonstrate our capability to not only estimate the state of safety in the NAS, but predict the time and location of unsafe events, such as loss of separation between two aircraft, or an aircraft encountering convective weather. By providing such information to operators or decision-support tools, unsafe events or diminished NAS safety can be preemptively avoided, in contrast to reactively mitigating them.
This paper is organized as follows. Section II presents the safety modeling and analysis work that forms the basis of the real-time safety monitoring framework. The monitoring and prediction modules of the RTSM framework, as well as its architecture, are presented in Section III. The experimental setup and results are presented in Section IV. Finally, Section V concludes the paper.

II. Safety Modeling and Analysis

The goal of the Real-Time Safety Monitoring (RTSM) framework is the quantification of the current and future state of safety in the NAS. We are interested in how the state of safety will evolve in the future, and whether any unsafe events will occur, along with their probability, time, and location of occurrence. The framework is model-based, i.e., we require models of the safety space, unsafe events, safety metrics and thresholds, and the dynamic behavior of NAS components. The estimation and prediction steps rely on these models to estimate and predict safety. So, as the first step, we have to model and analyze safety, and determine what qualifies as an unsafe event. In the remainder of the section we summarize the models, and refer the reader to our previous publications for additional details.\textsuperscript{11,12}

A. Modeling the NAS

The first step is to develop a model describing the dynamics of the NAS, i.e., how the state $x$ evolves in time:

$$x(k + 1) = f(k, x(k), u(k), v(k)),$$

where $f$ is the state function, $u$ is the input vector (exogenous inputs to the system, such as the aircraft’s intended flight routes and wind velocity at various altitudes), and $v$ is the process noise vector.

In order to make a prediction at time $k$ using $f$, we require $x(k)$, which, in general, is not known. Instead, we have available an output vector $y$, defined through an output equation:

$$y(k) = h(x(k), u(k), n(k)),$$

where $h$ is the output function, and $n$ is the sensor noise vector.

To model the NAS at a system-level, we require models of aircraft, pilots, controllers, weather phenomena, restricted airspace, etc. Some of the NAS models used by the RTSM framework are listed below.

- **Aircraft Modeling**: Aircraft models need to at least describe how the positions and velocities of aircraft change in time. Each of these variables change in time based on the actions of a pilot or flight management system (FMS) and with environmental conditions (e.g., wind, temperature, pressure, etc.). Such models already exist in the literature\textsuperscript{14,15,16} that typically assume point-mass models, describing how the aircraft position changes given an intended flight plan.

- **Weather Modeling**: Weather systems are very complex to model, and we take advantage of existing systems for weather prediction.\textsuperscript{17,18} Weather models must describe how a weather region moves in time and changes shape, and is usually described by a dynamic region specified as a polygon, e.g., as in the Convective Weather Avoidance Polygon (CWAP),\textsuperscript{18} which is constructed based on edges in the echo top field and winds at the flight altitude that indicate the storm boundaries that the pilots will tend to follow to avoid convective weather. In this paper, we use polygons defined by convective Significant Meteorological Information (SIGMET),\textsuperscript{19} which also includes an estimate of the speed and heading of the weather region.

B. Determining Safety Metrics and Thresholds

A set of safety metrics, which define the safety space, can then be evaluated based on available data and are predictive of unsafe events. A safety metric, $\phi$, can be quantitatively computed as an algebraic function $F$ of the states, $x$, that quantify these hazards. Each safety metric is associated with a threshold that specifies when the state of the NAS transitions from safe to unsafe. The RTSM framework makes predictions about the occurrence of different unsafe events by predicting when different safety metrics transition from an acceptable region into an unacceptable region. The boundaries between the acceptable and unacceptable
spaces for each safety metric, \( \phi \), are defined through threshold functions, \( T_E(\phi(k)) \). Threshold functions can take any general form. Selecting an appropriate threshold can be challenging. Thresholds are determined through a mix of techniques, including consultation with subject matter experts (SMEs) and extraction from historical NAS data using data mining techniques, among others. The violation of these thresholds would result in unsafe events such as loss of separation. Some examples of safety metrics and corresponding thresholds relevant to our demonstration experiments presented in Section IV are listed below:

- **Loss of Separation**: The safety metric corresponding to the loss of separation event is the separation distance between two aircraft. The corresponding threshold for this separation distance is 1000 feet vertically and 5 nmi laterally as per the en-route ATC separation standards. A loss of separation event occurs anytime two aircraft are closer than the vertical and/or lateral separation thresholds.

- **Convective Weather Encounter**: Similarly, for the convective weather encounter event, the corresponding safety metric is the distance between an aircraft and the nearest edge of a convective weather avoidance polygon. In this paper, we define a convective weather encounter event to occur anytime an aircraft reaches the edge of a convective weather avoidance polygon.

### III. The Real-Time Safety Monitoring Framework

Given mathematical definitions and models for safety metrics related to different unsafe events, we can monitor and predict safety of the NAS. Monitoring and prediction is performed in an integrated manner in since the outputs of the monitoring step are inputs to the prediction step. Fig. 1 presents the overall computational architecture of the RTSM framework. In the monitoring step, given the inputs \( u(k) \), the outputs \( y(k) \), the state equation \( f \), the output equation \( h \), and the set of unsafe events \( E \), we must (i) estimate the current state \( x(k) \), (ii) compute from \( x(k) \) using the safety metric equation \( F \), \( \phi(k) \), and (iii) determine using the threshold function \( T_E \) whether any of the events in \( E \) have occurred. In the prediction step, at time \( k \), given \( p(x(k)) \), the state function \( f \), the safety metrics \( \phi \), the safety metric function \( F \), the set of events \( E \) and threshold function \( T_E \), the future input probability density function \( p(u_k^H) \), and the future process noise probability density function \( p(v_k^H) \), we must compute probability density functions for \( x_k^H \), \( \Phi_k^H \), \( O_k^H \), \( k_E \), and \( P(e) \) for each \( e \in E \).

#### A. Monitoring Safety in the NAS

Monitoring the NAS can be viewed as a Bayesian inference problem, where the goal is to infer, i.e., estimate, the state of the NAS, \( x(k_P) \) at any desired time \( k_P \) based on the known inputs to the NAS, \( u(k_P) \), and the available observations, \( y(k_P) \). In other words, the monitoring problem is defined as computing \( p(x(k_P)|y(k_P)) \). Various sensors measuring the current state of the NAS, such as GPS, radar, aircraft instrumentation, and weather observations constitute the available observations, and intended flight routes, scheduled departure times, etc. constitute the inputs.

Many algorithms are available to solve this general problem. Since our models are nonlinear, they require a nonlinear filter (such as unscented Kalman filters or particle filters\(^{20,21,22,23}\)). These algorithms all have the same basic structure. For a new time step, we first predict the new state, based on the previous state and the inputs. Then, we correct the state based on the available observations and the likelihood functions.

Given some assumption of uncertainty in the model and some assumption of uncertainty in the observations, the algorithms find the most likely state. Given an estimate of the current state, the corresponding values...
Algorithm 1 \( \Phi_{k_H} \leftarrow \text{Predict}(x(k_P), U^{k_H}_{k_P}, V^{k_H}_{k_P}, k_H) \)

1: for \( k = k_P \) to \( k_H \) do
2: \( x(k+1) \leftarrow f(k, x(k), U^{k_H}_{k_P}, V^{k_H}_{k_P}) \)
3: \( \phi(k+1) \leftarrow F(x(k+1)) \)
4: end for

\[
\begin{array}{|c|c|c|c|}
\hline
& & & \\
\hline
& & & \\
\hline
& & & \\
\hline
\end{array}
\]

(a) Random 2-D Sampling

\[
\begin{array}{|c|c|c|c|}
\hline
& & & \\
\hline
& & & \\
\hline
& & & \\
\hline
\end{array}
\]

(b) 2-D Latin Hypercube Sampling

Figure 2: Illustrating Random 2-D Sampling and 2-D Latin Hypercube Sampling

B. Predicting Safety in the NAS

The goal of the prediction problem is to compute the future evolution of the NAS state \( x \), the safety metrics \( \phi \), and the occurrence of safety events \( E \) from prediction time \( k_P \) up through the prediction horizon \( k_H \). In loss of separation prediction, for example, \( k_H - k_P = 20 \) minutes is used in practice. Ultimately, we want to find the probability density functions of the state trajectory, \( p(X^{k_H}_{k_P}) \), the safety metric trajectory, \( p(\Phi^{k_H}_{k_P}) \), and the event times \( p(k_E) \), as well as the probability of the different events occurring within the prediction horizon.

The underlying function to any prediction algorithm is given as Algorithm 1. At a given time of prediction \( k_P \), with realizations of the state \( x(k_P) \), the future inputs \( U^{k_H}_{k_P} \), the future process noise \( V^{k_H}_{k_P} \), and a prediction horizon \( k_H > k_P \), the algorithm simulates the NAS state forward up to \( k_H \), and computing the corresponding safety metrics. From the safety metrics, we can compute whether any of the unsafe events have occurred and, if so, when they first occur. Note that the performance of this prediction algorithm is directly dependent on the accuracy of the information fed in the form of inputs into this algorithm.

In the past,\(^{11}\) we used Monte Carlo sampling for prediction. A standard Monte Carlo approach generates many realizations or samples of the prediction inputs, and calls Algorithm 1 for each realization. However, Monte Carlo sampling may require using a large number of samples, and hence an equal number of evaluations of Algorithm 1. In particular, exhaustive sampling may be necessary to accurately capture information regarding the tails of probability distributions where unsafe events are captured (since they have lower likelihood of occurrence). Hence, in many scenarios, such exhaustive Monte Carlo sampling could be cost-prohibitive or not suitable for real-time operations.

Therefore, in this paper, in order to overcome this challenge, we use Latin Hypercube Sampling that focuses on generating samples consistently over the entire domain of all random variables. Consider \( N_d \) random variables, and say, it is desired to generate \( N_s \) samples. First, the range of each variable is divided into \( N_s \) equally probable intervals, thereby forming a hypercube. In order to facilitate such division into equally probable intervals, the original probability distributions of the variables are not considered at first, and instead, the samples are first generated from the standard uniform random variable \([0, 1]\). Then, sample positions are chosen such that there is exactly one sample in each row and exactly one sample in each column of this grid (similar to placing rooks on a chess board so that no rook may attack another). The resulting hypercube can be denoted as \( U_{ij} \) where ‘i’ denotes the sample number (varies from 1 to \( N_d \)) while ‘j’ denotes the random-variable number (varies from 1 to \( N_d \)). The difference between two-dimensional random Monte Carlo sampling and two-dimensional Latin hypercube sampling is illustrated in Fig. 2a (Monte Carlo samples) and Fig. 2b (Latin Hypercube samples).
Each generated Latin Hypercube sample is then passed through Algorithm 1, and corresponding samples of \( \Phi_k \) are generated. This set of samples establishes a probability distribution (in terms of density) for the safety metrics and the related variables. For example, we can compute the probability of some event \( e \) occurring by \( k_H \) simply as the number of samples with finite \( k_E \) divided by \( N \). Algorithm 1 can also be easily extended to provide the probability of the event occurring at each time point within \([k_P, k_H]\). Over a set of events, we can easily also compute the probability of any safety event occurring within the prediction horizon, and the probability of one occurring at each time point, and related probability distributions.

An additional advantage of the Latin hypercube sampling approach is that it is a variance reduction technique. Traditional Monte Carlo sampling is highly non-deterministic and may produce significantly different results when repeated (especially when the number of samples is small). On the other hand, Latin hypercube sampling reduces such variation effectively. This in turn further improves the prediction of probabilities and event times in the context of safety assessment.

C. Computing Overall Safety of NAS

Once the uncertainty in the prediction of the different safety metrics is computed, the likelihood of unsafe events can be computed. Consider a generic unsafe or undesirable event \( e \), and the above prediction framework can be used to compute the probability of occurrence of \( e \); let \( P(e) \) denote the corresponding probability.

While it is important to compute the likelihood of each unsafe event, it is also important to combine the likelihoods across multiple events. If any unsafe event were to occur, then it means that the airspace is unsafe. Consider events \( e_i \) (\( i = 1 \) to \( n \)) that correspond to multiple unsafe events. If \( e \) denotes the event that the NAS is unsafe, then, \( e \) is said to have occurred when any of the events \( e_i \) has occurred. We denote the probability that the entire airspace is unsafe as:

\[
P(e) = P(\cup_{i=1}^{n} e_i)
\]

Note that \( P(e_i) \) (\( \forall i \), i.e., for each hazard) and \( P(e) \) can be calculated for all future time instants based on information available at the present time instant. As explained earlier, time keeps evolving and these probabilities (for occurrence of unsafe-incidents in the future) keep evolving too.

IV. Demonstration Experiments

In this section, we demonstrate the approach using real flight data obtained from the SMART-NAS Testbed. The goal here is to show how the RTSM framework performs when estimating and predicting the state of safety of the NAS using real flight data.

A. Experimental Setup

We first obtained real flight data from the SMART-NAS Testbed for the day of December 29, 2015, for flights in the San Francisco International Airport terminal area. Note that this date was chosen arbitrarily. As mentioned earlier, one of the main benefits for using the SMART-NAS testbed is the collection and integration of data from a variety of sources. Based on the data specifications expected by the RTSM application, the SMART-NAS testbed generates the data in the correct format by calculating and transforming the input parameters to the testbed.

As an example of this, the prediction of the unsafe events in this demonstration involves inputs from both the Aircraft Situation Display to Industry (ASDI) data feed\(^a\) and the FAA’s System Wide Information Management (SWIM) data feed.\(^b\) Surface data is obtained from the Airport Surface Detection System Model-X (ASDE-X)\(^c\). Flight plan data was resolved to latitude and longitude coordinates using the En Route Automation Modernization (ERAM)\(^d\) system, and is used as input to the aircraft models for trajectory prediction. Finally, Rapid Refresh weather data was obtained from the THREDDS Data Server (TDS)\(^d\).

As convective weather patterns are incorporated into the calculations, additional sources will need to be incorporated as well. The SMART-NAS Testbed serves as a central point of access for all of this information.

---

\(^{a}\)https://www.fly.faa.gov/ASDI/asdi.html

\(^{b}\)https://www.faa.gov/air_traffic/technology/asde-x/

\(^{c}\)https://www.faa.gov/air_traffic/technology/eram/

\(^{d}\)http://www.unidata.ucar.edu/software/thredds/current/tds/
For the purpose of this paper, all input data were retrieved or calculated using real archived flight data and logged in CSV-formatted files by the testbed. Input for the RTSM calculations at every second include the following: (1) aircraft type, (2) call sign, (3) departure or arrival flag, (4) latitude, (5) longitude, (6) altitude, (7) heading, (8) speed, (9) wind direction, (10) wind magnitude, (11) and wind gust speed. Also included are the latest flight plan information reported for a given flight, resolved to latitude and longitude coordinates and updated asynchronously.

To overcome lack of an interesting weather phenomenon at the selected date and to illustrate the capability of the framework for other safety metrics, we superimposed a convective weather that occurred elsewhere in the airspace by artificially moving the location of the convective weather to the Oakland International Airport (OAK) area. These weather polygons were obtained from the SIGMETs.\textsuperscript{19}

In our experiments, we examine the results of the RTSM framework during certain time periods throughout the day on selected safety metrics and unsafe events. The results are presented in the remainder of this section.

**B. Experimental Results**

We first consider a loss of separation (i.e., conflict) event between two aircraft - one landing and the other taking off. We use a separation standard of 4 nautical miles to demonstrate the approach. The framework is able to predict and detect the loss of separation event, giving operators an opportunity to continue as planned or change operations to avoid the loss of separation. Fig. 3 shows the actual separation distance between the two flights as a function of time. We can see that at around 0.6 minutes, the loss of separation event occurs, and these two aircraft remain in conflict till about 2 minutes. Fig. 4 shows the predicted time remaining until a loss of separation event for the two aircraft, plotted as a function of the time of prediction (offset so that the first prediction occurs at time 0). The true time until the conflict is shown as the dashed line, and the predicted mean values as points marked by an \times. The predictions generated for this scenario is an underestimate. This is because the actual trajectory of an aircraft has a lot of uncertainty like the speed of descent or altitude that our models do not capture to a high accuracy. Improving these models will result in better predictions.

![Figure 3: Actual loss of separation as a function of time.](image)

Fig. 5a shows detected locations of loss of separation events (where the aircraft is when it loses separation with another aircraft) during a portion of the day’s operations, computed using a separation requirement of 3 nautical miles. These locations are indicated using red dots. As observed, there are some conflicts due to takeoffs on parallel runways. Fig. 5b shows detected locations for a separation requirement of 5 nautical miles, and with this more strict requirement, many more conflicts are detected during the same time period, including aircraft on approach and starting their routes.

A convective weather region is assumed to exist centered at Oakland International Airport, and so we predict when aircraft will encounter the region. For one of the aircraft headed east, Fig. 6a shows the predicted times until the weather encounter event. Originally, due to the uncertainty both in the weather region movement and the aircraft speed, predictions are overly optimistic, but then quickly converge and are fairly accurate after convergence. Due to the uncertainty associated with how the region will move in
time, there is uncertainty in the predicted times, as indicated by the additional markers indicating the two standard deviations from the mean. Fig. 6b shows (using white dots) where the aircraft is predicted to be when it enters the convective weather region. With this information, and operator can determine where to divert an aircraft to avoid those locations. Although the time scale here is pretty short, predictions are made up to five minutes in advance in this demonstration. For this particular aircraft, it is taking off from SFO, and once airborne, the algorithm can quickly determine that it will encounter the weather within less than one minute of takeoff. For a weather region further away, the time scale would be longer and operators would know within five minutes whether the weather region will be encountered. The prediction horizon can also be extended (it is an input parameter to the algorithm) so that predictions can be available for longer time horizons, e.g., 20 minutes or longer.

V. Conclusions

This paper described the results from employing the RTSM framework on real flight data. It was shown that the framework accurately predicts the time to unsafe events as well as locations where the unsafe events are predicted to happen (if applicable). The prediction algorithms made use of Latin Hypercube sampling.

In this paper, we limited our approach to flight activity on the day of December 29, 2015 within a 50 nautical miles radius around the San Francisco International Airport (SFO). The application of the RTSM framework to the entire NAS and running NAS-wide experiments will be tackled as part of future research, which would enable us to analyze the scalability of the RTSM Framework. For NAS-wide implementation, a distributed approach will be developed. Open questions for future work center around a validation strategy,
Figure 6: Predictions about convective weather encounter event.

proper display of the information to maximize the information utility for operators, and additional scenario development that scales the investigation from the local level to the regional and NAS levels.

Currently, work is in progress to fully integrate the RTSM Framework with the SMART-NAS testbed. Once integrated into the SMART-NAS testbed, it will be possible to test and validate the RTSM framework in realistic environments that employ actual procedures used in ATM operations, and integrates high-fidelity human-in-the-loop aircraft, tower, and ATC simulators to be able to assess near-real-time what-if scenarios. Finally, we would also want to research and develop new safety metrics and include these in the computation of the safety of the NAS.
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