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Summary

Machine learning is a powerful tool for data exploration and model building with large data sets. This project aimed to use machine-learning techniques to explore the inherent structure of data from rotorcraft gear tests, to determine relationships between features and damage states, and to build a system for predicting gear health for future rotorcraft transmission applications. Classical machine-learning techniques are difficult to apply to time-series data because many techniques make the assumption of independence between samples. Two techniques were used to overcome this difficulty: (1) hidden Markov models were used to create a binary classifier for identifying scuffing transitions and (2) recurrent neural networks were used to leverage long-distance relationships in predicting discrete damage states. When combined in a workflow, where the binary classifier acted as a filter for the fatigue monitor, the system was able to demonstrate accuracy in damage state prediction and scuffing identification. The time-dependent nature of the data restricted this project to collecting and analyzing data from the model selection process. The limited amount of available data was unable to give valuable information, and the division of training and testing sets tended to heavily influence the scores of models across combinations of features and hyperparameters. This work built a framework for tracking scuffing and fatigue on streaming data and demonstrates that machine learning has much to offer rotorcraft health monitoring through the use of Bayesian learning and deep machine learning methods to capture the time-dependent nature of the data.

1.0 Introduction

Machine learning involves techniques for exploring data and building models. Without explicit definitions of relationships, these techniques can identify and leverage patterns across data sets. The goal of this project was to apply machine learning to gear health monitoring by using previously generated data sets related to fatigue and scuffing failure modes. The aim of this application was to find out what can be learned about the data, to build a system for tracking gear damage, and to inform future work and data generation in the research area.

Beyond informing future work, there are further motivations for applying machine learning to this field. Rotorcraft and gear health testing is a data-intensive process. Data have, are, and will continue to be generated in large amounts; and machine learning offers a nontraditional approach for interpreting these data. Furthermore, rotorcraft and gear health data are complex. There are many relationships, both known and unknown, between the features of the data set. Any techniques employed to evaluate these relationships must also take into account the time-dependent nature of the data. Thus, rotorcraft health monitoring represents a significant and specific challenge for testing the capabilities of machine learning.

*Lewis’ Educational and Research Collaborative Internship Project (LERCIP) internship.
2.0 Background and Data Set Description

2.1 Data-Generation Process

The data used in this project spanned multiple spiral bevel gear set (pinion and gear) tests. Tests were performed in the Spiral Bevel Gear Fatigue Test Rig at the NASA Glenn Research Center. A detailed description of this test facility is provided in References 1 and 2. The Spiral Bevel Gear Fatigue Test Rig is illustrated with a cross-sectional view in Figure 1. The facility operates as a closed-loop torque regenerative system, where the drive motor only needs enough power to overcome the losses within the system. The load is locked into the loop via a split shaft and a thrust piston that forces a floating helical gear axially into the mesh. The 100-hp drive motor supplies the test rig with rotation and overcomes loop losses via V-belts to the axially stationary helical gear.

Two sets of spiral-bevel gears, referenced as left and right when facing the gearboxes, are installed in the gearbox. The concave side of the pinion is always in contact with the convex side of the gear on both the left and right side. However, the pinion drives the gear in the normal speed reducer mode on the left side, while the pinion acts as a speed increaser on the right side.

Both gear sets are lubricated with oil jets pumped from an oil reservoir using qualified helicopter transmission oil. The oil drains from the gearbox, flows through an inductance-type in-line oil debris sensor, then flows past a magnetic chip detector. A strainer and a 3-μm filter capture any debris before the oil returns to the gearbox.

Facility operational parameters, torque, speed, and gearbox oil temperatures were collected every minute with a facility data acquisition (DAQ) system. A commercially available noncontact rotary transformer shaft-mounted torque sensor was used to measure torque during testing. Oil inlet, outlet, and fling-off temperatures were measured with thermocouples. The fling-off temperature was measured inside the gearbox where the oil was flung off of the gears at the out-of-mesh position.

Vibration, oil debris, torque, and speed data were also collected once every minute with Glenn’s research DAQ system, the Mechanical Diagnostic System Software (MDSS). The NASA MDSS system acquires, digitizes, and processes the tachometer pulses and accelerometer data. A new experiment is set up when a new gear set is installed on the left side of the test rig.

Figure 1.—Spiral Bevel Gear Fatigue Test Rig.
Oil debris data were collected from an inductance-type oil debris sensor and a magnetic chip detector. The inductance-type oil debris sensor was used to measure the ferrous debris generated during fatigue damage to the gear teeth. The MDSS recorded the number of particles and their approximate size on the basis of user-defined particle size ranges or bins. The user-defined average particle size for each bin was used to calculate the cumulative mass: the average particle diameter (for particles assumed to be spherical) was multiplied by the density of steel. Reference 3 has a detailed analysis of the oil debris data generated during testing.

Vibration data were measured with accelerometers installed on the right and left sides of the test rig pinion support housings, radially and vertically with respect to the pinion, as shown in Figure 2. Facing the gearboxes, the left gear set (pinion and gear) and right gear set (pinion and gear) accelerometers were referenced as such in the MDSS system. Speed was measured with optical tachometers mounted on the left pinion shaft and left gear shaft to produce a separate once-per-revolution tachometer pulse for the pinion and gears. Reference 4 provides additional details on the vibration data collected during these tests.

2.2 Gear Design

The gears tested were designed to represent a rotorcraft drive system gear mesh. To minimize scuffing and force a failure on the left-side gear set, several gear sets were super-finished (a process that improves gear surface and extends gear life) and installed on the right side of the gearbox (Ref. 5). Surface roughness improved by a factor of 4 on average after this process was applied.

2.3 Gear Set Failure Modes

The failure mode planned to be investigated was the surface contact fatigue that occurs when small pieces of material break off from the gear surface because the surface has been exposed to forces “exceeding the endurance limit of the material” that produce pits on the contacting surfaces because of “surface and subsurface stressors” (Ref. 6). The failure mode for these tests, defined by American Gear Manufacturers Association (AGMA) standards, was identified as AGMA class (contact fatigue), general mode (macropitting), and degree (progressive) in which pits are observed in different shapes and sizes greater than 0.04 in diameter (Ref. 7). Gear sets were tested until progressive macropitting was observed on a significant area of two or more gear or pinion tooth surfaces. An unanticipated failure mode—scuffing—was also observed on some teeth during testing. Scuffing causes metal to transfer from one tooth surface to another without any substantial debris generation. Figure 3 demonstrates the concept of fatigue as a progressive failure mode and scuffing as an immediate failure mode. Representative photographs of the two failure modes observed during testing on the gear teeth are also shown in Figure 3.
### 2.4 Data Set Description

The data sets consisted of observed damage states, condition indicators, and operational data. Three data sets were exemplary of fatigue failure, and three data sets were exemplary of scuffing failure. Table I lists the operational and condition indicator data available for analysis. The operational parameters, which were measured throughout each test, reflect the condition of the environment. Table II summarizes the failure modes observed on the gear teeth during testing, between inspections.

In addition to oil debris, vibration-based condition indicators were calculated. More specifically, vibration data were collected at sample rates that provided sufficient vibration data for calculating time-synchronous-averaged (TSA) data: vibration signal data were averaged over several revolutions of the shaft, in the time domain, to improve the signal-to-noise ratio (Ref. 8). From the TSA data, several gear condition indicators were calculated for this analysis: figure of merit 4 (FM4), root mean square (RMS), sideband index (SI), and M8A (Ref. 8). FM4, RMS, and M8A are common time-domain, statistically based vibration algorithms used in commercial health and usage monitoring systems (HUMS) (Ref. 9).

These operational parameters and condition indicators are referred to as features within the context of machine learning. Also, the data sets varied in size depending on failure mode, from ~300 samples to ~9000 samples, where the sample rate was 1 sample/min.
## TABLE II.—FAILURE MODES OBSERVED DURING TESTS

[---, no damage; macro, macropitting.]

<table>
<thead>
<tr>
<th>Inspection interval (min)</th>
<th>Left gear 45</th>
<th>Right gear 50</th>
<th>Left pinion 45</th>
<th>Right pinion 50</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-test</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 to 76</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>324 to 1370</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1370 to 2120</td>
<td></td>
<td>Macro 1 tooth</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2120 to 2403</td>
<td></td>
<td>Macro 2 teeth</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2403 to 2833</td>
<td></td>
<td>Macro 2 teeth</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Inspection interval (min)</th>
<th>Left gear 15</th>
<th>Right gear 50</th>
<th>Left pinion 15</th>
<th>Right pinion 50</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-test</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 to 63</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1022 to 1291</td>
<td></td>
<td>Macro 1 tooth</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1291 to 1568</td>
<td></td>
<td>Macro 2 teeth</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Inspection interval (min)</th>
<th>Left gear 30</th>
<th>Right gear 50</th>
<th>Left pinion 30</th>
<th>Right pinion 50</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-test</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 to 70</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>70 to 217</td>
<td>Scuffing all teeth</td>
<td>Scuffing/pitting all teeth</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Inspection interval (min)</th>
<th>Left gear 40</th>
<th>Right gear 50</th>
<th>Left pinion 40</th>
<th>Right pinion 50</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-test</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 to 127</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>127 to 307</td>
<td>Scuffing all teeth</td>
<td>Scuffing all teeth</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Inspection interval (min)</th>
<th>Left gear 21</th>
<th>Right gear 19</th>
<th>Left pinion 21</th>
<th>Right pinion 19</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-test</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 to 127</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>127 to 307</td>
<td>Scuffing all teeth</td>
<td>Scuffing all teeth</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

[---, no damage; macro, macropitting.]
3.0 Approach

3.1 Introduction to Machine Learning

Machine learning is used in data analysis to automate analytical model building. The machine uses algorithms to learn from data iteratively to discover trends, identify patterns, and make predictions. This learning can be divided into two broad groupings: (1) supervised learning and (2) unsupervised learning (Ref. 10). In the typical case, supervised learning methods are used for building models for prediction, whereas unsupervised learning methods are used for data exploration.

In supervised learning, algorithms try to predict an output when given an input vector, which can come in the form of regression or classification. In supervised learning, a training data set is selected that has labeled target output data for given input data; then a model is trained to find the mapping function for this relationship. That is, supervised learning requires a labeled set of data.

In unsupervised learning, algorithms try to discover a good internal representation of the input. In some cases this is used to create a useful representation of the data for subsequent supervised learning tasks, such as methods to identify key features or parameters in the data. However, unsupervised learning techniques are also standalone tools that can explore patterns in data when the patterns to look for have not been explicitly defined.

Supervised and unsupervised learning define two ends of a spectrum. Many methods fall into a semisupervised category somewhere between the two that leverages the benefits of both learning techniques.

3.2 Classical Machine Learning

Several more classical machine-learning algorithms can be grouped effectively into one of a number of categories. The categories, which span supervised and unsupervised techniques, are described in the following list to broadly highlight common techniques used in machine learning.

Regression algorithms iteratively refine a modeling of relationships between variables. This refining is performed by minimizing a measure of error in the predictions made by the model. Common algorithms are linear, logistic, and stepwise regression.

Regularization algorithms penalize models on the basis of their complexity, thus selecting features internally as part of the model-building process. They are typically extensions of regression methods, of which two popular types are ridge regression and lasso regression.

Clustering algorithms explore inherent structures in the input data to group them by their commonalities. These usually involve some form of a distance calculation between points; a prime example is a k-means algorithm.

Decision tree algorithms base decision models on the values of attributes in the input data. A given input datum follows a path down the tree until a prediction is reached at a leaf node. Decision tree methods are quick to build and fast in prediction.

Ensemble algorithms leverage independently trained weaker models by using them together to create a more powerful, robust model. Popular ensemble methods include random forests and gradient-boosted forests, which leverage the speed of decision trees by using large numbers of these trees together in modeling.

3.3 Machine Learning and Time-Series Analysis

From the onset, gear health monitoring was known to be a time-dependent problem. That is, successive samples in a data set cannot be assumed to be independent. However, many of the classical machine-learning techniques make this assumption. In evaluating a sequence of points, a given temperature at time-step 0 may have a completely different significance than the same temperature at time-step 100. The algorithms listed in Section 3.2 are unable to capture this nature of the data out of the box.
Initially, attempts were made to build memory into the data. For example, the debris feature of the data sets represented the total debris accumulated. Thus, there is a degree of memory between samples. However, finding similar solutions for temperature, torque, or condition indicators proved fruitless. Tracking statistics such as moving averages and moving variances could not justly capture the data. Initial attempts to apply classical methods to these constructed features showed little to no significant change in predictive power.

A broader search of algorithms ensued with a particular focus on sequence classification and prediction. Two approaches that solved the time dependency issue and also offered a more robust method of modeling sequences arose in the form of a state-based approach via hidden Markov models (HMM, Ref. 11) and in the form of a neural network (NN) approach via recurrent neural networks (RNNs, Ref. 10).

HMMs are probabilistic models of time-series data (Ref. 11). In a Markov process, the state at time $t + 1$ depends only on the state at time $t$. HMMs extend this principle by including additional hidden states that are not directly observable. (A detailed explanation of the math and schematics behind HMMs is beyond the scope of this report.) The ability of HMMs to model full sequences solves the issue of time dependence; however, it is not obvious how to interpret the hidden states that the model generates. Regardless, HMMs are flexible in their use and can be used for future sequence prediction and classification in time-series data if they are trained on a fixed sequence size. The ability to learn the probability of a fixed sequence can be used in building a binary temporal classifier to identify scuffing transitions. Scuffing transitions are identifiable periods in data sets where scuffing is initiated. In the data sets available they are brief periods of 5 to 10 samples. Specifics on implementing this classifier will be discussed later in this report.

NNs are models that mimic properties of the neurons in the brain to form powerful predictive tools capable of mapping nonlinear relationships. They consist of layers of neurons that are interconnected via weights. These weights act on an input vector to transform it as it passes through hidden neuron layers to form an output vector. Training in an NN involves calculating and tuning these weights to create the mapping function. Although the exact architecture of these networks varies, traditional NNs make the same assumption of independence between samples that limits classical machine-learning algorithms.

RNNs overcome this shortcoming of NNs. In a simplified sense, RNNs are NNs with loops in them that allow information to persist. They use a hidden layer that is recurrently connected to itself, allowing memory to pass between samples within a sequence. (A detailed explanation of the math and schematics behind RNNs is beyond the scope of this report.) Not only do RNNs account for the time-dependent nature of the gear health data, but also they allow for modeling patterns by using a variable dependence on sequence length. That is, while the persistence of memory in HMMs is fixed, RNNs can be tuned to drop out, or “forget,” past samples similar to how neurons in the brain forget information when it is not used (Ref. 10). Because of this added flexibility in modeling a time series, RNNs were chosen to build fatigue monitors that returned a probability distribution of current and future damage states. Specifics on implementing this classifier will be discussed later in this report.

3.4 Unsupervised Learning and Data Exploration With Time-Series Data

Data exploration in machine learning typically involves the deployment of unsupervised learning methods. A majority of the well-defined unsupervised learning methods, however, involve clustering or vector decomposition. Both of these techniques have limited application—at best—in time-dependent data because they rely on the assumption of independence between samples.

The best method found during this project to explore the structure of the data and relationships among features and damage states was to collect data during the model selection process. In machine learning, the model selection process involves iterating over possible combinations of algorithms, features, and hyperparameters to identify the optimal model. Often this process is fully automated with a final selection step that either combines top models or uses a winner-take-all mentality and chooses the best performing model exclusively.
This model-building process can be modified slightly to encompass data selection. By collecting data about the performance of each combination of features and hyperparameters while searching for the optimal model, a researcher can generate large amounts of information about the data set itself. Beyond having the ability to explore this acquired information by factors such as accuracy, complexity of model, true positive/true negative/false positive/false negative rates, and robustness to sensitivity analysis, the researcher has also created a data set that has independence between samples and thus can apply unsupervised learning techniques to the results of the model selection process.

4.0 Methods and Implementation of Monitor System

4.1 System Architecture

From the onset it was clear that the available data sets would give a limited representation of the parameter space. Although the quality of each individual set was not constraining, the variety of sets available was seen as a potential issue, and ultimately it became one. Thus, instead of fitting models to the data available, the construction of the monitor system was done from a top-down, conceptual approach. That is, design decisions were made with respect to the nature of the problem space, as opposed to optimizing specifically to the data on hand. This was done not only as an attempt to reduce overfitting due to the lack of variety in available data but to stay true to the exploratory nature of the project.

Before individual models were trained, a conceptual model was built to identify how best to monitor the fatigue damage state given the possible failure modes of fatigue and scuffing failure. Figure 4 shows a graphical model of the system architecture. The system is designed to take in a sequence of data and determine if it contains a scuffing transition. If the sequence does contain a scuffing transition, then the gear has failed and the system identifies the gear as having failed. Otherwise the sequence is passed onto a fatigue monitor, which makes a prediction of the damage state and outputs this status. The motivation behind having the system take in individual sequences is to enable the sequences to be applied to streaming data in a research facility or onboard a rotorcraft. In this scenario this process runs until the fatigue monitor identifies the gear as completely failed or until scuffing occurs.

The scuffing monitor acts as a filter to identify scuffing as early as possible. When scuffing occurs, the reliability of the data accurately representing the state of the gear drops. Features such as accumulated debris become unreliable. Thus, the scuffing monitor also serves to increase the accuracy of the predictions made on the fatigue damage state of the gear.

Figure 4.—Gear health monitoring system.
4.2 Scuffing Monitor

Identifying scuffing transitions within a sequence is a classification problem. The monitor needs to be able to identify a set of characteristics about a sequence.

The scuffing monitor was constructed using HMMs. Scuffing transitions were explicitly defined and parsed out of their full data sets as sequences of a set length. These transition sequences were then used to train an HMM model. Similarly, sequences of the same set length were taken from the remaining sample space using random sampling and used to train another HMM model. These two models, a scuffing model and a nonscuffing model, compose a binary temporal classifier. HMMs can evaluate the probability of a sequence existing on the basis of the sequences they have been trained on. In order to classify a new sequence, the probability of the sequence existing is evaluated by each model, and the scores are evaluated. This project used an evaluation function that identified the sequence by its likelihood of existing in a given model. Figure 5 gives a graphical layout of the classifier.

This project had the goal to identify good indicators for scuffing transitions. In an effort to extract this information out of the data set, performance data were collected during an extensive model selection process. Figure 6 pictorially represents this process. This process generated 3600 samples of performance results for many different combinations of features and hyperparameters. However, out of these 3600 tests, almost half of the accuracy scores were above 90 percent. In fact, all of the accuracy scores were above 80 percent. Regardless of the features or hyperparameters used, the scores of the scuffing monitors were dependent on the division of the data sets into training and testing sets. Because there were only three examples of scuffing transitions, two sets were used for training and one set was held out for testing so that the training and testing sets would not overlap. The scores of each monitor mapped to the three possible combinations. This reaffirmed the intuition that there was not enough variety in the available data sets to test the monitor. Although the HMMs demonstrated that they could be used to classify sequences, their ability to generalize could not be reasonably measured. Further work needs to be done to validate the ability for the prototype established by this project to generalize to new data.
4.3 Fatigue Monitor

4.3.1 Building and Evaluating the Fatigue Monitor

Recurrent NNs can be used to map a sequence of input vectors to a single output vector. This ability was leveraged to predict both the current damage state and the future damage state. The damage states were represented discretely and in four categories: (1) healthy, (2) micropitting, (3) macropitting on one tooth, and (4) macropitting on two or more teeth, where healthy represented no damage and macropitting on two or more teeth represented total failure. For the prediction of the current damage state, a network was trained to map a sequence of 100 samples to the damage state of the 100th sample. Similarly, for the prediction of the future damage state, a network was trained to map a sequence of 100 samples to the damage state of the 130th sample; that is, 30 samples beyond the 100th sample. The choice of 100 and 30 samples was relatively arbitrary. The sample rate was 1 sample/min. Figure 7 graphically demonstrates how these two models fit into the fatigue monitor.

The models were able to predict the current state with an accuracy of 86 percent and the future state with an accuracy of 79 percent on holdout data. These results are promising, particularly because tuning was minimized to reduce overfitting to the sample space. A powerful capability of classification with RNNs is they generate a probability distribution across the discrete states. This probability distribution can be used as a quantification of a model’s certainty.

One hundred samples were chosen for the number of input vectors because fatigue is a progressive failure that occurs over longer periods of time—100 was short enough that a mapping function could be made with the limited amount of data, but long enough to account for long-distance relationships between features. The future damage state target of 30 min into the future was chosen because, within the context of rotorcraft health monitoring, a prediction is only helpful if its results are actionable. If the monitor had given predictions 5 min into the future, it might have been more accurate, but 5 min may have been insufficient for use in flight planning or for executing an emergency procedure.

Figure 7 graphically demonstrates how these two models fit into the fatigue monitor. Here, window size refers to the length of the input sequence. At a conceptual level the input sequence length is whatever sequence length is used to train a given network. Time target refers to the current and future targets. This visualization helps to illustrate the idea that, for streaming data, even though the monitor predicts 30 min into the future, if data are passed into the monitor more often than every 30 min, predictions for shorter time scales can be made.

![Figure 7.—Fatigue monitor.](image)
4.3.2 Notes on Network Structure and Optimization

RNNs can take many forms. In an effort to be explicit, in this section, the authors describe the specific structure of the two networks developed. The basic architecture of the network consisted of five layers: one input layer, three hidden layers, and one output layer. The three hidden layers had the capability for dropout. Dropout is a mechanism that RNNs use to control the depth of their memory. The performance of an NN is highly dependent on extensive hyperparameter tuning. So that the dependence of the structure of the network on the sample space would be minimized, only a handful of parameters were tuned. The networks had the option of choosing between long short-term memory (LSTM) layers (Ref. 10) and gated recurrent unit (GRU) layers (Ref. 12) for the structure of the hidden layers. The number of neurons per layer were allowed to vary among 32, 64, 128, and 256; and the proportion of neurons to drop out between each hidden layer was allowed to vary on a uniform distribution from 0 to 1.

The favored structures for the current and future damage state predictor were identical. Both networks favored similar structures under optimization, with the number of neurons in the hidden layers being 64, 256, and 32 in order from the input layer to the output layer. The dropout proportions varied between 0.35 and 0.50. The LSTM layers outperformed the GRU layers for both models. Similar to the results for HMMs, it is not obvious how to interpret the results of the optimization. The dropout proportion nearing 0.50 indicates that the optimized layers dropped about half of the input units that they received. Although this information is interesting, interpreting the structure of the model is ill-defined. That is, drawing significance from the network architecture requires a degree of speculation. Furthermore, this model is optimized to the available data. If the available data lack variety, then the structure of the optimized models may not generalize well to the parameter space.

4.3.3 Notes on Techniques for Implementation

In this subsection, in an effort to inform future work, the authors describe a few of the techniques used and the limitations that were faced in building the RNNs. When one is working with small data set sizes, interpolation techniques can be helpful in up-sampling to increase the training set size. The idea is to use interpolation techniques to create synthetic training sets that are dissimilar enough from the original training sets that they are helpful in fitting the network but that are not so dissimilar that they are unrealistic. Two techniques used in this project to accomplish this were moving averages for mean and variance. An issue faced during this project was the training time required to fit a network. Because there was no access to the graphics processing units (GPUs), the optimization of matrix calculations was limited. This project instead used central processing units (CPUs) to parallelize network training so that during optimization multiple network structures could be evaluated simultaneously. A similar technique was used to increase the speed of the $k$-fold cross-validation. Although the model selection process for the scuffing monitor of iterating over combinations of features and hyperparameters was satisfactory for tuning the HMMs, this project used Bayesian search techniques for tuning the fatigue model networks to dramatically reduce optimization time.

4.4 Full Gear Health Monitoring System

After implementing both monitors, the gear health monitoring system could be realized. The system takes in input data of a given batch size. For demonstration, the batch size was chosen to be one. This means that data are passed into the system every minute. Once data have been streaming for 20 min, the scuffing monitor can classify a sequence every minute on the basis of the previous 20 min. Once data have been streaming for 100 min, the fatigue monitor can predict damage states every minute on the basis of the previous 100 min. If a scuffing transition is found, the system raises a flag to indicate gear failure. The system outputs a predicted current damage state, a predicted future damage state, an assessment of scuffing for the current sequence, an assessment of scuffing in any of the past sequences, and a probability distribution for each damage state prediction (current and future).
Figure 8.—Monitor system output. (a) Predicted and actual current damage states for the fatigue data set. (b) Predicted and actual future damage states for the fatigue data set. (c) Certainty of model in current damage state prediction over time. (d) Certainty of model in future damage prediction over time.

For demonstration purposes this system was used to evaluate an example data set. The results are plotted in Figure 8.

Figures 8(a) and (b) are plots of the predicted and actual damage state of the test. Figure 8(a) uses the higher accuracy model and displays the prediction of the current damage state. Figure 8(b) uses the lower accuracy model and displays the prediction of the future damage state. Damage states of 1, 2, 3, and 4 correspond to healthy, micropitting, macropitting on one tooth, and macropitting on two or more teeth, respectively. Figures 8(c) and (d) show the probability distributions of each damage state prediction for both models. Each time that a sequence was passed through the network, the model made its state prediction by comparing the probabilities of each class.

The data set that was fed through the system exhibited fatigue failure. In the predicted damage state plots, where the points do not overlap, an error had been made by the model. It is visually clear that the future damage state was more difficult for the system to predict. Namely, the system was naïve to the fact that damage states only increase. However, logic controls could be implemented to minimize these errors.

When taken together, both the current and future prediction plots (Figs. 8(c) and (d)) showed the greatest error and uncertainty between ~400 and ~800 min. Notably this is the period where the gear was transitioning to a fatigue failure (two or more teeth with macropitting). This might indicate that the four states used may have been too broad to classify this transition to failure. Once the gear had failed, however, the model was certain in its predictions of failure.

These visual representations help demonstrate the output of the system and how the system might perform in a research or onboard setting. Although not relevant to the data set displayed, the system also recorded a local and global indicator of a scuffing transition, where local relates to a given sequence and global relates to an entire data set.
5.0 Conclusions

5.1 Synopsis of Project

Machine learning involves techniques for data exploration and model building. These techniques can identify and leverage patterns across data sets without the need for relationships to be defined explicitly. The goal of this project was to apply machine learning to gear health monitoring using previously generated data sets related to fatigue and scuffing failure modes. The aim of this application was to find out what can be learned about the data, to build a system for tracking gear damage, and to inform future work and data generation in the research area. From the onset, it was clear that the available data were limited; thus, the machine learning was analyzed with an emphasis at the conceptual level.

The project started by surveying the classical machine-learning algorithms; however, many of these make the assumption of independence between samples—a restrictive assumption in time-series analysis. Ultimately, a combination of hidden Markov models (HMMs) and recurrent neural networks (RNNs) were used for their ability to capture patterns across sequences. These two techniques were used to construct a framework for tracking gear health where a binary classifier acted as a filter for feeding data into the fatigue-monitoring networks, and this system served to accurately track fatigue damage over time.

HMMs allow patterns of fixed sequence lengths to be modeled. This ability was leveraged using sample sequences of scuffing transitions to build a binary temporal classifier. A lack of data variety made the accuracy of the classifier dependent on the division of training and testing sets, and although accuracies as high as 98 percent were achieved, the lack of data variety suggests that the models were severely overfitted. If fatigue models could identify when scuffing has occurred, they could better leverage expertise knowledge in fatigue monitoring, namely the debris sensor data.

RNNs, which allow for modeling patterns using a variable dependence on sequence length, were used to build fatigue monitors that returned a probability distribution of current and future damage states. Accuracy of prediction was 86 percent for the current damage state and 79 percent for the future damage state when three data sets were used (expanded to nine sets for training using interpolation techniques).

Because of the limited representation of the available data sets in the parameter space by, minimal tuning was performed on the models to reduce overfitting. This limitation also restricted the ability to explore the data set via the model selection process because results were noticeably biased by the division of testing and training data.

5.2 Discussion and Future Work

This work demonstrates that machine learning has much to offer rotorcraft health monitoring. Bayesian learning and deep machine learning account for the time-dependent nature of the data. These two modeling techniques showed notable accuracy in tracking the gear damage state, as well as promise in data set exploration. This project used these techniques to develop a framework for monitoring gear health that is grounded in the assumptions of the models and the data sets.

Although this project was able to demonstrate a degree of viability of these techniques, the available data sets lacked enough variety to test the capability of the models, monitors, and system to generalize to new data. In extreme cases, the results of testing were dependent on the division of training and testing sets. Also, the number of data sets limited the amount of optimization. In time-series analysis, unsupervised learning is limited, and data exploration is done primarily through observing the results of fine tuning the models and selecting features. Tuning the models was limited in building the fatigue monitor and impossible in building the scuffing monitor. In future work, feeding more data into this framework could validate the system and offer insight into the inherent structure of the data.

There are several ways that a larger repository of data sets could change the approach taken in this project while still using the system developed in this project. The RNNs were only minimally tuned because the parameter space does not represent the available data. With more freedom in optimization processes, the networks might perform better with a variety of different types of layers, with more or less
layers, and/or with different optimization functions. Also, with more data, it might be feasible to investigate fatigue as continuous (as opposed to discrete). With a slight adjustment, the networks could be used to predict a value for damage as opposed to a category. Also, an unsatisfied curiosity of this project was the dependence of the predicted state on the input sequence length. Given more time, processing power, and data, it would be appropriate to vary the number of past data points that the fatigue and scuffing monitors have and to observe the output. For example, maybe 100 min is a good length of time for predicting current damage but not future damage. Or maybe 20 min is too long or short a time span to accurately identify a scuffing transition.

The suggested direction for future work is to apply the framework developed in this project to a sample space more representative of the parameter space to solidify the efficacy of the model’s predictive power and harness its ability for data exploration. Beyond this, it would be interesting to generalize and automate data processing so that the system could generate live predictions on streaming data from a test rig.
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