Small-scale density variations in the lunar crust revealed by GRAIL
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Abstract

Data from the Gravity Recovery and Interior Laboratory (GRAIL) mission have revealed that ~98% of the power of the gravity signal of the Moon at high spherical harmonic degrees correlates with the topography. The remaining 2% of the signal, which cannot be explained by topography, contains information about density variations within the crust. These high-degree Bouguer gravity anomalies are likely caused by small-scale (10’s of km) shallow density variations. Here we use gravity inversions to model the small-scale three-dimensional
variations in the density of the lunar crust. Inversion results from three non-descript areas yield shallow density variations in the range of 100-200 kg/m$^3$. Three end-member scenarios of variations in porosity, intrusions into the crust, and variations in bulk crustal composition were tested as possible sources of the density variations. We find that the density anomalies can be caused entirely by changes in porosity. Characteristics of density anomalies in the South Pole-Aitken basin also support porosity as a primary source of these variations. Mafic intrusions into the crust could explain many, but not all of the anomalies. Additionally, variations in crustal composition revealed by spectral data could only explain a small fraction of the density anomalies. Nevertheless, all three sources of density variations likely contribute. Collectively, results from this study of GRAIL gravity data, combined with other studies of remote sensing data and lunar samples, show that the lunar crust exhibits variations in density by ±10% over scales ranging from centimeters to 100’s of kilometers.

1. Introduction

Gravity analysis is an excellent tool for characterizing the nature of subsurface structures, since lateral density variations in the subsurface result in lateral variations in the gravity field. Gravity analyses have, for example, assisted in detecting faults, intrusions, changes in porosity or composition, variations in crustal thickness, and other structures beneath the surface (e.g., Andrews-Hanna et al., 2013; Soderblom et al., 2015; Milbury et al., 2015). High-resolution gravity data from the Gravity Recovery and Interior Laboratory (GRAIL) mission (Zuber et al., 2013a) provide constraints on the structure of the lunar crust at scales ranging from 10’s to 1000’s of km.
At long wavelengths, the gravity field largely reflects variations in the thickness and compensation state of the crust (Neumann et al., 1996; Wieczorek and Phillips, 1998; Wieczorek et al., 2013). It has been shown that ~98% of the power of the gravity signal at wavelengths less than ~68 km (spherical harmonic degrees greater than 80) is correlated with the topography (Zuber et al., 2013b). The remaining 2% of the signal cannot be explained by topography, and therefore contains important information about the subsurface. This subsurface signal is contained in the Bouguer gravity, which is the gravity field after it has been corrected for the effects of topography (Fig. 1). At half wavelengths greater than ~68 km, the correlation between topography and gravity is weak (Wieczorek et al., 2006) due to the effects of crustal thickness variations (Neumann et al., 1996; Wieczorek and Phillips, 1998; Namiki et al., 2009; Huang and Wieczorek, 2012; Wieczorek et al., 2013; Zuber et al., 2013b), mascon loading (Andrews-Hanna, 2013; Melosh et al., 2013; Freed et al., 2014), and lithospheric flexure. These long-wavelength signals are commonly inverted for global crustal thickness modeling, where the assumption is made that the crust of the Moon is characterized by either a constant density or by long-wavelength variations in regional density (Wieczorek et al., 2006; Wieczorek et al., 2013). However, downward continuation of the gravity anomalies to the crust-mantle interface causes a degree-dependent amplification, resulting in instabilities in the crustal thickness models at higher degrees. Recent GRAIL-derived crustal thickness models required a low-pass filter with an amplitude of 0.5 at degree 80 for global model stability (Wieczorek et al., 2013), despite the fact that there is negligible noise in the data even at much higher degrees (Zuber et al., 2013b). Therefore, the high-degree Bouguer anomalies cannot be entirely explained by variations in the thickness of the crust, and are instead likely dominated by small-scale (10’s of km) shallow density variations within the crust.
At small scales, most of the free-air gravity anomalies do correlate with topography, and provide a constraint on the mean density of the crust. Wieczorek et al. (2013) found that the lunar crust has an average bulk density of 2550 kg/m$^3$ and, assuming that the surface composition of the Moon is representative of the upper lunar crust, an average porosity of 12% down to depths of several kilometers. Regional density variations of $\pm 250$ kg/m$^3$ as revealed by the spectral correlation between gravity and topography can be explained by a combination of variations in composition and porosity (Huang and Wieczorek, 2012; Wieczorek et al., 2013). Subsequent studies have shown that the density also increases with depth in the crust outside the maria (Han et al.; 2014 Besserer et al., 2014), and is at least partially attributed to decreasing porosity with increasing lithostatic pressure and temperature. Both studies also found evidence for substantial lateral density variations at scales of 100’s to 1000’s of km with amplitudes of $\pm 250$ kg/m$^3$.

Gravity data have also been used to study small structures such as dikes, intrusions, and basin-related structures using forward models in the spatial domain (Andrews-Hanna et al., 2013; Kattouum and Andrews-Hanna, 2013; Kiefer, 2013). However, such analyses of GRAIL data must deal with the pervasive small-scale variability in the Bouguer gravity field that does not show any apparent correlation with known surface or subsurface structures. This variability is most apparent in maps of the Bouguer gravity gradients (Andrews-Hanna et al., 2013), in which the background variability is in many places comparable magnitude to signals arising from basin rings and giant intrusions into the crust. This variability can in some cases be circumvented by averaging along lines of symmetry, such as azimuthal averaging around basins (Andrews-Hanna, 2013; Kattoum and Andrews-Hanna, 2013), linear averaging parallel to dikes (Andrews-Hanna et al., 2013), or area-weighted averaging across impact craters (Soderblom et al., 2015).
Thus, both spherical harmonic crustal thickness modeling and spatial domain studies of discrete structures are limited by the substantial small-scale variability in the lunar gravity field. This variability can be minimized by appropriate filtering and averaging, effectively treating it as noise. However, the power and error spectra of the gravity clearly show that this background variability is not noise (Zuber et al., 2013b). Rather, this variability should be considered to be a geologic signature that contains real and important signal due to small variations arising from the natural complexity of the crust (Fig. 2A). These short-wavelength Bouguer signals typically cannot be attributed to either any surface structure or to relief along the crust-mantle interface, and must therefore be interpreted as arising from subsurface density variations within the crust. For crustal thickness modeling, the large scale signal is mainly of importance and so a filter is applied to the Bouguer gravity in the spectral domain that removes these short wavelengths (Fig. 2A, black line). In order to enhance the small-scale features, the inverse of that filter can be applied, capturing all anomalies not associated with crustal thickness variations (Fig. 2B, red line).

From remote sensing we know that the lunar crust is composed mainly of anorthosite, formed as a floatation crust from the lunar magma ocean (Smith et al., 1970; Wood et al., 1970; Warren and Wasson, 1977, 1979; Warren, 1985). However, the samples obtained from the Apollo missions, as well as lunar meteorites, show that the lunar crust is compositionally heterogeneous, with major rock types including anorthosite, norite, troctolite, and sometimes gabbro (Dymek et al., 1976; Papike et al., 1998; Warren, 1993; Wieczorek et al., 2006). The samples vary widely in both porosity and density (Kiefer et al., 2012a), and the distribution of equivalent rocks in the crust is not constrained. Similar variations in density arising from composition and porosity would be the likely explanation for both the large-scale and small-scale
density variations observed in the GRAIL data. Thus, the crustal density is variable on all length scales, from 100’s to 1000’s of km as revealed by the correlation between gravity and topography (Wieczorek et al., 2013), down to 10’s to 100’s of km as revealed by the small-scale Bouguer anomalies, even down to the scale of centimeters as revealed by lunar samples (Kiefer et al., 2012a).

The goal of this study is to investigate the nature and source of the small-scale variability in the gravity field revealed by GRAIL. We use continuous density inversions (Li and Oldenburg, 1996; 1998; Liang et al., 2014) to model small-scale density variations in the lunar crust. We first test the model by applying it to the mantle uplift beneath the Freundlich-Sharonov impact basin. Next we compare our model results to previous work done on narrow linear features found in the gravity gradients of the GRAIL data (Andrews-Hanna et al., 2013). Then we use synthetic data in order to investigate the sensitivity of the model results. Next, we invert the gravity of small areas on the Moon that lack clear large-scale features such as impact basins large enough (≥200 km in diameter) to exhibit mantle uplift that would dominate the gravity anomalies (Neumann et al., 2015; Milbury et al., 2015). Finally, we use the derived density model to test possible interpretations of these small-scale density variations, using constraints from lunar samples, remote sensing data, and other sources of information.

2. Methods

2.1. Inversion

Bouguer gravity anomalies arise from variations in bulk density in the subsurface. These variations can be characterized by the spatially varying density anomalies $\rho(x, y, z)$, and they produce an anomalous gravity field, $\tilde{g}_s$, that adds to the ambient gravity field. Using
GRAIL data, we calculate the vertical component of this anomalous gravity field, $g_z$, which relates to the anomalous density distribution. If one considers the anomalous gravity and density locally in a Cartesian coordinate system, the relationship is given by:

$$ g_z(\vec{r}_0) = G \int_V \rho(\vec{r}) \frac{z - z_0}{|\vec{r} - \vec{r}_0|^3} d\nu $$

(1)

where $G$ is the gravitational constant, $V$ represents the volume of the density model, $\vec{r}_0$ is the vector indicating the location of the observation point, $\vec{r}$ is the location of a source volume element $d\nu$, $z_0$ is the vertical position of the observation point, and $z$ is the vertical position of the source volume element. For each volume element in a three-dimensional density contrast model, we calculate the resulting vertical component of the gravitational acceleration acting on each point in a two-dimensional observational grid.

Equation 1 can be evaluated by discretizing the three-dimensional density distribution into model cells of unknown density anomaly. The gravity anomaly arising from the $j^{th}$ cell at the $i^{th}$ observation point can then be written as:

$$ g_z(\vec{r}_0) = \sum_{j=1}^{M} \rho_j \left\{ G \int_{\Delta \nu_j} \frac{z - z_0}{|\vec{r} - \vec{r}_0|^3} d\nu \right\} 
\equiv \sum_{j=1}^{M} \rho_j A_{ij} $$

(2)
where $\rho_j$ and $\Delta V_j$ are the density contrast and volume of the $j^{th}$ cell, respectively. The parameter $A_{ij}$ is a matrix that quantifies the contribution of the $j^{th}$ cell to the $i^{th}$ datum, and $M$ is the total number of model cells. In matrix notation this equation becomes:

$$
\vec{g} = A\vec{\rho}
$$

(3)

where $\vec{g}$ is a vector representing the anomalous gravity data, and $\vec{\rho}$ is the vector containing the density contrast values of the $M$ cells. One approach to gravity interpretation is to find the density contrast distribution that satisfies Eq. 3. However, the solution for a three-dimensional density distribution will be non-unique. Furthermore, any noise in the data will introduce errors into the inverse solution, further reducing the reliability of the model.

The inversion minimizes the residual vector within reasonable limits based on the expected noise in the data. One commonly used method is regularized inversion. We use the algorithm by Li and Oldenburg (1996, 1998), in which the inverse problem is formulated as an optimization problem where an objective function of the density model is minimized. The objective function is given by:

$$
\phi = \phi_d + \beta \phi_m
$$

(4)

where $\phi_d$ is a measure of the data misfit, $\phi_m$ is the model objective function that measures the smoothness of the model, and $\beta$ is a regularization parameter. The goal is to construct a model that fits the data, but that is also characterized by smooth variations in density. Due to the non-unique nature of the problem, there are an infinite number of possible solutions, but those
solutions with smoothly varying density anomalies are simpler and therefore preferred. This tradeoff between model smoothness and data misfit is controlled by the regularization parameter $\beta$. The function for the model norm used in GRAV3D (Li and Oldenburg, 1996, 1998) is:

$$\phi_m(\rho) = \alpha_s \int_v \{w^2(z)(\rho - \rho_0)^2\}dv + \alpha_x \int_v \left\{\left(\frac{\partial(w(z)(\rho - \rho_0))}{\partial x}\right)^2\right\}dv$$

$$+ \alpha_y \int_v \left\{\left(\frac{\partial(w(z)(\rho - \rho_0))}{\partial y}\right)^2\right\}dv$$

$$+ \alpha_z \int_v \left\{\left(\frac{\partial(w(z)(\rho - \rho_0))}{\partial z}\right)^2\right\}dv$$

(5)

where $\rho$ is dependent on $x$, $y$, and $z$, $\rho_0$ is the mean density contrast which in this case is assumed to be zero as there is no assumed density structure, $\alpha_s$, $\alpha_x$, $\alpha_y$, and $\alpha_z$ are weighting factors that affect the relative importance of the different components of the objective function i.e. how important is model smoothness in any specific direction or overall. These terms can be adjusted based on some a priori expectations of the resulting density model. We have no a priori information to justify different choices for $\alpha_s$, $\alpha_x$, and $\alpha_z$, and thus set them equal to one another. The ratio of $\alpha_s$ to $\alpha_s$ must scale with $dx^2$, where $dx$ is the model cell size. Testing of this inversion model during its development (Li and Oldenburg, 1998) led to a preferred choice of $\alpha_s = 4 \alpha_s dx^2$, and we adopt this weighting in our analyses. The effect of choosing a different scaling between the $\alpha$ parameters is discussed in Section 4.1. The $w(z)$ term in equation (5) is a depth weighting function, used to counteract the decay of the gravity with depth:
\[ w(z) = (z + z_0)^{-1} \]  

where \( z \) is the depth of the model point below the surface and \( z_0 \) is the height of the observational reference surface above the surface. The exponent of -1 is appropriate for point-source and small-scale gravity anomalies in order to counteract the decay of the gravity signal with distance (see Li and Oldenburg 1996, 1998). This depth weighting function encourages a more uniform distribution of density anomalies with depth, rather than their concentration at the surface. The data misfit is represented using a 2-norm measure (Li and Oldenburg, 1996, 1998):

\[ \phi_d = \| W_d (\vec{g}_{pre} - \vec{g}_{obs}) \|^2 \]  

where \( \vec{g}_{pre} \) is the predicted gravity data from the model density solution, and \( \vec{g}_{obs} \) is the measured 2D gravity anomaly, and \( W_d \) is a data weighting diagonal matrix whose diagonal elements are \( 1/\sigma_i \) in which \( \sigma_i \) is the standard deviation of the \( i^{th} \) datum.

We use the spherical harmonic GRAIL gravity model GRGM900B_BOUGUER (Zuber et al., 2013b; Lemoine et al., 2014) without the degree-0 term, where a uniform crustal bulk density of 2550 kg/m\(^3\) (Wieczorek et al., 2013) was used to calculate the Bouguer gravity anomaly field. The gravity inversions assume a flat Cartesian coordinate system, but the effects of this flat geometry rather than the true spherical shape of the Moon on the resulting density anomalies should be at the \(~2\%\) level, and have no impact on our conclusions. The corresponding free-air gravity field has a signal to noise ratio that ranges from \(~65,000\) to 15 for degrees 80 to 550 based on the power and error spectra. Given that only \(~2\%\) of the signal arises from the subsurface, the Bouguer signal to noise ratio is reduced to \(~1300\) to 0.3 over the range...
of degrees of interest. Although this indicates that a non-trivial amount of noise is included in the data being inverted, the inversion algorithm is designed to accommodate this noise. For the gravity field used in our solution (GRGM900B_BOUGUER) no Kaula constraint was applied at degrees lower than 600. This implies that at the lower degrees the Ka Band Range Rate data completely determine the spherical harmonics coefficients. To characterize the spatial variations of the error in the data, we use clone fields (that can be obtained from: http://pds-geosciences.wustl.edu/grail/grail-l-1grs-5-rdr-v1/grail_1001/extras/clones/), which are different solutions of the spherical harmonic coefficients that describe the data equally well within one standard deviation of the best-fit field. We use 50 statistically equivalent clone fields to calculate the error $\sigma_i$ at each datum.

The regularization parameter, $\beta$, is varied so as to optimize the tradeoff between $\phi_d$ and $\phi_m$. The model is run for a range of $\beta$ values, and the resulting model norm ($\phi_m$) is plotted against the data misfit ($\phi_d$). This plot is called a Tikhonov curve, or L-curve (Hansen, 1992) due to its typical L-shape, and the optimal $\beta$ is chosen at the elbow of the curve. The model predictions are sensitive to the chosen value of $\beta$, and the difference in predicted density anomalies over an order of magnitude in $\beta$ can be around 40%. For the smallest values of $\beta$ considered, the models predicted unphysically large and small densities; whereas for the largest values of $\beta$ considered, the modeled density anomalies are overly smooth and do not adequately fit the gravity data.

2.2. Analysis of the Inversion Results

Given a model of the density variations within the crust, the next step is to test different interpretations of the source of those density anomalies against that model. Lunar samples
exhibit a range in both composition and porosity that collectively contribute to differences in density (Dymek et al., 1976; Warren, 1993; Papike et al., 1998; Wieczorek et al., 2006; Kiefer et al., 2012a). While it is not possible to break this degeneracy between composition and porosity with gravity data alone, by testing end-member scenarios, we can evaluate which sources of density variations may have the dominant contribution to the background variability. Here, three end member scenarios are considered as possible causes of the variations in bulk density: variations in porosity, in the fractional volume of high-density volcanic intrusions, and in the composition of the primary crust itself. In reality, a combination of these scenarios likely contributes to the observed gravity field.

In evaluating the model predictions, we must consider the nature of the inversion results, which allow for long tails in the distribution of density anomalies at both high and low values. In any model, a small subset of points may exceed most reasonable constraints based on our end-member scenarios. Furthermore, orbital data tend to smooth out the smallest scales of variability, while the limited number of Apollo samples which have been analyzed (Kiefer et al., 2012a) may not capture the full range of possible properties. Rather than exclude any of our end-member scenarios based on outliers from the inversions, we conservatively compare either the plus or minus one standard deviation (±1σ) range in model predictions of the top 20 km of the density model solution with observational constraints, or compare ±2σ value with the minimum or maximum allowable value (e.g., the compositional fraction of noritic anorthosite or intrusions in the crust cannot be less than 0% or greater than 100%).

In the first end-member scenario, we assume that all variations in density are purely due to changes in porosity (i.e., a change in bulk density). Variations in porosity are calculated by
adding the average regional bulk density (Wieczorek et al., 2013) for each region to the modeled density variations and calculating the porosity as follows:

$$\phi(x,y,z) = 1 - \frac{(\rho(x,y,z) + \bar{\rho})}{\rho_g}$$

(8)

where \(\rho(x,y,z)\) is the recovered density contrast model, \(\bar{\rho}\) is the average regional bulk density, and \(\rho_g\) is the grain density of typical lunar highland rock, which we assume to be 2900 kg/m\(^3\) (Kiefer et al., 2012). The porosity measured for a subset of lunar samples ranges between 2\% and 20\% (Kiefer et al., 2012a), representing the porosity variations at the scale of individual rocks. Wieczorek et al. (2013) calculated variations in the crustal bulk density by minimizing the correlation coefficient between the Bouguer gravity and the topography in the spectral domain, with the majority of the crust exhibiting densities between 2300 and 2800 kg/m\(^3\). The grain density was obtained from an empirical relationship between the grain density and FeO and TiO\(_2\) concentrations, which was then used to calculate the porosity (Wieczorek et al., 2013). The range in porosity determined through this method of 4 – 21\%, representing mean porosity variations in the top few kilometers, at horizontal spatial scales of 100’s of km, is consistent with the observed porosity range obtained from the lunar samples. Given the similarity in the ranges in observed porosities at scales of 10’s of cm and 100’s of km, we expect that porosity variations at intermediate (10-km) scales should fall within a similar range. For a given region, we assume that a \(\Delta\rho\) of 0 kg/m\(^3\) from the inversion equates with the average porosity of the area (Wieczorek et al., 2013). The porosity end-member is then considered plausible if the model-predicted ±1\(\sigma\) porosity range falls within the observed range of 2–21\%.

The next end-member scenario considered the possibility that all variations in density are due solely to intrusions into the crust. Evidence for intrusions into the crust has been found in
different contexts. For example, any mare extrusion must have been emplaced through a dike or other conduit, and these solidified magma conduits likely remain today (Head and Wilson, 1992). Sills are inferred beneath floor-fractured craters, and similar intrusions could conceivably exist even in craters lacking fractures as well as in the surrounding crust (Jozwiak et al., 2012, 2015). Cryptomaria are a form of hidden extrusive eruption that may contribute to the gravity on a range of scales (Whitten and Head, 2013; Whitten and Head, 2015a, 2015b; Sori et al., 2016). Plutons inferred to be the source of Mg-suite like intrusions may contribute to the density anomalies in the crust (Prissel et al., 2014). Intrusions are also inferred beneath linear rilles (Head and Wilson, 1993) and associated with linear gravity anomalies (Andrews-Hanna et al., 2013). Remote sensing signatures that are typical for the highlands indicate the possibility of some mafic material mixed into the crust (Hawke, 2003; Prettyman et al., 2006; Ohtake et al., 2009; Pieters et al., 2009; Cheek et al., 2013; Crites and Lucey, 2015). Outcrops of pure anorthosite are rare, and generally arise from deeper crustal levels (Warren, 1990; Hawke et al., 2003; Longhi, 2003; Ohtake et al., 2009; Cheek et al., 2013).

For this end-member scenario, we assume that the model density $2\sigma$ below the mean predicted by the model, equates with intrusion-free crust with the average crustal density of the specific area (Wieczorek et al., 2013), and increases in density are due to the presence of intrusions. The $2\sigma$ value was chosen as it contains most (95%) of the signal, but excludes any outliers as discussed above, though admittedly this choice is somewhat arbitrary. Since the model density distribution is inherently smooth and the model cell size (10x10x2 km) is larger than typical intrusions, we assume that each model cell is only partially composed of intrusions. We calculate the intrusion fraction in each cell from the density anomalies by assuming a density contrast of 600 kg/m$^3$ for intrusions, based on an intrusion bulk density of 3150 kg/m$^3$ (Kiefer et
al., 2012a), appropriate for a lunar gabbro, and the appropriate regional crustal density at the locations of interest of 2550-2600 kg/m³ (Wieczorek et al., 2013). The amount of FeO derived from remote sensing studies yields a range of 15%-45% of intrusive materials in typical highland terrain, under the assumption that the fraction of material in the regolith is representative of the fraction of intrusions at depth (Crites and Lucey, 2015). This range represents the two end-member assumptions made, either pure intrusions due to post-magma ocean igneous activity, or material that originated in the mantle. Floor-fractured craters (Jozwiak et al., 2012, 2015, 2016; Thorey et al., 2015) and other structures also provide evidence for shallow magmatic intrusions and sill formation, though they do not provide specific constraints on the fractional volume of intrusives in the lunar crust more generally. This end-member interpretation is tested against the model results by assuming that the modeled mean +2σ fraction range of intrusive material should not exceed 100%, but with the preferred result that the modeled mean +1σ fraction of intrusive material should not exceed the expected range obtained from remote sensing (Crites and Lucey, 2015) of 45%. This approach is conservative in that the GRAIL-derived densities are most sensitive to the upper several kilometers, whereas density is expected to increase with depth (Besserer et al., 2014), which would reduce the density contrast between the crust and the intrusions. For a given allowable range for the fraction of intrusive material, the increase in density with depth would place a stricter constraint on the allowable model density contrasts due to intrusions alone.

Remote sensing data indicate that the bulk of the lunar highlands surface is composed of a mixed feldspathic layer of a few 10’s of km thick, likely composed of a mixture of ferroan anorthosite, anorthositic norite, and noritic anorthosite (Cheek et al., 2013; Hawke, 2003). In the previous scenario, such a composition was interpreted as representing intermixed primary crust
and intrusive material, but it may also arise from compositional variations (and the FeO content in particular) of the primary crust itself. In the previous end-member scenario, we assume that the predicted variations in density are due to compositional variations between pure anorthosite, and anorthositic norite or noritic anorthosite, each of which is represented in the lunar samples (Kiefer et al., 2012a). Assuming that the -2σ density in the inversion solution corresponds to pure anorthosite, which has a grain density between 2710-2750 kg/m³ (Kiefer et al., 2012a; 2012b), and any increase in grain density is due to an increased fractional content of anorthositic norite or noritic anorthosite, which have similar grain densities, in the range of 2840-2910 kg/m³ (Kiefer et al., 2012a), the maximum density contrast expected for this end-member scenario is ~200 kg/m³. The predicted density anomalies are used to calculate the fractional abundance of anorthositic norite relative to an anorthosite background (with pure anorthosite defined as the -2σ model density, and with the constraint that the mean +2σ anorthositic norite fraction from the model cannot exceed 100%).

3. Model tests

This inversion model has been extensively benchmarked in previous studies, including the inversion of forward-modeled gravity from synthetic subsurface density anomalies in simple geometric shapes (a cube), and more complex shapes (step-like density anomalies). Li and Oldenburg (1998) found in their synthetic examples that the inversion method recovers the general shape and depth accurately. However the recovered model is smoother and therefore has a lower amplitude (90% in the center and 60% at the edges) than the original model. Here, we perform additional tests more specific to the Moon and the small-scale density variations of interest in this work.
3.1. Freundlich-Sharonov

We first applied the model to the Freundlich-Sharonov basin on the farside of the Moon (Fig. 3) in order to test the model against a large-scale Bouguer anomaly arising from deep mantle uplift that is well-resolved Moho uplift models. A recent study used a similar continuous density inversion to obtain a global model for density variations, including all spherical harmonic degrees (Liang et al., 2014). That study showed that the predicted density anomalies beneath the lunar basins are consistent with the expected density anomalies arising from an uplifted mantle plug. Another study showed that mantle uplift dominates the gravity signal for a crater diameter larger than ~200 km (Milbury et al., 2015). We performed a similar local analysis of Freundlich-Sharonov as a test of our model. For this model we do not apply a high-pass filter to the Bouguer gravity data, as we are interested in the long-wavelength structure of the basin. The Bouguer gravity (Fig. 3A) shows a strong positive anomaly in the basin center corresponding to the uplifted mantle plug (Neumann et al., 1996; Wieczorek and Phillips, 1998; Wieczorek et al., 2013; Melosh et al., 2013; Freed et al., 2014).

We performed the inversion for a range of \( \beta \) values, and find the optimal model for a \( \beta \) of \( 10^{-2} \) using the elbow point, or maximum curvature, of the L-curve (Fig. 3B). For this example, the L-curve spans a very short range in model smoothness (\( \varphi_m \)), while the range in data misfit (\( \varphi_d \)) spans several orders of magnitude. Due to the the large size and magnitude of this anomaly, the model norm is dominated by the range in density rather than the density gradient, and fitting the data more closely has little effect on the model norm. The resulting density model shows a strong positive density anomaly beneath the basin that is consistent with the expected central uplift of mantle material (Fig. 3C). For comparison to the density model, the crustal thickness was modeled (Fig. 3D) using the software package SHTOOLS (Wieczorek, 2014), assuming an
average crustal density of 2550 kg/m³, an average mantle density of 3150 kg/m³, and a mean crustal thickness of 40 km, reproducing the model of Wieczorek et al. (2013). The shape and location of the positive density anomaly from the continuous density inversion is consistent with the crustal thickness model. The inversion solution puts most of the density contrast at depth, as expected for uplifted mantle, showing that the depth weighting function behaves as expected for large, deep anomalies. The predicted density contrast of ~600 kg/m³ is consistent with an average crustal density of 2550 kg/m³ and a mantle density of 3150 kg/m³ (Wieczorek et al., 2013). The density anomaly extends from the base of the model domain up to ~16 km depth, based on the average depth beneath the basin at which the density anomaly is at 50% of its maximum value, which is consistent with the expected depth of the crust-mantle interface obtained from crustal thickness modeling. These results are also consistent with the global continuous density inversions of the GRAIL data (Liang et al., 2014), indicating that the Cartesian geometry assumed in this study (rather than the global spherical inversion of Liang et al. (2014) is adequate for local studies.

3.2. Giant dike-like structures

We tested the sensitivity of the model against the results of a study of small-scale gravity anomalies originating in the shallow subsurface: long, linear gravity anomalies, interpreted to be giant dike-like intrusions (Andrews-Hanna et al., 2013). Here we examine one of these features in the northern farside highlands (centered at 68°N, 169°E) in more detail.

The unfiltered Bouguer gravity reveals a linear positive gravity anomaly as expected based on the gravity gradients (Fig. 4A). We perform the inversion for a range of β values, and again find an optimal objective function β of 10⁻² (Fig. 4B). Compared to the L-curve of the
Freundlich-Sharanov Basin, the linear gravity anomaly has a broader range in model smoothness ($\varphi_m$). The inversion result shows a narrow feature with a positive density contrast of $\sim 300 \text{ kg/m}^3$ that extends to a depth of $\sim 25-30$ km, and has an average width of about $18-24$ km (Fig. 4C&D). Both the dimensions and the density contrast are consistent with the results from Andrews-Hanna et al. (2013), though our continuous inversion predicts a broader, shallower, smoothly varying density distribution. We attribute the differences to the fact that Andrews-Hanna et al. (2013) fit the gravity using a single, discrete density anomaly, which requires the feature be buried more deeply in order to match the width and smoothness of the observed gravity anomaly. While the discrete density anomaly is likely a better explanation for the linear gravity anomalies, a smooth and continuous density distribution likely provides a better explanation for the pervasive small-scale, and seemingly random gravity anomalies that are the subject of this study. These two tests show that the model is sensitive to, and accurately recovers, density anomalies located anywhere from the near surface, to the crust-mantle interface.

3.3. Synthetic models

Next, we use synthetic models to test scenarios representing continuous, smoothly varying density variations. For the first test we use a random Gaussian generator to simulate density variations with a $1-\sigma$ amplitude of $300 \text{ kg/m}^3$, which are similar in shape and magnitude to the observed density variations discussed in the next section. We use a forward-model to calculate the gravity ($\vec{g}_z$) that would result from the synthetic density model. A $2\%$ Gaussian noise field ($\vec{\epsilon}$) is added to the resulting gravity field, simulating background noise in the data (exceeding the noise in the GRAIL data over most degrees (Zuber et al., 2013b; Konopliv et al., 2014)). We invert the resulting gravity field, as described above, and compare the resulting
density model to the input synthetic density model. The optimal model recovers the shape of the density variations well within the top ~20 km, but is substantially lower in amplitude, as it only recovers ~60% of the original signal (Fig. 5).

This test demonstrates that, for random continuous density distributions, the model correctly reproduces the distribution of anomalies in the upper crust but underestimates their magnitude. The lack in recovery of deeper sources is likely due to the fact that gravity decays as $1/r^2$, where $r$ is the distance between the observer and the anomaly, and the attenuated anomalies from these deeper sources are overwhelmed by the anomalies arising from shallower depths. This imperfect recovery at depth is not an artifact of the depth weighting function, used in the inversion modeling, because the Freundlich-Sharanov model test in section 3.1 shows that the inversion method does put large anomalies at depth. For isotropic density anomalies, the gravity is only sensitive to anomalies at depths less than or comparable to the wavelength of density variation (~20 km at degree 550). The example case of the Freundlich-Sharanov Basin shows us that at greater amplitudes and longer wavelengths, the density signature can also be detected at greater depths. However, these amplitudes and wavelengths are not reached for the small-scale density anomalies that we are considering in this work. The loss of amplitude of the shallow anomalies may be due to vertically superimposed, or laterally adjacent, anomalies of opposing sign partially cancelling one another. This can be seen in the model results where large magnitude density anomalies arising at depths greater than ~20 km were modeled as lower magnitude anomalies at shallower depths. Some loss in amplitude may also arise from the smoothing of small-scale anomalies by the inversion. In evaluating the inversion results from the small-scale gravity anomalies in the next section, the recovery of signals only in the top 20 km, and the loss in amplitude of these near-surface anomalies, must be taken into consideration.
4. Small-scale density anomalies

4.1. Small-scale density anomalies in non-descript areas of the crust

In the previous sections, distinctive structures in the subsurface were analyzed to demonstrate that the continuous density inversion gives results that, while non-unique, are both physically reasonable and consistent with expectations based on previous studies. In this section, we use GRAIL data to examine the nature and origin of the pervasive small-scale gravity anomalies that do not appear to be associated with particular structures. The Bouguer gravity is dominated by impact basins (Fig. 1B; Neumann et al., 2015). However, the aim of this study to model and determine the source of the small-scale gravity anomalies observed everywhere in the data. For this reason we investigate regions that are distant from known impact basins. Even away from impact basins, the long-wavelength Bouguer anomalies are thought to be associated with variations in crustal thickness (Wieczorek et al., 2013). To isolate the signal from these long-wavelength anomalies, we apply a high pass filter to the data. As discussed previously, GRAIL-derived crustal thickness models require substantial filtering to avoid instabilities arising from the amplification of short-wavelength gravity anomalies during downward continuation to the crust-mantle interface. These high-degree anomalies must originate at shallower depths than the crust-mantle interface. The GRAIL crustal thickness models were calculated using a minimum amplitude filter (Wieczorek and Phillips, 1998), which is a smoothly varying low-pass taper (Fig. 2B, black line) with an amplitude of 0.5 at degree 80 for the GRAIL crustal thickness models (Wieczorek et al., 2013).

Under the assumption that all of the gravity signal results either from variations in crustal thickness or from density anomalies within the crust, it can be assumed that the portion of the signal not used for crustal thickness modeling is the result of the small-scale density
variations. Therefore, we define a high-pass filter equal to one minus the minimum amplitude filter (the “complementary minimum amplitude filter”; Fig. 2B, red line), which uses those spectral components of the Bouguer gravity that is not being used for crustal thickness modeling. The complementarity is only approximate, as the minimum amplitude filter is applied to the relief along the crust-mantle interface rather than the Bouguer anomaly itself. There is no unique filter to isolate signals arising within the crust, just as there is no unique filter to isolate signals arising from the crust-mantle interface. However, for globally stable models of crustal thickness and crustal density anomalies, some pair of filters resembling the minimum amplitude filter used by Wieczorek et al. (2013), and the complementary minimum amplitude filter used here, is required. Although it is possible to attribute Bouguer gravity anomalies of all wavelengths to continuous subsurface density variations (e.g., Liang et al., 2014), it is not possible to attribute anomalies of all wavelengths to variations in relief of along the crust-mantle interface. Since our focus is on the small-scale density variations in the crust that cannot be ascribed to relief along the crust-mantle interface, our results are not sensitive to the choice of filter, provided that it is complementary to a stable crustal thickness model. Different types of filter have also been considered, such as a cosine taper, and though the results vary slightly, the overall conclusions are not sensitive to the chosen type of filter. We also apply a low-pass cosine taper from degree 550 to 600, where noise begins to dominate the signal (Zuber et al., 2013a). Although other filters could be designed, the density inversions in this section provide a set of models that, together with the GRAIL crustal thickness model (Wieczorek et al., 2013), can account for all the signal in the gravity data.

A spatial map of the GRAIL gravity model GRGM900B_BOUGUER (Zuber et al., 2013b; Lemoine et al., 2014) was created using the complementary minimum amplitude filter
Three areas were chosen for study (Figs. 1, 6, 7, 8, 9) because they lack large impact basins that would be expected to exhibit prominent mantle uplift (Wieczorek et al., 2013; Neumann et al., 2015) and to contain solidified impact melt pools (Vaughan et al., 2013; Spudis et al., 2014). The filtered Bouguer gravity maps of these areas are similar in character, with substantial variability but no clear discrete structures. Regions that are 150 km to 400 km in size were isolated from the gravity data at a horizontal resolution of 5 km per pixel, centered on 32°S, 57°E (area 1, Fig. 7), 19°N, 220°E (area 2, Fig. 8), and 0°N, 122°E (area 3, Fig. 9).

A typical L-curve for the inversion models show that the optimal $\beta$ is very similar to that found in the examples in section 3 (Fig. 10). Though L-shape of this curve is not as pronounced as in the other cases, the optimal $\beta$ was chosen by finding the maximum second derivative. The best-fit solutions from the inversions yield density anomalies that are similar in magnitude at all three areas (Figs. 7, 8, and 9), with a typical range of approximately ±100-200 kg/m³. The inversion results also show that density variations are only predicted in the top ~20 km of the crust. However, as discussed above, this is an expected result for a random, continuous variation in density due to the attenuation of gravity with distance, such that deeper small-scale anomalies are masked by the near-surface anomalies and are not resolved in the model. Therefore, we only consider the results in the upper 20 km of the model.

We next test the three end-member scenarios for the sources of the density anomalies. As discussed above, lunar samples exhibit a porosity range of 2-20% (Kiefer et al., 2012a). The inversion results predict 1σ ranges in porosity from 8%-19% (Table 1) varying around the mean porosity obtained from Wieczorek et al. (2013), which is consistent with the range observed in the lunar samples. Thus, the end-member scenario in which the majority of density anomalies
arise from variations in porosity is a possible explanation for the small-scale density variations in these non-descript areas.

The second end-member scenario considered is that the majority of variations in density are due to intrusions into the crust. For areas 2 and 3, we calculate a fractional volume of intrusions with a 1σ range of 8%-50% (Table 1). We assume a lunar gabbro intrusion with a bulk density of 3150 kg/m$^3$ (Kiefer et al., 2012a). The predicted fractions somewhat exceed the expected ±1σ range of 15%-45% (Crites and Lucey, 2015) and the +2σ fraction of 67% is below the upper bound of 100% (values above which are physically impossible). Area 1 however, has a calculated fractional volume of intrusions with a 1σ range of 36%-110%. This is outside the expected range, and the +2σ fraction is 148% (physically impossible). Therefore intrusions could also explain the majority of the small-scale density variations for areas 2 and 3, but this explanation is unlikely for area 1.

For the third end-member scenario, we assume that the majority of the variations in density in the subsurface are due to compositional variations between ferroan anorthosite and anorthositic norite or noritic anorthosite. The Moon may have a two-layered crust, consisting of an upper pure anorthosite crust and a lower noritic crust (Wieczorek et al., 2006). If this is the case, reworking of the crust by impactors may have mixed these two layers creating a compositional and density variations that we can detect with GRAIL data. Differences between pure anorthosite and anorthositic norite yields a density contrast of about 200 kg/m$^3$ (Kiefer et al., 2012a). We calculate a fractional volume of anorthositic norite or noritic anorthosite with ±2σ ranges between 0% and 98% for area 3, but with +2σ values of 290% and 180% for areas 1 and 2, respectively (Table 1). The ±2σ values for area 3 is close to 100%, which implies that the majority of the observed density contrast can be explained by changes in bulk crustal
composition. However, areas 1 and 2 require fractional volumes of anorthositic norite much greater than 100%, which implies that the majority of the density contrast cannot be explained by changes in crustal composition alone.

These analyses, however, assume that the inversion accurately retrieved the magnitude of the density anomalies. The forward model we describe in section 3.3 suggests that the inversions only recover 60% of the magnitude of the anomalies. Therefore, we repeat the end-member scenario calculations, but with an increase in amplitude in the modeled density (Table 2). For the first end-member scenario, in which changes in density are mainly due to porosity, we calculate a porosity range of 9%-21%. The calculated porosity is still within the accepted limits, and so the majority of the density variations can be explained by changes in porosity. For the second end-member scenario, where changes in density are due to compositional variations between pure anorthosite and noritic anorthosite or anorthositic norite, the $\pm 2\sigma$ value for all three areas greatly exceeds 100%. Area 3 has a fractional volume of noritic anorthosite with a mean $\pm 1\sigma$ range of 41%-123%, and areas 1 and 2 have a range of 46%-367%. The $1\sigma$ range for areas 1 and 2 greatly exceed 100%, so this end-member scenario alone cannot explain the majority of observed density variations. For the last end-member scenario, where the density variations are due to intrusions into the crust, the $\pm 1\sigma$ range for area 3 of 14%-41% is in the expected range of 15%-45% (Crites and Lucey, 2015), while the range for areas 1 and 2 of 58%-183% and 29%-85%, respectively, greatly exceed the expected range. These results indicate that this end-member scenario can explain the majority of modeled density variations for area 3, but can only explain a fraction of the modeled density variations for areas 1 and 2.

These results indicate that porosity variations can explain the majority of the observed density variations in all three areas, while intrusions can explain the majority of the density
variations in area 3 and possibly area 2. Compositional variations of the bulk lunar crust are unlikely to explain the majority of the density variations in any area once the imperfect recovery of the magnitude of the density anomalies is taken into account. From sample data and remote sensing observations we know that the crust varies in both composition and porosity, therefore, the most likely explanation for the density variations is a combination of the three end-member scenarios. The results of our end-member calculations, however, suggest that porosity variations likely play the dominant role.

As previously noted in section 2.1, the model results are sensitive to choice of $\beta$. We have chosen the optimal model in this work based on a tradeoff between model smoothness and fit to the data, but we cannot rule out other models. Taking area 1 as an example, the $1\sigma$ range in density for the optimal model ($\beta=10^{-3}$) is 110.5 kg/m$^2$. An increase in $\beta$ by an order of magnitude results in a $1\sigma$ range of 71.9 kg/m$^2$ (a decrease in density range of 35%). This higher $\beta$ value would similarly decrease the required ranges in porosity, crustal composition, and intrusion fraction. A decrease in $\beta$ by an order of magnitude yields a $1\sigma$ density range of 188.6 kg/m$^2$ (an increase in density range of 41%). This lower $\beta$ value would increase the required ranges in porosity, crustal composition, and intrusion fraction. However, the models that have a higher $\beta$ are overly smooth, lack detail, and provide poor fits to the data, effectively not taking advantage of the extraordinarily high resolution of the GRAIL data. The models that have a lower $\beta$ show a great deal of detail but loose coherency and require unrealistically large variations in density, and therefore are not geologically likely. Nevertheless, the range in porosity can be stretched to beyond what is observed in lunar samples by choosing a smaller $\beta$, or the range in predicted fractional volume basalt and compositional variations can be reduced so as to allow these end-members to explain all the density variations by choosing a larger $\beta$. The inversion is also sensitive
to the relative weighting of the different terms in $\phi_m (\alpha_s \text{ in comparison to } \alpha_x, \alpha_y, \text{ and } \alpha_z)$. If we increase or decrease $\alpha_s$ by an order of magnitude relative to $\alpha_x$, the magnitude of the resulting density anomalies decrease or increase by approximately 40%, respectively. Although our results from the optimal value of $\beta$ and the nominal values for the weighting of the terms in the objective function are our preferred results, we cannot rule out density anomalies ~40% larger or smaller. Therefore it is important to perform additional analyses to test the consistency of the inversion results, which we do in the next sections using analyses of the floors of impact basins and comparison of the models to remote sensing data.

4.2. Basin floors

To investigate the timing and nature of the emplacement of the small-scale density anomalies, we turn our attention to the floors of large basins. If the formation of these small-scale gravity and density anomalies predates the formation of a basin, we should expect to see no evidence for such anomalies in the floor of the basin, since pre-existing density anomalies of any sort would be expected to be homogenized in the impact melt pool. If, however, the formation of the small-scale density variations is a constant process that continued beyond the formation of the major basins, smaller amplitude anomalies would be expected.

Two basins are analyzed: Imbrium basin and South Pole-Aitken basin (hereafter referred to as SP-A). The gravity gradients within the Imbrium basin are nearly uniform (Fig. 1), suggesting a lack of small-scale variability. This could potentially represent a basin that postdates the formation of the small-scale density anomalies found elsewhere in the crust. However, the inner depression within 195 km of the basin center has been filled with mare up to ~8-9 km in thickness (Solomon and Head, 1980), though later estimates put the mare thickness between 1.5 and 7 km (Gong et al., 2016). The low amplitude of anomalies in the gravity
gradients suggests that this basin fill is nearly uniform in density, as might be expected for volcanic fill, and indicates that the density variability seen elsewhere in the crust is not due to late stage (post-mare) generation of porosity variations. Gravity gradients decrease in amplitude proportional to the cube of the distance between the observer and the source, and thus the 2-9 km of mare fill would greatly diminish the amplitude of the gravity gradients at the surface arising from density anomalies beneath the mare.

In order to examine the small-scale density anomalies in the feldspathic crust beneath Mare Imbrium, we calculate the Bouguer gravity at the base of the mare infill (assumed to be at either 2 or 9 km depth) in the spherical harmonic domain. To prevent amplification of noise in the form of orbit parallel striping in the data at this location, the gravity was expanded out to spherical harmonic degree 350. The gravity data were then inverted and the mean and standard deviation of the density was calculated (Table 3). If we assume the mare thickness to be ~2 km, the standard deviation is 16 kg/m^3, which is significantly smaller than that of the non-descript area 2 of 33 kg/m^3 with the same filter applied (hence the results for area 2 differ somewhat from the discussed results in section 4.1 for this area). This would imply less variability under the Imbrium Basin. However, if we assume a mare thickness of 9 km the standard deviation increases to 52 kg/m^3, which is significantly greater than that of non-descript area 2 of 33 kg/m^3. The larger variability for Imbrium in this case may be either an effect of burial of pre-existing topography by the mare, or an effect of small density variations in the mare that have been amplified by the downward continuation. Due to this large range in possible standard deviation values, we cannot for certain say whether the small-scale variations predate or postdate the Imbrium Basin formation. It is conceivable that the small-scale variations are a continuous process and would therefore both predate and postdate the formation of Imbrium.
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The same filter and inversion was then applied to a small area inside the SPA basin, where no subsequent large craters or basins dominate the signal (Table 3). The resulting density anomalies are 13% greater than those in non-descript area 2 (37.5 and 33.3 kg/m³, respectively). This implies that the formation of the small-scale density variations postdate the formation of the SP-A basin. Furthermore, the bulk density of the crust in SP-A (2800 kg/m³) is larger than the average density of the lunar highlands (2550 kg/m³; Wieczorek et al., 2013). If the small-scale density anomalies were mainly caused by either intrusions into the crust or locally greater concentrations of norite, the density anomalies relative to the mean crustal density within SP-A should be smaller than in the highlands, in conflict with the model results. If the small-scale density anomalies are mainly due to variations in porosity, the magnitude of the density anomalies in SP-A should be ~10% greater than those in the farside highlands, in agreement with the density model results. Some of the lateral variations in density in the SP-A Basin could also be caused by differentiation of the deep impact melt sea (Vaughan et al., 2013; Vaughan and Head, 2014), but these variations are expected to be of a larger scale than the small-scale density anomalies we are considering here. Thus, the results from SP-A support the hypothesis that the main cause of the small-scale density anomalies, at least within these regions of the Moon, is variations in porosity.

4.3. Remote sensing

An alternative approach to determine the degree to which compositional variability contributes to the small-scale density variations, is to compare our results with constraints placed on the surface composition from remote sensing data. Such a comparison is complicated by the fact that the density models are sensitive to the top ~20 km of crust with a vertical resolution of 2
km, while remote sensing is only sensitive to the top few microns of the crust. However, impact gardening of the surface will tend to mix the upper regolith layer (Cashore and Woronow, 1985), which would make remote sensing observations representative of deeper levels. Here we assume that the composition inferred from remote sensing is representative of the top layer of the density inversion model. We use plagioclase, olivine, pyroxene, and iron oxide maps derived from a radiative transfer analysis of 400,000 Clementine UVVIS spectra (Figs. 11 and 12; Lucey, 2004). From these maps, we generate a global map of the (olivine+pyroxene)/plagioclase ratio (Figs. 11 and 12). The (olivine+pyroxene)/plagioclase ratio is representative of density because the ratio of mafic material to plagioclase in the simple mineralogy on the Moon is proportional to grain density, as the mafic materials have a higher density than the crustal materials. The top layer of each density model was resampled at the resolution of the remote sensing data (4 pixels per degree) and then compared to the four different mineral maps as well as the mineral ratio map. We tested for a correlation between the density model and the different mineral abundances by calculating the $R^2$ value and p-value for a least squares linear fit between each pair (Figs. 11 and 12). The p-value is the probability that obtaining the result is equal to or more extreme than what is actually observed for a given null hypothesis (in this case, that the density is correlated to the mineral map). We adopt a 2-$\sigma$ threshold of 0.05. The $R^2$ value indicates what fraction of the variance is explained by this trend.

We find p-values <0.05 for Area 2 (Fig. 11) for the iron oxide, plagioclase and mineral ratio data, but the $R^2$-values are very small (below $10^{-2}$), suggesting that there is a significant correlation, but this correlation only explains a small portion of the variance in the data. The p-values obtained for Area 3 (Fig. 12) are all well above the threshold for all mineral maps considered with the exception of olivine. However, the $R^2$ value for olivine is again very small.
(below $10^{-2}$), so here we can also conclude that compositional variations can explain only a very small fraction of the observed density anomalies. These results reveal that, at least for the top layer, compositional variations contribute to $<1\%$ of the observed small-scale density variations. This result then supports the conclusion that variations in porosity are the dominant factor driving the small-scale density variations in the near surface.

4.4. Discrete vs continuous density variations

We next investigate whether the density anomalies are in the form of smoothly varying density anomalies, or discrete density anomalies, such as large (relative to the model resolution) bodies of intrusions, noritic anorthosite, or buried porous materials such as impact ejecta. Because the density inversion approach we have employed only recovers smoothly varying density anomalies, we must compare our inversions of the GRAIL data to density models derived from inversions of synthetic models. For this analysis, we again consider only the upper 20 km, since the inversions are not sensitive to small-scale anomalies at greater depths. Three different sets of inversions are compared. The first density model is the inverse solution to the gravity predicted by continuous and normally distributed random densities from Section 3.3. The second density model begins with the inverse solution to the gravity field predicted by a related density forward model, but this continuous density model is discretized by setting all positive density anomalies to be $+150$ kg/m$^3$, and setting all negative density anomalies to be $-150$ kg/m$^3$. The last density model is the inversion result for area 1.

We first compared the histograms of the three different data sets (Fig. 13), and used the statistical program R to perform the Shapiro-Wilk test for normality using a p-value threshold of 0.05 (Shapiro and Wilk, 1965). The p-value is the probability of obtaining a result is equal to or
more extreme than what is actually observed given the null hypothesis that the data is normal, and we reject the null hypothesis for p-values less than 0.05. The models were also compared using a normal probability plot (Fig. 14), which is a special case of the quantile-quantile plot (or “q-q plot”). In this plot the quantiles (the data divided into bins equally spaced for a perfect normal distribution), are plotted against the theoretical quantiles that the data would have if the data were normal (Tamhane and Dunlop, 2000). Normally distributed data should fall on a line with a slope of 1 passing through the origin, and thus any deviations from this line implies a deviation from normality.

The histogram of the density inversion arising from the synthetic continuous density model resembles a normal distribution, as would be expected. The p-value from the Shapiro-Wilks test of 0.062 is above the 2-σ threshold of 0.05, so we fail to reject the null hypothesis of normality for this data set. The results of this inversion in the q-q plot lie very close to the expected line for a normal distribution, further supporting normal behavior.

The histogram of the inversion of the discrete density model is broader than one would expect from a normal distribution. This broader distribution might reflect the presence of two overlapping distributions with different means, as might be expected to arise for an inversion of a discrete density model. However, the histogram does not resolve two discrete peaks representing the two different densities. The p-value from the Shapiro-Wilks test is $6.2 \times 10^{-15}$, clearly low enough to reject the null hypothesis of normality, leading us to conclude that there is significant evidence of non-normal behavior in this density model. In the q-q plot, the densities do not plot on the normal line, instead resembling an S-shape, plotting above and below the line in the negative and positive quantiles, respectively. This q-q plot indicates that the distribution is deficient in the tails, consistent with the assessment of the histogram.
The histogram for the inversion of the actual data from area 1 resembles a normal distribution, though it is heavier in the tails. The p-value of $4.71 \times 10^{-12}$ is well below the threshold, leading us to reject the null hypothesis of normality. In the q-q plot, the results again deviate from a normal distribution in the tails, but in the opposite sense to that found in the discrete density model. The histogram for the inversion of the actual data is heavier in the tails. This analysis does not support the presence of discrete density anomalies at the lower limit of the GRAIL resolution (~10 km). These results therefore are consistent with the previous conclusion that continuous variations in porosity are the dominant factor in explaining the small-scale density variations in the upper crust of the Moon. However, this analysis does not, by itself, rule out the presence of discrete anomalies on scales smaller than the gravity can resolve (e.g., variations in porosity or composition at scales much less than 10 km).

This test shows that for the scale of the density anomalies supported by the inversions, the data and inversions favor continuous rather than discrete density anomalies. Conceptually, for subsurface sources with a horizontal scale comparable to the observed gravity anomalies with a density contrast compatible with intrusions into the crust, the histogram of the modeled density anomalies should be heavier in the tails than a normal distribution. Although we cannot rule out the possibility that models of discrete anomalies could be generated that would match the data equally well, this test favors continuous and smoothly varying density variations.

5. Conclusions

High-resolution GRAIL gravity data show a ~98% correlation in the power with topography at short wavelengths (Zuber et al., 2013b). The longer wavelength Bouguer gravity anomalies correspond with variations deeper in the lunar interior, and have been used for crustal
thickness modeling (Wieczorek et al., 2013), while the shorter wavelengths must arise at depths shallower than the crust-mantle interface. Most of these short-wavelength Bouguer gravity signatures show little correlation to topographic features, with the exception of some small-scale anomalies that are correlated with basin rings or other discrete features. In this study we focused on these small-scale anomalies as an important geologic signal, rather than as noise, as they are commonly treated.

Continuous density inversion with Tikhonov regularization (Li and Oldenburg, 1996, 1998) was used to model these small-scale density variations in the lunar crust by inverting the gravity anomalies in order to solve for the underlying variations in density. A set of test cases using both previously studied lunar structures and synthetic data demonstrate that the inversion model is sensitive to both small-scale density anomalies in the top 20 km of the crust and large-scale anomalies at the crust-mantle interface.

Inversions were performed on three different small areas on the Moon, chosen because they show no clear topographic features, such as impact basins, which would dominate the gravity anomalies. The solutions reveal pervasive density variations of approximately ±100-200 kg/m³ with characteristic length scales of 10’s of km. The derived best-fit density models were used to test possible sources of these small-scale density variations, including variations in porosity, intrusions, and bulk crustal composition.

If we assume that all variations in density are due to changes in porosity alone, the inversion results predict variations in porosity from ~6% to ~19%, which is consistent with the range of porosities observed in the lunar samples (Kiefer et al., 2012a). If we assume that all variations in density in the subsurface are due to compositional variations between ferroan anorthosite and anorthositic norite or noritic anorthosite, the data require noritic anorthosite
fractions around 100% for area 3 and values greater than 100% for areas 1 and 2. All areas greatly exceed 100% if accounting for the imperfect recovery of the density model, indicating that variations in primary crustal composition cannot account for all of the observed small-scale gravity anomalies. Finally, if we assume that all variations in density are due to intrusions into the crust, we calculate a fractional volume of gabbroic intrusions no more than 50%, only slightly exceeding the expected range of 15-45% (Crites and Lucey, 2015), though greater intrusion fractions are required if we account for the imperfect recovery of the magnitude of the anomalies in the inversion. Thus, the small-scale gravity anomalies revealed by GRAIL may be a result of variations in porosity, intrusion fraction, or bulk crustal composition, but only porosity variations can account for the full magnitude of the anomalies alone. A combination of all three sources is likely. The density model solution for one area was compared to synthetic data sets representing continuous and discrete density anomalies, finding that the density anomalies depart from a normal distribution, but do not match expectations for large-scale discrete anomalies. Thus, the sources of the density anomalies are continuous and smoothly varying at the scale of the GRAIL gravity resolution (~10 km).

An analysis of the floors of the Imbrium and SP-A basins has shown that the density variations observed elsewhere on the Moon are persistent in the basin floors, leading to the conclusion that the small-scale density variations were emplaced (or continued to be emplaced) after the formation of these basins. The somewhat larger variability in density found within the high-density crust on the floor of the SP-A basin suggests that variations in porosity may be the dominant factor in formation of the small-scale density anomalies. Furthermore, a comparison between surface composition inferred from remote sensing and the density inversion results for the non-descript areas in the highlands found that variations in the abundances of minerals
indicative of high density can only explain a small fraction (<1%) of the density anomalies. Therefore, we conclude that the small-scale density variations are dominated by variations in porosity, though remote sensing data indicates that composition also plays a small role. We acknowledge that gravity inversions are non-unique and sensitive to $\beta$, and though we have chosen a certain tradeoff between model norm and model smoothness as an optimal model, models with a different tradeoff (smaller or larger $\beta$) may also be valid. As a result the range in porosity can be stretched to beyond what is observed in lunar samples, or the predicted ranges in the fractional volume of basalt and compositional variations can be compressed to explain all the density variations. Yet our conclusion from the inversion modeling in section 4 that variations in porosity are the dominant factor in explaining the small-scale gravity inversions are supported by the basin floor models and remote sensing analyses.

We emphasize that three-dimensional density inversions based on gravity data are under-constrained and the results are non-unique. Although it may not be possible (or correct) to uniquely ascribe a single source to these gravity anomalies, we have endeavored to test different possible interpretations to the best of our abilities given available methodologies. While the model results are sensitive to assumptions, such as choice in $\beta$ and weighting parameters in the inversion, all of our approaches favor porosity as the dominant source, though we feel it likely that each of the end-members tested contributes to some extent. More importantly, these analyses have revealed the existence and placed constraints on the magnitude of pervasive small-scale density variations in the upper crust of the Moon.

This study has shown that, not only does lunar crustal density vary systematically with depth and on large horizontal length scales (Besserer and Nimmo, 2013; Wieczorek et al., 2013), but it also varies horizontally and vertically on small ~10-km scales. These variations are the
dominant signal in the high-degree component of the GRAIL Bouguer gravity data, and are important to consider when interpreting the lunar gravity field. These small-scale variations are frequently treated as noise, but these variations are real and should not be neglected when investigating localized problems. This small-scale variability is important to take into account in error analysis. In particular, studies focusing on structures with dimensions of ~10-100 km (or spherical harmonic degrees greater than ~80) with density anomalies on the order of ±200 kg/m³ may be frustrated by this background variability. Such potential target structures include dikes, lava tubes, buried craters, magma chambers, and faults. For structures at these scales, an absence of evidence in the gravity data cannot be taken as evidence for the absence of the structures. At the same time, gravity anomalies arising from this random small-scale variability could be misattributed to discrete subsurface structures (e.g., a negative or positive anomaly beneath a crater could simply be a part of this background variability with no relation to the crater). One approach to circumvent this limitation is by using large numbers of structures (e.g., Soderblom et al., 2015; Bierson et al., 2016) or averaging along lines or axes of symmetry (e.g., Andrews-Hanna et al., 2013).

In addition to acting as “noise” for studies of discrete surface structures, this small-scale density variability is an important signal in itself. These variations are an indication that many more processes are (or have been) operating in the lunar crust than those reflected in the surface geology alone. The timing of the formation of these small-scale variations appears to postdate the formation of the major impact basins on the Moon, but to largely predate the emplacement of the majority of the basin-filling maria. Cratering provides one ongoing mechanism for generating this heterogeneity (Milbury et al., 2015), though a study of the gravity signal of complex craters found the scatter about the trend to be greater than the crater signal.
itself at small diameters (<100 km) (Soderblom et al., 2015). However, the net effect of the long
history of impact cratering on the Moon was likely the generation of a complex heterogeneous
crust, consisting of discrete zones of impact melt, ejecta, and fractured and brecciated rocks.

The GRAIL mission has given us high-resolution gravity data exceeding expectations,
allowing us to investigate density variations on scales much smaller than can be resolved on
other planets. The other terrestrial planets have experienced equally complex histories of
processes affecting their surfaces and interiors, and thus are likely similarly heterogeneous.
Previous work has shown variability on large scales of 100-1000’s of km (Besserer and Nimmo,
2013; Wieczorek et al., 2013). Here we show that variability exist on the smallest scales resolved
by GRAIL of 10’s of km. From lunar samples we know that there is variability on the smaller
scales of 10’s of cm and smaller, as well. The density anomalies at all scales ranging from
centimeters to 1000’s of km are comparable in magnitude. Although the assumption of uniform
density in analyses of structures on the Moon and other planets is often a necessary
simplification, it must be recognized that this assumption is invariably incorrect. This density
variability has a substantial impact on any interpretations of planetary gravity data, across all
scales.
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Figures

Figure 1: Global Lunar Maps. A) Topography, expanded to spherical harmonic degree 1800. B) Bouguer gravity filtered using the complementary minimum amplitude filter (see text). C) Gravity Gradient map, with a high-pass filter applied at degree 50 and a low-pass cosine filter applied from degree 350 to degree 400. The outlined boxes refer to the three study areas of figure 6.
Figure 2: A) Root mean square power spectrum of GRAIL gravity model (GRGM900B_Bouguer). Red dotted line indicates the degree at which the minimum amplitude filter has a magnitude one half. B) Minimum amplitude (black; Wieczorek et al., 2013) and complementary minimum amplitude (red) filters applied to the gravity data. The complementary minimum amplitude filter was used in all analyses in this work. A low-pass filter from degree 550 to degree 600 was added to the complementary filter (not shown here) to prevent ringing.

Figure 3: A) Bouguer corrected gravity anomaly of the Freundlich-Sharonov basin. B) Tikhonov curve (L-curve) with the data misfit on the y-axis and the model norm on the x-axis. The $\beta$ values vary from left to right on the curve in increments of a factor of 10. C) Cross-section of the
optimal density model indicated by the black circle in B). D) Cross-section through the crustal thickness model of the same location in C).

Figure 4: A) Bouguer corrected gravity anomaly of linear feature 1 from Andrews-Hanna et al. (2013). B) Tikhonov curve (or L-curve). The $\beta$ values vary from left to right on the curve in increments of a factor of 10. C) Horizontal cross-section through the optimal density model solution indicated by the black circle in B), at 10 km depth. D) Vertical cross-section through the density model in C) at the location of the black line.
Figure 5: Inversion results of gravity data derived from a synthetic density model. Panels A and B are horizontal planar sections of the synthetic and recovered density model, respectively, at depths of 10 km. Bottom panels C and D are vertical cross-sections located at the black lines in A and B of the synthetic and recovered density model, respectively.

Figure 6: Topography (A-C) and Bouguer gravity (D-F) maps of non-descript areas (locations indicated in Fig. 1). Gravity data was filtered with the complementary minimum amplitude filter.

Figure 7: Optimal inversion result for non-descript Area 1. The horizontal cross-section (A) is taken at 2 km depth, and the vertical cross-section (B) is taken at the location of the black line in A. The color bars each refer to a different analysis of the solution. FVN indicates the change in
composition of the bulk lunar crust as represented by the fractional volume of noritic anorthosite. FVB indicates the fractional volume of a basaltic intrusion into the crust.

Figure 8: Optimal inversion result for non-descript Area 2 (details are the same as Fig. 7).

Figure 9: Optimal inversion model for non-descript Area 3 (details are the same as Fig. 7).
Figure 10: Tikhonov/L-curve for area 3. The optimal $\beta$ for this area is the knee point where $\beta=10^{-2}$ and the two extremes are also indicated.
Figure 11: (A-E) Mineral abundance maps derived from remote sensing data for Area 2 of pyroxene, plagioclase, olivine, iron oxide, and a (olivine+pyroxene)/plagioclase ratio, respectively. (F-J) The corresponding scatter plots, showing the best-fit line along with the associated the p-values and $R^2$ values.
Figure 12: Same as Fig. 11, but for Area 3.
Figure 13: Histograms of the density inversions derived from the continuous density anomaly forward model (A), the discrete density anomaly forward model (B), and the GRAIL data over the non-descript area (C).

Figure 14: Normal probability quantile-quantile (QQ) plots of the density inversions of the synthetic gravity from the continuous (A) and discrete (B) density models, and of the true gravity data (C). The thin line in each panel represents a normal distribution.
<table>
<thead>
<tr>
<th>Density anomaly (kg/m³)</th>
<th>Porosity (%)</th>
<th>FVN (%)</th>
<th>FVB (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Area 1</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>μ = -1.7</td>
<td>μ = 15.0</td>
<td>μ = 146.2</td>
<td>μ = 73.1</td>
</tr>
<tr>
<td>σ = 110.5</td>
<td>σ = 3.7</td>
<td>σ = 73.7</td>
<td>σ = 36.8</td>
</tr>
<tr>
<td><strong>Area 2</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>μ = -0.2</td>
<td>μ = 11.0</td>
<td>μ = 91.7</td>
<td>μ = 33.3</td>
</tr>
<tr>
<td>σ = 91.8</td>
<td>σ = 3.1</td>
<td>σ = 45.9</td>
<td>σ = 16.7</td>
</tr>
<tr>
<td><strong>Area 3</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>μ = 0.1</td>
<td>μ = 15.0</td>
<td>μ = 49.1</td>
<td>μ = 16.4</td>
</tr>
<tr>
<td>σ = 49.1</td>
<td>σ = 1.6</td>
<td>σ = 24.5</td>
<td>σ = 8.2</td>
</tr>
</tbody>
</table>

Table 1: The mean and standard deviation values of the three non-descript areas for density anomaly, porosity, fractional volume of norite (FVN), and fractional volume basalt (FVB).

<table>
<thead>
<tr>
<th>Density anomaly (kg/m³)</th>
<th>Porosity (%)</th>
<th>FVN (%)</th>
<th>FVB (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Area 1</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>μ = -2.9</td>
<td>μ = 15.0</td>
<td>μ = 243.7</td>
<td>μ = 121.8</td>
</tr>
<tr>
<td>σ = 184.2</td>
<td>σ = 6.1</td>
<td>σ = 122.8</td>
<td>σ = 61.4</td>
</tr>
<tr>
<td><strong>Area 2</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>μ = -0.4</td>
<td>μ = 11.0</td>
<td>μ = 152.8</td>
<td>μ = 55.6</td>
</tr>
<tr>
<td>σ = 153.1</td>
<td>σ = 5.2</td>
<td>σ = 76.5</td>
<td>σ = 27.8</td>
</tr>
<tr>
<td><strong>Area 3</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>μ = 0.1</td>
<td>μ = 15.0</td>
<td>μ = 81.8</td>
<td>μ = 27.3</td>
</tr>
<tr>
<td>σ = 81.8</td>
<td>σ = 2.7</td>
<td>σ = 40.9</td>
<td>σ = 13.6</td>
</tr>
</tbody>
</table>

Table 2: The mean and standard deviation values of the three non-descript areas for density anomaly, porosity, fractional volume of norite (FVN), and fractional volume basalt (FVB), corrected for the assumption of only recovering 60% of the original model.
<table>
<thead>
<tr>
<th></th>
<th>Density anomaly</th>
<th>Porosity (%)</th>
<th>FVN (%)</th>
<th>FVB (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>($kg/m^3$)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Imbrium (DC 2 km)</strong></td>
<td>μ = 1.3</td>
<td>μ = 6.9</td>
<td>μ = 22.1</td>
<td>μ = 11.0</td>
</tr>
<tr>
<td></td>
<td>σ = 15.9</td>
<td>σ = 0.5</td>
<td>σ = 10.6</td>
<td>σ = 5.3</td>
</tr>
<tr>
<td><strong>Imbrium (DC 9 km)</strong></td>
<td>μ = 0.0</td>
<td>μ = 6.1</td>
<td>μ = 88.0</td>
<td>μ = 44.0</td>
</tr>
<tr>
<td></td>
<td>σ = 51.8</td>
<td>σ = 1.5</td>
<td>σ = 34.6</td>
<td>σ = 17.3</td>
</tr>
<tr>
<td><strong>ND2</strong></td>
<td>μ = -0.2</td>
<td>μ = 11.0</td>
<td>μ = 33.2</td>
<td>μ = 12.1</td>
</tr>
<tr>
<td></td>
<td>σ = 33.3</td>
<td>σ = 1.1</td>
<td>σ = 16.7</td>
<td>σ = 6.1</td>
</tr>
<tr>
<td><strong>-SP-A</strong></td>
<td>μ = -1.2</td>
<td>μ = 11.0</td>
<td>μ = 36.9</td>
<td>μ = 13.4</td>
</tr>
<tr>
<td></td>
<td>σ = 37.5</td>
<td>σ = 1.3</td>
<td>σ = 18.8</td>
<td>σ = 6.8</td>
</tr>
</tbody>
</table>

**Table 3**: The mean and standard deviation values of Imbrium, downward continued to 2 km depth and to 9 km depth, for density anomaly, porosity, fractional volume of norite (FVN), and fractional volume basalt (FVB), compared to Area 2 and a small patch on South Pole-Aitken basin.