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Abstract—As the applications for using small Unmanned Aircraft Systems (sUAS) beyond visual line of sight (BVLOS) continue to grow in the coming years, it is imperative that intelligent sensor fusion techniques be explored. In BVLOS scenarios the vehicle position must accurately be tracked over time to ensure no two vehicles collide with one another, no vehicle crashes into surrounding structures, and to identify off-nominal scenarios. In this study, an intelligent systems approach is used to estimate the position of sUAS given a variety of sensor platforms, including GPS, radar, and onboard detection hardware. Common research challenges include multiple sensor platforms and sensor reliability. In an effort to resolve these challenges, techniques such as a Maximum a Posteriori estimation and Fuzzy Logic based sensor confidence determination are used.
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I. INTRODUCTION

As the popularity of using small Unmanned Aircraft Systems (sUAS) for various applications continues to increase in the coming years, so will the number of aircraft operating in low altitude airspace. With this increase in air traffic density, it is imperative to accurately identify and track all vehicles. This becomes increasingly evident when operators, both commercial and hobbyists alike, begin flying their vehicles beyond visual line of sight (BVLOS). In these scenarios, accurate state estimation is vital, regardless of whether a human traffic manager or an automated system is responsible for keeping aircraft separated from one another or from physical structures.

Due to the fact that several sensor sources can provide position estimations for a single aircraft, these data must be interpreted and combined into a single position estimate. If all data were provided to an air traffic manager or sUAS operator, the abundant information could be overwhelming and difficult to interpret. Furthermore, it may be difficult for a human operator to identify readings that are inaccurate or contradictory, which may lead to poor decisions. Although many solutions have been presented to take the data from multiple sources and fuse the values into a single estimation, these solutions are typically constrained to specific systems and are not adaptive based on the accuracy and number of sensors being used [1, 2].

In this study, a novel adaptive sensor fusion technique that can be used in real-time operations is proposed. In particular, three sensor types are used to identify where several sUAS are located: GPS, radar, and an onboard detection suite. For the onboard and radar sources, a preliminary Maximum a Posteriori (MAP) estimator is used to combine the various readings from similar sensor types to a single estimation. After a single reading from each sensor type is found, a Fuzzy Logic based system is used to determine the confidence in each reading to create a weighted average position estimate.

II. PROBLEM DESCRIPTION

Given position data for several sUAS, obtained from several GPS, radar, and onboard detection sensors, one must be able to provide an accurate estimate of where the vehicle is located using sensor fusion. The amount, and accuracy, of information available to the sensor fusion platform is determined by each sensors’ specifications. In this study, the source of each data point is known, as well as, to which vehicle the data belongs. In the following sections, a description of each sensor and its performance is shown.

A. SENSOR PLATFORMS

In this study, three sensor platforms, or types, were used to provide raw position data of vehicles in three-dimensional space: GPS, radar, and onboard sensors. Each of these sensor platforms vary in performance and reliability. Thus, a vehicle may be identified by one or more sensor types. Whereas the GPS platform produces only one position estimate for each vehicle, for both the radar and onboard sensor platforms more than one source may be within range to sense the vehicle. For example, if multiple vehicles are within close proximity, their onboard detection sensors will each measure the position of one another.

To model the various sensors for simulation, functions were created to provide noisy position estimates of a vehicle given its true position. To accomplish this, the perceived location of each vehicle was found using each sensors’ respective performance (i.e. standard deviation in error). By using the standard deviation in error for each sensor platform and the built-in randn function in MATLAB, a normally distributed pseudorandom number generator, a noisy output could be found.

Because the GPS system estimates the position of the vehicle in three-dimensional space, the standard deviations in error for the lateral and vertical planes were used to generate perceived vehicle position estimates in Cartesian space. For both the ground based radar and the onboard sensor packages, the vehicle
position is estimated by converting the range, azimuth, and elevation measurements to Cartesian space. The standard deviation in error for each sensor package is shown in Table I. In addition, the maximum sensing range for the radars and onboard sensors are shown.

The error values for the radar and GPS platforms were found in [3] and [4], respectively. Because this study focuses on sUAS applications, the radar maximum sensing range was limited to 2000 m. However, since the radar source is designed to detect larger objects at a greater distance, the probability of detection of an sUAS at this range would be low. By increasing the sensing range the error associated with all measurements also increases. Therefore, this large detection range allowed the sensor fusion system to be tested under high uncertainty conditions. The onboard detection sensor standard deviation values were not selected from any particular sensor package. These onboard sensor values were selected such that they provide an optimistic estimation of a nearby vehicle. Thus, the solution presented in this study needs to be tuned to the sensor packages available.

<table>
<thead>
<tr>
<th>TABLE I. SENSOR SPECIFICATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
</tr>
<tr>
<td>--------</td>
</tr>
<tr>
<td>Radar</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Onboard</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>GPS</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

With these standard deviations in error, the measured location of each vehicle can be found using the following equations. For the GPS, the measurement values were found using (1) through (5).

\[ \alpha = 2\pi \text{rand} \]  
\[ r = \sigma_r \text{randn} \]  

Where \text{rand} is the built-in MATLAB function to find a random number between zero and one, \( \sigma_r \) is the standard deviation in the lateral plane, \text{randn} is the random standard deviation function, and \( \alpha \) and \( r \) are the noisy returned measurements of the angle and range, respectively.

The noisy measurement in the lateral plane, found using (1) and (2), can be converted to Cartesian space \((x_m, y_m, z_m)\) using (3), (4), and (5). Here, \( x, y, \) and \( z \) represent the true location of the vehicle in Cartesian space, \( \sigma_s \) is the standard deviation in altitude, and \text{randn} is the random standard deviation function.

\[ x_m = x + r \cos \alpha \]  
\[ y_m = y + r \sin \alpha \]  
\[ z_m = z + \sigma_z \text{randn} \]  

Similarly, the measurements for both the radar and onboard detection sensor types can be found using (6) through (11). Here, \( R, \theta, \) and \( \varepsilon \) are the true range, azimuth angle, and elevation angle, respectively, used to describe the vehicle location with respect to the sensor source, \( \sigma_R, \sigma_\theta, \) and \( \sigma_\varepsilon \) are the standard deviations in range, azimuth, and elevation, respectively, and \( R_m, \theta_m, \) and \( \varepsilon_m \) are the noisy measured range and angles with respect to the sensor location.

\[ R_m = R + \sigma_R \text{randn} \]  
\[ \theta_m = \theta + \sigma_\theta \text{randn} \]  
\[ \varepsilon_m = \varepsilon + \sigma_\varepsilon \text{randn} \]  

To convert the measured values \((R_m, \theta_m, \varepsilon_m)\) from their respective spherical reference frame to the global Cartesian frame, (9) through (11) are used. Here, \( x_s, y_s, \) and \( z_s \) represent the position of the sensor source in Cartesian space and \( x_m, y_m, \) and \( z_m \) represent the measured position of the vehicle in Cartesian space.

\[ x_m = x_s + R_m \cos \varepsilon_m \cos \theta_m \]  
\[ y_m = y_s + R_m \cos \varepsilon_m \sin \theta_m \]  
\[ z_m = z_s + R_m \sin \varepsilon_m \]  

B. Simulation Environment

To test the effectiveness of the Fuzzy Logic based sensor fusion system, a simulation environment was used to compare the raw sensor measurements to the fused position estimates. In this study, one or more vehicles were randomly placed within a 2 km by 2 km area. On each corner of the area boundary, a radar source was placed, each with a maximum sensing radius of 2 km. After the vehicle location(s) were set, each sensor package would run independently to measure the location of each vehicle. If a vehicle was located outside of a particular sensor’s range, it would not be recognized by that sensor. Thus, some vehicles may be identified by all three sensor sources and others by a combination of radar and only one other source. Due to the locations and ranges of each radar, each vehicle is always identified by at least two radar sources.

A depiction of the simulation space is shown in Fig. 1. The various arcs depict the sensor ranges of the radar sources. All simulations conducted constrain the vehicles to be within the areas shaded in yellow due to symmetry. In this figure, the numbers two through four represent the number of radars that can reach that particular region.

![Simulation Area](image)

For this study, 135 cases, each varying in vehicle position and sensor availability, were tested. For each combination of available sensor platforms, a total of 45 cases were tested. For each set of 45 cases, 15 belonged to each designated region.
shown in Fig. 1. A breakdown of the cases can be seen in Table II.

In practice, not all sUAS will be self-reporting its GPS information to a ground based station, or broadcasting its location via a transponder to all surrounding vehicles. Thus, some vehicles that are placed within the airspace will not be identified via GPS. For scenarios involving only radar and GPS, all cases involved only one sUAS. For these scenarios, 15 total cases were evaluated in each radar configuration (two, three, and four radars). These 15 cases were a result of testing five different vehicle locations, each tested at three different altitudes. For scenarios involving only radar and onboard sensors, the available radars again varied, however, for each radar configuration there were between two and four vehicles (whose onboard sensors could sense one another), yielding three different scenarios per radar configuration (nine in total). These nine scenarios were each evaluated for five different vehicle location sets. Lastly, for the scenarios involving all three sensor types, the same cases as previously described for the onboard and radar case were used, with GPS enabled.

<table>
<thead>
<tr>
<th># Radars</th>
<th># UAS</th>
<th># Cases</th>
<th>GPS On?</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1</td>
<td>5</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>5</td>
<td>Yes/No</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>5</td>
<td>Yes/No</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>5</td>
<td>Yes/No</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>5</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>5</td>
<td>Yes/No</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>5</td>
<td>Yes/No</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>5</td>
<td>Yes/No</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>5</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>5</td>
<td>Yes/No</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>5</td>
<td>Yes/No</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>5</td>
<td>Yes/No</td>
</tr>
</tbody>
</table>

For each of the cases shown in Table II, 1,000 independent measurements from each sensor source were obtained, each with randomized noise. The error between the true vehicle location and the measured vehicle location was recorded. These raw measurements were then passed through the sensor fusion package and the results of the final position estimations were compared against the raw measurement values.

III. PROPOSED SOLUTION

To accurately estimate the state of an sUAS given measurements from several sensor sources, a sensor fusion package based on fuzzy logic was developed. This sensor fusion package considers the number of sensor types and determines how much confidence one should place in each measurement. If, for example, a GPS measurement is obtained, and is known to have low uncertainty, whereas, a radar measurement is expected to have high uncertainty, one would place more confidence in the GPS measurement accuracy. Therefore, the level of confidence for each measurement is taken into consideration to output a single position estimation. In practice, each sensor’s accuracy should be known through sensor testing/calibration and/or obtained from manufacturer hardware specifications.

Prior to using the fuzzy solution to calculate measurement confidence, two additional steps are taken. The first is to reduce the number of measurements being examined by the fuzzy system. To do this, the algorithm first takes all the radar and onboard data, separately for each sensor type, and combines the measurements into a single estimate for each. Thus, if for example all four radar sources identify an sUAS, the four measurements are combined into a single value. To do this, a Maximum a Posteriori (MAP) estimator was used.

Once the measurements for each vehicle were reduced to a single value for each sensor type, the types of sources available for each vehicle were identified. Since a radar measurement was guaranteed for all vehicles in all scenarios, there were three possible sensor type combinations: GPS and radar, onboard and radar, and all three types. In this study, for each measurement recorded, the sensor type and sensor performance is known. In addition, after all measurements are recorded they are processed simultaneously. Therefore, if sensors sample data at different rates, measurements would be stored until the fusion system can process all data simultaneously (i.e. fuse the data at slowest available sensor’s sample rate).

A. Maximum a Posteriori Estimator

If multiple measurements for the same vehicle were obtained from a similar source (e.g. multiple radars or multiple onboard sensors) a Maximum a Posteriori (MAP) estimator was used to combine the multiple measurements into a single position estimate for that sensor type. To accomplish this, the posterior probability distributions of the measurements, as given by the normal distribution parameters in Table I, were maximized to yield the best overall estimation as perceived by that sensor type.

Because the standard deviations for each measurement are measured in the local spherical frame, to calculate the MAP estimate one must first convert each individual measurement to the global spherical frame, as shown in (12) through (15).

\[
\Theta_i = \tan^{-1}\left(\frac{\Theta_{i}^{(1)}}{\Theta_{i}^{(2)}}\right) \tag{12}
\]

\[
E_i = \tan^{-1}\left(\frac{E_{i}^{(1)}}{E_{i}^{(2)}}\right) \tag{13}
\]

\[
\eta_i = \frac{y_i}{\sin\Theta_i} \tag{14}
\]

Where \(\Theta_i,\) and \(E_i\) are the measurements for the \(i^{th}\) radar (or onboard sensor) source in the spherical global frame, \(x_i, y_i,\) and \(z_i\) are the raw measurements in the Cartesian global frame ((9) through (11)), and \(r_i\) is the two-dimensional range of the measured value on the x-y plane, found using (14). Then using (15), the range in the spherical global frame, \(R_i,\) can be found.

\[
R_i = \frac{z_i}{\sin\Theta_i} \tag{15}
\]

Using the above global representation for each measurement, the MAP estimate for \(n\) radars (or \(n\) onboard sensors) can be found using (16). Here, \(Q_{MAP}\) represents the MAP estimation found using the measurements of interest \(Q_i\) and their respective standard deviations \(\sigma_0\). So, this equation can be used to calculate the MAP estimate of the range \(R_{MAP}\), azimuth \(\Theta_{MAP}\), and elevation \(E_{MAP}\) in the global frame by using the respective individual measurements and standard deviations for range \(R_i, \sigma_R\), azimuth \(\Theta_i, \sigma_\Theta\), and elevation measurements \(E_i, \sigma_E\).
Regardless of the source, the domain for \( \sin \) varies between four outputs. \( e \neq - \Theta \), where each \( R \) is the final estimation of the vehicle position given \( \sum \). One could vary the \( \cos \), \( \cos \), and \( \cos \) are the final \( x \), \( y \), and \( z \) MAP values, respectively.

\[
Q_{MAP} = \sum_{i=1}^{n} \left( \prod_{j=1}^{m} \left( \frac{\sigma_{ij}^2}{\sigma_{ij}^2} \right) \right), j \neq i \text{ and } r \neq p
\]  

(16)

Once calculated, the measurement can be converted to the Cartesian frame using (17) through (19), where \( x_{MAP} \), \( y_{MAP} \), and \( z_{MAP} \) are the final \( x \), \( y \), and \( z \) MAP values, respectively.

\[
x_{MAP} = R_{MAP} \cos E_{MAP} \cos \Theta_{MAP}
\]  

(17)

\[
y_{MAP} = R_{MAP} \cos E_{MAP} \sin \Theta_{MAP}
\]  

(18)

\[
z_{MAP} = R_{MAP} \sin E_{MAP}
\]  

(19)

Although the above MAP estimation helps decrease the measurement uncertainty for each sensor type, the following fuzzy fusion technique can be achieved without finding the MAP estimate. If not found, the sensor confidence levels shown in (20) would need to be modified. In particular, the confidence values for each sensor type would need to be divided by the number of raw measurements obtained from that particular sensor type. Doing so will satisfy the constraints in (20).

\[ \text{B. Fuzzy Sensor Fusion} \]

Once the measurements from each source have been reduced (if necessary) to only one estimate per sensor type, the fuzzy sensor fusion package is employed. This fuzzy approach is used to determine how much confidence one should place in each sensor type’s estimate.

Due to each sensor having variation in its performance for both the lateral (\( x \)-\( y \) plane) and vertical (\( z \)) directions, the sensor confidence was calculated separately for each. Thus, if for example two sensor types are available and one is relatively more accurate in its altitude estimation, but the other is more accurate in its lateral position estimation, one could vary the confidence on each estimation accordingly.

Overall, the confidence values for each sensor type are used to create a weighted average of the measurements. Therefore, the final estimation of the vehicle position given \( n \) sensor types can be described by (20).

\[
\ddot{x}_L = \left( \sum_{i=1}^{n} x_i c_{li} \right) \bar{k} + \left( \sum_{i=1}^{n} y_i c_{li} \right) \bar{j} + \left( \sum_{i=1}^{n} z_i c_{li} \right) \bar{k}
\]

where \( \sum_{i=1}^{n} c_{li} = 1 \) and \( \sum_{i=1}^{n} c_{li} = 1 \)

(20)

Where \( \ddot{x}_L \) is the final fused position estimation in three-dimensional Cartesian space, \( x_i, y_i \), and \( z_i \) are measurements from the \( i^{th} \) sensor type, and \( c_{li} \) and \( c_{li} \) are the lateral and vertical confidence, respectively, for the \( i^{th} \) sensor type.

In this study, three separate fuzzy systems were developed to help simplify the construction of the sensor fusion system. Overall, each fuzzy system is constructed in a similar manner and is governed by the same fuzzy architecture, where each differs is in the inputs, outputs, and rule bases. Each of the fuzzy systems are of Mamdani-type and have the following architecture: triangular membership functions, fuzzy partitioning, normalized inputs and outputs, minimum “and” method, minimum implication method, sum aggregation, and centroid defuzzification. For the scope of this paper, the fuzzy partitioning is such that the membership functions are structured where the end points of one membership function coincide with the center points of the neighboring membership functions. Due to this fuzzy partitioning, and the fact that each Fuzzy Inference System (FIS) input and output contains three membership functions, for all possible inputs exactly two rules will be activated. Thus, the third rule yields an output of zero membership. This can be verified by referencing Fig. 2.

Each FIS consists of a single input with four outputs. Depending on the FIS being used, the input to the system is based on the normalized distance a sensor is from the sUAS. If, for example, one or more onboard sensors detect a single sUAS, the average range the detected vehicle is away from each sensor is used. However, if no vehicles are close enough to a particular sUAS to sense it with their onboard sensors, the input will instead be based on the distance from the radar sources. Here, instead of using the average distance, the input will be the range to the closest radar source.

The four outputs of each FIS are dependent on the sensor platforms available. If only two sensor types are available, the FIS outputs would be the confidences in the lateral and vertical estimations for each sensor type. Given this common architecture, examples of input and output membership functions are shown in Fig. 2. In the left inset, the input (normalized distance) is described by three membership functions: Close, Medium, and Far. Regardless of the source used to describe the distance, the input domain will always lie between zero and one.

Similar to the input, each output (sensor confidence) is also described by three membership functions: Low, Medium, and High. These two outputs represent the confidence level placed on two sensor types along the same direction (either lateral or vertical). Since the sum of the confidence values for each direction must be equal to one, as seen in (20), the domain for each output must satisfy the constraint described by (21).
\[ 1 = \frac{\min(D_1) + \max(D_2)}{\max(D_1) + \min(D_2)} \quad (21) \]

Where \( D_1 \) and \( D_2 \) are the domains for outputs one and two, respectively. Therefore, in this example, the first input domain lies between 0.55 and 0.85, and the second output has a domain between 0.15 and 0.45. Thus, 0.55 + 0.45 = 1 and 0.85 + 0.15 = 1, satisfying (21). This property will hold for all domains that satisfy this constraint due to the structure of each FIS and the input output relationships described by the rule bases, shown in Tables IV and VI.

Since a centroid defuzzification technique is used, and two rules are always active for all input values, the FIS output can never reach the bounds of the output domain. Thus, the actual minimum and maximum outputs of the FIS are limited by the relationship shown in (22). Here, \( a_i \) and \( c_i \) are the minimum and maximum values of the \( i \)th output domain \( \mathcal{D}_i \), respectively.

\[ \text{Out} \in \mathcal{D}_i: \frac{a_i+c_i}{2} \leq \text{Out} \leq \frac{a_i+5c_i}{6} \quad (22) \]

The rule bases of each respective FIS are shown in Tables III, V, and VII. In addition, the domains of each output for each respective FIS are shown in Tables IV, VI, and VIII. Here, the minimum and maximum values for each output are also shown. In Tables III through VIII, the following shorthand is used:

- Normalized distance: [Dist]
- GPS confidence in lateral and vertical measurements, respectively: \([G(xy)]\) and \([G(z)]\)
- Onboard sensor confidence in lateral and vertical measurements, respectively: \([O(xy)]\) and \([O(z)]\)
- Radar confidence in lateral and vertical measurements, respectively: \([R(xy)]\) and \([R(z)]\)
- Domain and Output bounds, respectively: \([\mathcal{D}]\) and \([\text{Out}]\)
- Inputs: Close [C], Medium [M], and Far [F]
- Outputs: Low [L], Medium [M], and High [H]

**a) GPS and Radar**

If an sUAS is equipped with an onboard GPS system, and is also detected by two or more ground based radars, the FIS rules shown in Table III are used. Here, the input to the system would be the minimum normalized distance the vehicle is sensed from all radar sources. To normalize the distance input, the true range is divided by 1464.2 m. This is 50 m greater than the distance from the center of the simulation area to any of the four radars.

**TABLE III. GPS AND RADAR FIS RULES**

<table>
<thead>
<tr>
<th>Rule #</th>
<th>Dist</th>
<th>Input: G(xy)</th>
<th>Input: R(xy)</th>
<th>Input: G(z)</th>
<th>Input: R(z)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>C</td>
<td>L</td>
<td>H</td>
<td>L</td>
<td>H</td>
</tr>
<tr>
<td>2</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
</tr>
<tr>
<td>3</td>
<td>F</td>
<td>H</td>
<td>L</td>
<td>H</td>
<td>L</td>
</tr>
</tbody>
</table>

**TABLE IV. GPS AND RADAR FIS OUTPUT DOMAINS**

<table>
<thead>
<tr>
<th>( \mathcal{D} )</th>
<th>([0.55, 0.85])</th>
<th>([0.15, 0.45])</th>
<th>([0.2, 0.5])</th>
<th>([0.5, 0.8])</th>
</tr>
</thead>
<tbody>
<tr>
<td>Out</td>
<td>([0.6, 0.8])</td>
<td>([0.2, 0.4])</td>
<td>([0.25, 0.45])</td>
<td>([0.55, 0.75])</td>
</tr>
</tbody>
</table>

**b) Onboard and Radar**

If an sUAS does not have an onboard GPS system, but is recognized by both a ground based radar and at least one other vehicle, the following FIS is used. The input to the system is the normalized average range the vehicle is from all other sUAS that sense that particular vehicle. This distance is normalized by taking the true average value and dividing it by 150 m. This normalization value was selected after testing and tuning the fusion system. This value is near the range where the onboard sensor errors become exceptionally large (i.e. less accurate).

**TABLE V. ONBOARD AND RADAR FIS RULES**

<table>
<thead>
<tr>
<th>Rule #</th>
<th>Dist</th>
<th>Input: (O(xy))</th>
<th>Input: (R(xy))</th>
<th>Input: (O(z))</th>
<th>Input: (R(z))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>C</td>
<td>H</td>
<td>L</td>
<td>H</td>
<td>L</td>
</tr>
<tr>
<td>2</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
</tr>
<tr>
<td>3</td>
<td>F</td>
<td>L</td>
<td>H</td>
<td>L</td>
<td>H</td>
</tr>
</tbody>
</table>

**TABLE VI. ONBOARD AND RADAR FIS OUTPUT DOMAINS**

<table>
<thead>
<tr>
<th>( \mathcal{D} )</th>
<th>([0.325, 0.775])</th>
<th>([0.225, 0.675])</th>
<th>([0.2, 0.425])</th>
<th>([0.575, 0.8])</th>
</tr>
</thead>
<tbody>
<tr>
<td>Out</td>
<td>([0.4, 0.7])</td>
<td>([0.3, 0.6])</td>
<td>([0.25, 0.4])</td>
<td>([0.6, 0.75])</td>
</tr>
</tbody>
</table>

**c) GPS, Onboard, and Radar**

If an sUAS has GPS onboard, is detected by surrounding vehicles, and identified by the ground based radars, then this FIS will be employed. Here, the input to the FIS is again the normalized average range separating the vehicles, as sensed by the onboard sensors. This average range was normalized by taking the true average value and dividing it by 180 m (also determined after testing/tuning).

Unlike the previously described FISs, a total of six confidence values need to be assigned. To accomplish this, it was decided that two of the six values, one for each direction (lateral and vertical) would be held constant, regardless of the input value. Thus, the FIS still only needs to compute four confidence values. For this study, \(G(xy)\) and \(R(z)\) were held constant at 0.5. These were selected due to the low uncertainty associated with the GPS estimation in the lateral plane, and the relatively low uncertainty with radar measurements in the vertical plane.

Recalling (20), we need to ensure that the sum of all three confidences must be equal to one, for both the lateral and vertical directions. Thus, the domain of each output must consider how much confidence has already been placed in the sensor that is held constant. For this fuzzy system, the domain of the outputs must satisfy (23). Here, \(D_1\) and \(D_2\) are the domains for outputs one and two (for the same direction), respectively, and \(c\) is the constant confidence level as defined by the designer.

\[ 1 = \frac{\min(D_1) + \max(D_2) + c}{\max(D_1) + \min(D_2) + c} \quad (23) \]

**TABLE VII. GPS, ONBOARD, AND RADAR FIS RULES**

<table>
<thead>
<tr>
<th>Rule #</th>
<th>Dist</th>
<th>Input: (O(xy))</th>
<th>Input: (R(xy))</th>
<th>Input: (O(z))</th>
<th>Input: (G(z))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>C</td>
<td>H</td>
<td>L</td>
<td>H</td>
<td>L</td>
</tr>
<tr>
<td>2</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
</tr>
<tr>
<td>3</td>
<td>F</td>
<td>L</td>
<td>H</td>
<td>L</td>
<td>H</td>
</tr>
</tbody>
</table>

**TABLE VIII. GPS, ONBOARD, AND RADAR FIS OUTPUT DOMAINS**

<table>
<thead>
<tr>
<th>( \mathcal{D} )</th>
<th>([0.175, 0.325])</th>
<th>([0.125, 0.275])</th>
<th>([0.225, 0.375])</th>
</tr>
</thead>
</table>
IV. RESULTS

In each of the 135 configuration cases shown in Table II, 1,000 independent measurements were evaluated. For each case, the error for each independent measurement was recorded. To visualize the error distributions, each sensor type’s estimate and the final fused estimate was plotted on a histogram. In Fig. 3, an example histogram is shown. This histogram shows the results of a sample trial where all four radar sources are available and three sUAS can sense the vehicle with onboard sensors. Here, the measurement error was broken down into the lateral error, vertical error, and the total error. As seen from this figure, the fuzzy fusion estimation more accurately modeled the true vehicle location than all other sources. In all cases, the fused mean error is less than all other estimations, and has a lesser standard deviation. Although not explicitly shown, in all cases the MAP estimations displayed were more accurate than the individual raw measurement values.

To evaluate the performance of the proposed fusion technique, the mean and standard deviation of the error for each configuration was computed and compared against the sensor MAP values. The results of all 135 cases have been described in Fig. 4. Here, the mean and standard deviation of the error for each sensor type combination is shown. Whereas the left inset in Fig. 4 segregates the data by the number of radars, the middle and right insets combine the results for all numbers of radars and instead segregates the data by number of sUAS. As it can be seen from these graphs, the fused value had a lower mean and standard deviation than any single sensor MAP estimation in all cases. In addition, as the number of sUAS increased, the mean and standard deviation of the error decreased. This means that as the number of vehicles sensing one particular vehicle increased, so did the accuracy of the position estimation. Lastly, using all three sensor types resulted in the best fused estimation.

V. CONCLUSION

In this study, we have demonstrated a novel approach to estimate the location of an sUAS using a Fuzzy Logic based sensor fusion technique. The presented fusion system produced position estimates that had lower mean error and standard deviation when compared to using a Maximum a Posteriori estimator for each sensor platform. Overall, this approach could be applied to any number of sensor sources with varying reliability and performance, and be used in real-time operations.

At this time, the fuzzy system parameters were developed by hand with no additional tuning. To improve its performance, we wish to develop a Genetic Algorithm to train each FIS. In addition, we would like to incorporate this system into a vehicle tracker. Therefore, as vehicles move in space throughout time, the tracker would need to identify the vehicles and use data association to assign new data to tracks. Adding this time component would allow this fuzzy solution to be used for state-estimation of the speed and heading of all sUAS. Lastly, we are interested in using a quaternion approach to estimate vehicle locations. This approach may have a beneficial reduction in the computational complexity of the proposed system.
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