Comparing Interval Management Control Laws for Steady-State Errors and String Stability

Lesley A. Weitz∗
The MITRE Corporation, McLean, VA, U.S.A.

and

Kurt A. Swieringa†
NASA Langley Research Center, Hampton, VA, U.S.A.

Interval Management (IM) is a future airborne spacing concept that leverages avionics to provide speed guidance to an aircraft to achieve and maintain a specified spacing interval from another aircraft. The design of a speed control law to achieve the spacing goal is a key aspect in the research and development of the IM concept. In this paper, two control laws that are used in much of the contemporary IM research are analyzed and compared to characterize steady-state errors and string stability. Numerical results are used to illustrate how the choice of control laws gains impacts the size of steady-state errors and string performance and the potential trade-offs between those performance characteristics.

I. Introduction

Interval Management (IM) is a future Air Traffic Management concept that uses specialized avionics to provide speed guidance to an aircraft to achieve and maintain a specified spacing interval relative to another aircraft. The IM concept is enabled by the deployment of Automatic Dependent Surveillance-Broadcast (ADS-B), which is a technology that broadcasts aircraft states (i.e., positions and velocities). Aircraft within surveillance range of the broadcasting aircraft can receive this information and use it for advanced flight-deck applications, ranging from situation awareness to providing guidance based on the states of other aircraft.

In the envisioned concept, an air traffic controller, with the help of supporting Air Traffic Control (ATC) automation systems, would identify an aircraft that is equipped with IM avionics (the IM Aircraft), an aircraft from which the IM Aircraft should space (the Target Aircraft), and a spacing goal (the Assigned Spacing Goal). The IM avionics would then provide speed guidance to achieve and/or maintain the Assigned Spacing Goal relative to the Target Aircraft. Research has shown that IM can provide more precise inter-aircraft spacing than the use of ATC automation systems alone through the more frequent provision of speed guidance in the presence of uncertainties. 2,3

Research in flight-deck spacing concepts has been ongoing for a few decades. 4 A number of speed control algorithms have been developed and tested to support various aspects of the research, including performance analyses using fast-time simulation, human-in-the-loop experiments, and flight tests. 5–19 The Federal Aviation Administration (FAA) is leading the development of avionics standards and the requisite ATC automation systems to enable IM operations in the U.S. National Airspace System. As a part of the avionics standards effort, a sample IM algorithm has been developed and tested and is described in the recently-published Flight-deck Interval Management (FIM) Minimum Operational Performance Standards (MOPS), DO-361. 20 In addition, the National Aeronautics and Space Administration (NASA) conducted a flight test in 2017 using prototype IM avionics based on the NASA-developed Airborne Spacing for Terminal Arrival Routes (ASTAR) algorithm. The prototype avionics were largely compliant with the avionics standards in DO-361. 21
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This paper compares the two IM speed control laws at the core of the spacing algorithms that are being used for much of the contemporary IM research: the Time-to-Go control law in the sample algorithm in DO-361 and NASA's ASTAR control law that was used for the prototype avionics in the recent flight test. While the fundamental design of the control laws is similar, there are differences in design that lead to differences in steady-state errors and string behavior. This comparison is important when aiming to understand differences in performance and how each control law may be tuned to maximize the desired performance (e.g., attenuating spacing errors along a string of aircraft all performing IM operations while also minimizing steady-state errors).

The paper is organized as follows. Additional background on the IM control laws is presented in Section II. The main results are presented in Section III, where the steady-state error and string-stability relationships for each control law are derived using a common framework. Numerical results are used to further compare the two control laws in Section IV, and lastly, conclusions are presented in Section V.

II. Background

Two primary stages comprise IM operations: the Achieve Stage and the Maintain Stage.\textsuperscript{1,16} The Achieve Stage defines the part of the IM operation when the IM Aircraft is making progress towards the Assigned Spacing Goal; i.e., the start of the operation until the IM Aircraft crosses the point where the spacing goal is needed, referred to as the Achieve-by Point. The Maintain Stage follows the Achieve Stage. During this part of the IM operation, the speed guidance aims to maintain the spacing interval to within a tolerance of the Assigned Spacing Goal until the IM Aircraft crosses the point where the IM operation is terminated, referred to as the Planned Termination Point. Figure 1 depicts an example IM operation with the Achieve-by Point, Planned Termination Point, and the Achieve and Maintain Stages denoted.

The IM and Target Aircraft are constrained to be on the same route during the Maintain Stage; however, during the Achieve Stage, aircraft may be on different routes. The Achieve-by Point may be located at any point where the routes are common, and as early as the merge point between the routes.

For time-based Assigned Spacing Goals (the primary focus of the majority of IM-related research and this paper), the spacing interval at the Achieve-by Point and during the Maintain Stage is defined as the difference in times that the IM and Target Aircraft cross a common point. Prior to the Achieve-by Point, the spacing is evaluated using the predicted spacing interval, which is the difference in predicted times that the IM and Target Aircraft are expected to cross a common point. The predicted times are derived from four-dimensional (4D) trajectories (i.e., the three dimensional position of the aircraft given as a function of time) generated for both the IM and Target Aircraft.

This paper focuses on speed control laws for the Achieve Stage of IM operations, which provide speed
guidance to minimize the predicted spacing error at the Achieve-by Point. The predicted 4D trajectories for
the IM and Target Aircraft, from which the predicted spacing interval at the Achieve-by Point is determined,
are key components of the speed guidance calculation. While this paper does not extensively explore trajec-
tory prediction algorithms, assumptions are made about the reference trajectories to enable the closed-form
steady-state error and string-stability analyses in Section III. Further detail on predicting trajectories for
the IM and Target Aircraft can be found in references [20] and [22].

There are two primary objectives of the speed control law in the Achieve Stage:

1. the spacing interval at the Achieve-by Point must be within tolerance of the Assigned Spacing Goal,
   and
2. the speed guidance must be such that spacing errors are attenuated along a string of aircraft performing
   IM operations.

Relating to the first objective, the tolerance allows some deviation from the Assigned Spacing Goal as a
result of any steady-state errors and also due to uncertainties in the environment (e.g., effects of wind
conditions). The desired spacing performance at the Achieve-by Point is to achieve spacing errors within 10
seconds of the Assigned Spacing Goal 95% of the time.

The second objective is related to string stability and the tuning of control law gains to ensure that spacing
errors are dissipated along the string, rather than amplified. Weitz and Hurtado provide background and
related literature on string stability and how it applies to the IM concept.12 The analysis is straightforward
for linear systems, which involves determining the error-propagation transfer function that relates spacing
errors between adjacent IM pairs in a string. The magnitude of the frequency response function can then be
evaluated to see how an input error (i.e., the error in the preceding IM pair) is either amplified or attenuated
by the output error (i.e., the next IM pair in the string).

In the IM avionics standards (DO-361), these objectives are represented by performance requirements;
however, there is no requirement to implement a particular speed control law. This enables avionics man-
ufacturers to have some flexibility in their design approach. The Time-to-Go control law, which is a part
of the sample algorithm provided in DO-361, and the ASTAR control law, which was most recently used
to design the prototype IM avionics for the 2017 flight test, are two possible approaches to satisfying the
Achieve Stage objectives.

III. Main Results

Steady-state error and string stability are examined for the Time-to-Go and ASTAR control laws. For
each analysis, it is assumed that a string of aircraft is conducting IM operations. Aircraft 2 through n + 1
are IM Aircraft spacing relative to their immediately preceding Target Aircraft, resulting in n IM pairs.

A. Simple Aircraft Model

A single degree-of-freedom, acceleration-level model is used to represent longitudinal aircraft motion and the
closed-loop response of the IM Aircraft to speed commands determined by the speed control law.

\[
\dot{x}(t) = v(t); \quad \dot{v}(t) = k_v (v_c(t) - v(t))
\]

Here, \(x\) is the inertial (along-path) position of the aircraft, and \(v\) is the inertial speed. The IM speed control
law calculates a speed command, \(v_c(t)\), and a first-order model is designed to track that speed. The value of
the aircraft-performance gain, \(k_v\), is selected to approximately model the aircraft and its auto-flight system
(e.g., autothrottle) dynamics.

B. Predicted Spacing Error

The predicted spacing error, \(e_i(t)\), is defined as the difference in the time-to-go (TTG) of the IM Aircraft
(the \((i+1)\)th aircraft) and the TTG of the Target Aircraft (the \(i\)th aircraft) to the Achieve-by Point at time
\(t\) plus the Assigned Spacing Goal, \(\Delta\).

\[
e_i(t) = \tau_{i+1}(t) - [\tau_i(t) + \Delta]
\]
Here, \( \tau_{i+1}(t) \) and \( \tau_i(t) \) are the TTGs for the IM and Target Aircraft, respectively.

To enable the closed-form analyses presented here, a constant-speed reference trajectory is assumed with speed \( \bar{v} \). Assuming the constant speed, \( \bar{v} \), and that the Achieve-by Point is located at along-path position \( x_f \), the TTG of the \( i \)th aircraft to the Achieve-by Point can be calculated as a function of its along-path position.

\[
\tau_i(t) = \frac{x_f - x_i(t)}{\bar{v}}
\]  

(3)

Furthermore, the predicted spacing error can now be written as a function of the along-path positions of each aircraft.

\[
e_i(t) = \frac{x_i(t) - x_{i+1}(t)}{\bar{v}} - \Delta
\]  

(4)

C. Time-to-Go Control Law

The Time-to-Go control law is designed to track the location on the IM Aircraft’s reference trajectory where the TTG is equal to the desired TTG, denoted as \( \tau^*_i+1 \). The desired TTG is determined such that the predicted spacing error is zero.

\[
\tau^*_i+1(t) = \tau_i(t) + \Delta
\]  

(5)

The reference TTG is then mapped to an along-path position on the IM Aircraft’s reference trajectory, \( X_{i+1} (\tau^*_i+1(t)) \), from which the reference speed at that along-path position, \( \dot{X}_{i+1} (\tau^*_i+1(t)) \), may also be determined.

The Time-to-Go control law has the following general form.

\[
v^*_i+1(t) = \dot{X}_{i+1} (\tau^*_i+1(t)) + k [X_{i+1} (\tau^*_i+1(t)) - x_{i+1}(t)]
\]  

(6)

Here, \( k \) is a constant control gain with units 1/seconds (sec\(^{-1}\)).

For a constant-speed reference trajectory, the reference positions and speeds for the \( i \)th aircraft can be written as functions of \( \tau^*_i(t) \).

\[
X_i (\tau^*_i(t)) = x_f - \bar{v} \tau^*_i(t) \quad \text{and} \quad \dot{X}_i (\tau^*_i(t)) = \bar{v}
\]  

(7)

1. Steady-State Error Analysis

First, the steady-state error is analyzed for the first IM Aircraft pair (i.e., aircraft 2 following aircraft 1). The first aircraft in the string is assumed to fly speed \( v_1(t) \), which is not necessarily equal to the assumed reference trajectory speed \( \bar{v} \). Taking derivatives of \( e_1(t) \) yields the following.

\[
e_1(t) = \tau_2(t) - \tau_1(t) - \Delta = \frac{x_1(t) - x_2(t)}{\bar{v}} - \Delta
\]  

(8)

\[
\dot{e}_1(t) = \frac{v_1(t) - v_2(t)}{\bar{v}}
\]  

(9)

\[
\ddot{e}_1(t) = \frac{\dot{v}_1(t) - \dot{v}_2(t)}{\bar{v}} = \frac{\dot{v}_1(t)}{\bar{v}} - \frac{k_v}{\bar{v}} [v_2^*(t) - v_2(t)]
\]

(10)

\[
= \frac{\dot{v}_1(t)}{\bar{v}} - \frac{k_v}{\bar{v}} \left\{ \bar{v} + k \left[ x_f - \bar{v} \left( \frac{x_f - x_1(t)}{\bar{v}} + \Delta \right) - x_2(t) \right] - v_2(t) \right\}
\]

\[
= \frac{\dot{v}_1(t)}{\bar{v}} - \frac{k_v}{\bar{v}} \left\{ \bar{v} \left[ 1 + k e_1(t) \right] - v_2(t) \right\}
\]

Add \(-k_v/\bar{v} \cdot v_1(t)\) to each side of equation (10) to yield the following.

\[
\ddot{e}_1(t) + k_v \dot{e}_1(t) + (k_v k) e_1(t) = \frac{1}{\bar{v}} \dot{v}_1(t) + \frac{k_v}{\bar{v}} v_1(t) - k_v
\]  

(11)

The steady-state is reached when \( \ddot{e}_1(t), \dot{e}_1(t), \) and \( \dot{v}_1(t) \) are equal to zero, which leaves the following relationship.

\[
(k_v k) e_{1,ss} = \frac{k_v}{\bar{v}} v_{1,ss} - k_v
\]  

(12)
Solving for $e_{1,ss}$, the steady-state error is

$$e_{1,ss} = \frac{u_{1,ss} - \bar{v}}{\dot{e}k}.$$  \hspace{1cm} (13)

If $u_{1,ss} = \bar{v} + \delta$, then $e_{1,ss} = \frac{\delta}{\dot{e}k}$.

Next examining the spacing of the second through $n^{th}$ IM Aircraft pairs, the predicted spacing error $e_i(t)$ and its derivatives for $i = 2, ..., n$ are as follows.

$$e_i(t) = \tau_{i+1}(t) - \tau_i(t) - \Delta = \frac{x_i(t) - x_{i+1}(t)}{\bar{v}} - \Delta$$  \hspace{1cm} (14)

$$\dot{e}_i(t) = \frac{v_i(t) - v_{i+1}(t)}{\bar{v}}$$  \hspace{1cm} (15)

$$\ddot{e}_i(t) = \frac{\dot{v}_i(t) - \dot{v}_{i+1}(t)}{\bar{v}} = k_v \left[ \frac{v^c_i(t) - v_i(t)}{\bar{v}} - k_v \frac{v^c_{i+1}(t) - v_{i+1}(t)}{\bar{v}} \right]$$

$$= k_v \left[ \frac{\bar{v} - v_i(t) + k (x_i(t) - x_{i+1}(t) - \bar{v} \Delta)}{\bar{v}} \right] - \ldots$$

$$... - k_v \left[ \frac{\bar{v} - v_{i+1}(t) + k (x_i(t) - x_{i+1}(t) - \bar{v} \Delta)}{\bar{v}} \right]$$  \hspace{1cm} (16)

The second-order differential equation relating $e_i(t)$ and $e_{i-1}(t)$ is found from equation (16).

$$\ddot{e}_i(t) + k_v \dot{e}_i(t) + (k_v k) e_i(t) = (k_v k) e_{i-1}(t)$$  \hspace{1cm} (17)

In the steady-state, $\dot{e}_i(t)$ and $\ddot{e}_i(t)$ are equal to zero, which reveals that $e_{i,ss} = e_{i-1,ss}$; i.e., the steady-state error of the $i^{th}$ aircraft pair is equal to the steady-state error of the $(i - 1)^{th}$ pair.

2. String-Stability Analysis

The error-propagation transfer function relates the error of the $i^{th}$ IM pair to the error of the preceding pair and is found by taking the Laplace Transform of the second-order differential equations derived in the previous section. $H_1(s)$ relates the predicted spacing error of the first IM pair to the speed of the first aircraft in the string, and $H_i(s)$ relates the predicted spacing errors between adjacent pairs.

$$H_1(s) = \frac{E_1(s)}{V_1(s)} = \frac{\frac{1}{s} + \frac{k_v}{s^2 + k_v s + k_v k}}{s^2 + k_v s + k_v k}$$  \hspace{1cm} (18)

$$H_i(s) = \frac{E_i(s)}{E_{i-1}(s)} = \frac{k_v k}{s^2 + k_v s + k_v k}$$

The form of $H_i(s)$ is a well-known result from classical control literature. The magnitude of the frequency response function will be less than or equal to one for all input frequencies if the closed-loop damping ratio $\zeta$ is greater than 0.707, where

$$\zeta = \sqrt{\frac{k_v}{4k}}.$$  \hspace{1cm} (19)

Therefore, good string behavior can be imposed by selecting $k$ such that the closed-loop damping ratio is greater than 0.707.

$H_1(s)$ describes the amplification due to the frequency response of the first aircraft’s speed. As it is a function of $\bar{v}$, the results will be explored numerically in Section IV.

D. ASTAR13 Control Law

The ASTAR control law analyzed in this paper represents the thirteenth revision, and is also referred to as ASTAR13 in other literature. A key difference in ASTAR13 compared to previous versions of the ASTAR control law is the addition of a groundspeed term, which is the difference between the current speed of the Target Aircraft and the expected speed of the Target Aircraft based on the reference trajectory. \hspace{1cm} (10) The groundspeed term was added to compensate for cases when the Target Aircraft is flying slower than the expected speed for an extended period of time during the IM operation. Also in contrast to the Time-to-Go control law, the predicted spacing error appears explicitly in the ASTAR control law.
The ASTAR control law has the following form.

\[ v_{i+1}^e(t) = v_{i+1,ref} + k_pe_i(t) + k_{GS} [v_i(t) - v_{i,ref}] \]  

(20)

Here, \( v_{i+1,ref} \) and \( v_{i,ref} \) are the reference trajectory speeds at the current positions of the IM Aircraft (aircraft \( i + 1 \)) and the Target Aircraft (aircraft \( i \)), respectively; \( e_i(t) \) is the predicted spacing error between the Target Aircraft and the IM Aircraft at the Achieve-by Point; \( k_p \) is a proportional gain on the predicted spacing error; \( k_{GS} \) is the proportional gain for the groundspeed term, and \( v_i(t) \) is the current speed of the Target Aircraft.

Given the assumption of a constant-speed reference trajectory, the ASTAR control law is simplified.

\[ v_{i+1}^e(t) = \bar{v} + k_pe_i(t) + k_{GS} [v_i(t) - \bar{v}] \]  

(21)

1. Steady-State Error Analysis

Taking derivatives of \( e_i(t) \) reveals the second-order differential equation relating \( e_i(t) \) to the speed of the first aircraft in the string, \( v_1(t) \).

\[ e_i(t) = \left( \frac{x_i(t) - x_2(t)}{\bar{v}} \right) - \Delta \]  

(22)

\[ \dot{e}_i(t) = \frac{v_i(t) - v_2(t)}{\bar{v}} \]  

(23)

\[ \ddot{e}_i(t) = \frac{\dot{v}_i(t) - \dot{v}_2(t)}{\bar{v}} = \frac{\dot{v}_i(t) - k_v [v_p^2(t) - v_2(t)]}{\bar{v}} \]  

(24)

Adding \(-k_v/\bar{v} \cdot v_1(t)\) to both sides of equation (24) results in the following.

\[ \ddot{e}_i(t) + k_v \dot{e}_i(t) + \left( \frac{k_vk_p}{\bar{v}} \right) e_i(t) = \frac{1}{\bar{v}} \dot{v}_i(t) + \frac{k_v}{\bar{v}} (1 - k_{GS}) v_1(t) - k_v (1 - k_{GS}) \]  

(25)

The steady-state error is analyzed in the time domain. The following expression reveals the steady-state error \( e_{1,ss} \) when \( \dot{e}_1(t) = \ddot{e}_1(t) = \dot{v}_1(t) = 0 \).

\[ \left( \frac{k_vk_p}{\bar{v}} \right) e_{1,ss} = \frac{k_v}{\bar{v}} (1 - k_{GS}) v_{1,ss} - k_v (1 - k_{GS}) \]  

(26)

Solving for \( e_{1,ss} \), yields the following

\[ e_{1,ss} = \frac{(1 - k_{GS}) v_{1,ss} - \bar{v} (1 - k_{GS})}{k_p} \]  

(27)

Setting \( v_{1,ss} = \bar{v} + \delta \), \( e_{1,ss} = \frac{(1 - k_{GS}) \delta}{k_p} \).

The second-order differential equation relating \( e_i(t) \) to \( e_{i-1}(t) \) for \( i = 2, ..., n \) is revealed by taking derivatives of \( e_i(t) \).

\[ e_i(t) = \left( \frac{x_i(t) - x_{i+1}(t)}{\bar{v}} \right) - \Delta \]  

(28)

\[ \dot{e}_i(t) = \frac{v_i(t) - v_{i+1}(t)}{\bar{v}} \]  

(29)

\[ \ddot{e}_i(t) = \frac{\dot{v}_i(t) - \dot{v}_{i+1}(t)}{\bar{v}} = \frac{\dot{v}_i(t) - k_v [v_p^2(t) - v_{i+1}(t)]}{\bar{v}} \]  

(30)
Rearranging equation (30) results in the following relationship.

\[ \ddot{e}_i(t) + k_v \dot{e}_i(t) + \frac{k_v k_p}{\bar{v}} e_i(t) = k_v k_{GS} \ddot{e}_{i-1}(t) + \frac{k_v k_p}{\bar{v}} e_{i-1}(t) \]  

(31)

When the time derivatives are equal to zero in equation (31), \( e_{i,ss} = e_{i-1,ss} \).

2. String-Stability Analysis

Again, the error-propagation transfer functions are determined by taking the Laplace transform of equations (25) and (31).

\[ H_1(s) = \frac{E_1(s)}{V_1(s)} = \frac{\frac{1}{2} s + \frac{k_v}{s_v} (1 - k_{GS})}{s^2 + k_v s + \frac{k_v k_p}{s}} \quad \text{and} \quad H_i(s) = \frac{E_i(s)}{E_{i-1}(s)} = \frac{k_v k_{GS} s + \frac{k_v k_p}{s}}{s^2 + k_v s + \frac{k_v k_p}{s}} \]  

(32)

It should be noted that the key differences in the error-propagation transfer functions for the Time-to-Go and ASTAR control laws are the \( s^0 \) coefficient in the characteristic equation and the inclusion of the \( k_{GS} \) parameter in the numerators of \( H_1(s) \) and \( H_i(s) \).

IV. Numerical Results

Numerical results for different parameter values are presented to further compare the steady-state errors and string-stability properties for each control law.

A. Steady-State Errors

The steady-state error for the Time-to-Go control law is a function of control law gain \( k \), the assumed constant speed of the reference trajectory \( \bar{v} \), and the Target Aircraft’s deviation from the reference trajectory speed, \( \delta \). Figure 2 shows the steady-state errors as a function of \( \delta \) and \( \bar{v} \) for four different values of \( k \): \( k = 0.005, 0.008, 0.015, \) and \( 0.030 \) sec\(^{-1}\). As shown in Figure 2, the steady-state errors are smaller as the value of \( k \) increases and as the speed of the reference trajectory increases.

The ASTAR control law is a function of control law gain \( k_p \), the groundspeed gain \( k_{GS} \), and \( \delta \). In past research, the groundspeed gain has been given a value of 1 until the IM Aircraft is within 40 nautical miles (nmi) of the Achieve-by Point, where the groundspeed gain is linearly decreased to zero (at a distance of 20 nmi to the Achieve-by Point). The groundspeed term is also inhibited when the Target Aircraft’s groundspeed is faster than predicted. The primary reason for these modifications to the groundspeed gain is to reduce the number of undesirable speed increases, particularly when the aircraft is close to the runway. For the purposes of this paper, the groundspeed gain is assumed to be given a value of 1 or 0 (i.e., “on” or “off”). When the groundspeed term is “on,” \( k_p \) has a value of 0.375 knot(kt)/sec. This value increases linearly as the distance to the Achieve-by Point decreases, reaching a value around 1.000 kt/sec when \( k_{GS} \) becomes 0, before reaching a constant value of 1.5 or 2.000 kt/sec.

Figure 3 shows the steady-state errors for the ASTAR control law as a function of \( \delta \), \( k_p \), and \( k_{GS} \) (\( k_{GS} = 0 \) is on the left and \( k_{GS} = 1 \) is on the right). Four values of \( k_p \) are shown in each plot: \( k_p = 0.375, 1.000, 1.500, \) and \( 2.000 \) kt/sec.\(^a\) The steady-state errors are all zero (for all values of \( k_p \)) in the case that the groundspeed term is “on.” In the case that \( k_{GS} \) is “off,” the steady-state errors decrease with larger values of \( k_p \). As noted in the previous paragraph, \( k_p \) is expected to be between 1.000 and 2.000 kt/sec when \( k_{GS} = 0 \); therefore, the steady-state errors will be 20 seconds or less when the Target Aircraft is slower than the reference trajectory speed by as much as 20 kt.

It should be noted that the IM avionics standard requires the IM speed guidance to be limited to ±15% of the reference trajectory speed. The bounds on the speeds are intended to prevent unreasonable speeds from being presented to the flight crew. It is also expected that the first aircraft’s deviation from the assumed reference trajectory will be bounded to a range of reasonable speeds, therefore bounding the steady-state errors.

\(^a\)The control gain values differ by several orders of magnitude because the Time-to-Go gain is proportional to an along-path distance error (\( k \) has units of sec\(^{-1}\)), whereas the ASTAR gain is proportional to the predicted spacing error itself (\( k_p \) has units of kt/sec).
Figure 2. Time-to-Go control law: steady-state errors as a function of $\delta$, $\bar{v}$, and $k$.

Figure 3. ASTAR control law: steady-state errors as a function of $\delta$, $k_p$, and $k_{GS}$.
B. String Stability

As described previously, string stability is evaluated using the frequency-response magnitudes of the error-propagation transfer functions presented in the previous section.

For the Time-to-Go control law, \( H_1(s) \), which relates the spacing error for the first IM pair to the speed of the first aircraft in the string, is a function of the aircraft performance gain \( k_v \), the control law gain \( k \), and the speed of the reference trajectory \( \bar{v} \). Results show little effect from the control gain \( k \), as the magnitudes are grouped by values of \( k_v \) (i.e., the solid, dashed, and dash-dot lines are overlaid in each of the subplots). The magnitudes also decrease with increased values of \( \bar{v} \).

![Figure 4. Time-to-Go control law: frequency-response magnitudes for \( H_1(s) \) with different values of \( k_v \), \( k \), and \( \bar{v} \).](image)

Also described in Section III, the magnitudes of \( H_1(s) \) will be less than or equal to one if the closed-loop damping ratio is greater than 0.707. This result is shown in Figure 5 for four values of \( \zeta \): \( \zeta = 0.600 \), 0.707, 1.000, and 2.000, and as a function \( k_v \). As expected, Figure 5 shows that for damping ratios less than 0.707 (the dark blue lines in the figure), the frequency response function will be greater than one for a range of input frequencies. Therefore, the spacing errors will be amplified given inputs with frequencies in that range.

Figure 6 shows the frequency-response magnitudes using the same gain values as shown in Figure 2. In each case, the closed-loop damping ratios are greater than 0.707 and the magnitudes are less than one for all input frequencies. As expected, input errors will be attenuated more quickly with greater damping ratios. However, there is a trade-off that must be considered when selecting the gain value. While larger damping ratios will more quickly attenuate spacing errors along the string, those gains may not provide sufficient response to achieve the desired tolerance at the Achieve-by Point in the presence of uncertainties.

The frequency-response magnitudes of \( H_1(s) \) for the ASTAR control law are shown in Figures 7 and 8 for \( k_{GS} = 0 \) and 1, respectively. When \( k_{GS} = 0 \), the results are largely driven by the values of \( k_v \) and \( \bar{v} \) with little effect due to the value of \( k_p \). When \( k_{GS} = 1 \), the \( s^0 \) coefficient in the numerator of \( H_1(s) \) goes to zero, and the effects of \( k_v \) and \( k_p \) are revealed.

Figures 9 and 10 show the frequency-response magnitudes for \( H_i(s) \) when \( k_{GS} = 0 \) and 1, respectively. Figure 9 shows that the ASTAR control law leads to string stability for all values of \( k_v \), \( k_p \), and \( \bar{v} \) as all magnitudes are less than or equal to one for all input frequencies. Furthermore, the impact of \( \bar{v} \) on the dissipation of spacing errors along the string is minimal. However, Figure 10 shows that the ASTAR control law will propagate spacing errors with input frequencies in a small range when \( k_{GS} = 1 \). For the parameter values studied here, the worst case is for \( k_v = 0.2 \) (slowest aircraft response), \( k_p = 2.0 \) kt/sec (largest control gain), and \( \bar{v} = 200 \) kt (slowest reference speed). For that set of values, the maximum frequency-response magnitude is 1.04, which means that there will be a 4% increase in the spacing error magnitudes along the...
Figure 5. Time-to-Go control law: frequency-response magnitudes for $H_i(s)$ with different values of $k_v$ and closed-loop damping ratio $\zeta$.

Figure 6. Time-to-Go control law: frequency-response magnitudes for $H_i(s)$ with different values of $k_v$ and $k$. 
Figure 7. ASTAR control law: frequency-response magnitudes for $H_1(s)$ with different values of $k_v$, $k_p$, and $\bar{v}$, and for $k_{GS} = 0$.

Figure 8. ASTAR control law: frequency-response magnitudes for $H_1(s)$ with different values of $k_v$, $k_p$, and $\bar{v}$, and for $k_{GS} = 1$. 
string. It should be noted that this increase is relatively small and may be managed by limiting the length of aircraft strings or through limits on the speed guidance relative to the reference trajectory speed.

Figure 9. ASTAR control law: frequency-response magnitudes for $H_i(s)$ with different values of $k_v$, $k_p$, and $\bar{v}$, and for $k_{GS} = 0$.

V. Conclusions

This paper compared steady-state errors and string stability for two Interval Management (IM) speed control laws that have been used in recent IM research activities.

The Time-to-Go control law, which is a key component of the sample algorithm included in the IM avionics standards, will have steady-state errors if the first aircraft in a string of IM operations deviates from the expected speed in the reference trajectory. The steady-state error increases as a function of the Target Aircraft’s deviation from the expected speed and is decreased with larger values of the control law gain. Good string behavior (i.e., spacing errors will be dissipated along the string) is achieved for closed-loop damping ratios greater than 0.707.

The ASTAR control law, which was the basis for the prototype IM avionics in a recent flight test, includes a groundspeed feedback term for cases when the Target Aircraft deviates from its expected speed in the reference trajectory for an extended duration of the IM operation. In this paper, the gain for the groundspeed was set to either 0 or 1, representing the states when the groundspeed feedback term is either “off” or “on,” respectively. When this term is “on,” the steady-state errors are zero for all choices of control gain; however, this causes some undesired string behavior when the frequency-response magnitudes exceed one for a range of input frequencies. In contrast, when the groundspeed term is “off,” the steady-state errors are non-zero, but frequency-response magnitudes are less than one for all choices of the control gain and input frequencies. These results reveal the trade-offs in choosing control gains to minimize steady-state errors and ensure good string behavior.

This paper will help inform future speed control law design for IM, including the selection of control gains to balance the size of steady-state errors and string behavior.
Figure 10. ASTAR control law: frequency-response magnitudes for $H_i(s)$ with different values of $k_v$, $k_p$, and $\bar{v}$, and for $k_{GS} = 1$.
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