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Abstract

In 2001 Herring and Quinn proposed the algorithm for correction for atmospheric delay to ICESat-1 GLAS laser altimeter. The purpose of this document is to provide a revision of the algorithm suitable for processing the data from ICESat-2 mission scheduled for launch in 2016. The goal of the revision is to provide a procedure for atmospheric delay correction that would be precise to 1 mm level. The actual accuracy of delay computation will be somewhat less, but it will be limited only by imperfection of the used numerical weather model.

1 Introduction

In 2001 Herring and Quinn (2001) proposed the algorithm for correction for atmospheric delay to ICESat-1 GLAS laser altimeter. The purpose of this document is to provide a revision of the algorithm suitable for processing the data from ICESat-2 mission scheduled for launch in 2016. The goal of the revision is to provide a procedure for atmospheric delay correction that would be precise to 1 mm level. The actual accuracy of delay computation will be somewhat less, but it will be limited only by imperfection of the used numerical weather model.

2 Proposed changes

We propose to compute atmospheric path delay by integrating equations of wave propagation through the heterogeneous medium. Similar to the approach suggested by Herring and Quinn (2001), we will use numerical weather models for computing the refractivity field. We develop this approach further and suggest the following changes:

- Using numerical weather model GEOS-5.9.1 (FP-IT) instead of NCEP FNL model. The new model has a) better spatial and time resolution (0.625° × 0.5° × 72 × 3h versus 1.0° × 1.0° × 27 × 6h); b) semi-frozen status, i.e. lack of jumps due to model revision; c) better accuracy since it uses a more sophisticated theory that accumulates progress in our knowledge of atmosphere circulation acquired during last decade. Since GEOS (FP-IT) is provided at a terrain-following grid, the computational procedure to evaluate refractivity as a function of height is different.

- Computation of refractivity using rigorous algorithm of Ciddor (1996). Herring and Quinn (2001) claimed “the [Ciddor] algorithm requires a number of steps and as such unsuitable for practical integration through the atmosphere”. We do not agree with that statement and found that its implementation is neither difficult, nor computationally intensive.

- Herring and Quinn (2001) suggested to split path delay into two components, dry and wet, and integrate the first component analytically using a sort of ap-
proximation and to integrate the second component numerically. We compute the total path delay by rigorous integration the column of air refractivity.

- Herring and Quinn (2001) uses liner interpolation for computing refractivity at above the footprint. We expand the refractivity field into the four-dimensional B-spline basis. This ensures the continuity of path delay between nodes of interpolation.

2.1 Expression for refractivity of moist air

According to the definition, the refractivity is the ratio of the speed of propagation of electromagnetic wave in the media to the speed in vacuum. Therefore, integrating the refractivity along the path, we immediately get the path delay. The refractivity depends on the state of the atmosphere. For computation of refractivity with accuracy we need, $5 \cdot 10^{-4}$, we can consider all atmospheric gases, except water vapor, maintaining a fixed mixing ratio. The atmosphere can be considered consisting of two components: dry and wet. Thereafter we select the following parameters that describes the state of the atmosphere: $P$ — the total atmospheric pressure, $P_w$ — the partial pressure of the water vapor, and $T$ — air temperature, the so-called PPWTEM parameterization.

Detailed overview of the state-of-the-art of modeling refractivity is given in Rüger (2002). The working group of the International Union of Geodesy and Geophysics on Fundamental Constants, issued a recommendation in 1991 that stated that “the group refractive index in air for electronic distance meter measurements to better than one part per million with visible and near infrared waves in the atmosphere be computed using the procedure published by Ciddor (1996) and Ciddor & Hill (1999).

The refractivity of moist air is computed according to Ciddor (1996)

$$n(P, P_w, T, k) = \frac{\rho_d(P, P_w, T)}{\rho_d} n_{d,r}(k) + \frac{\rho_w(P, P_w, T)}{\rho_w} n_{w,r}(k)$$

(1)

where $\rho_d(P, P_w, T)$ is density of dry component of the atmosphere as a function of total pressure P, partial pressure of water vapor $P_w$ and air temperature, $\rho_w(P, P_w, T)$ is density of wet component, and $\rho_d, \rho_w$ are densities of dry and water vapor at certain reference conditions. $n_{d,r}$ and $n_{w,r}$ are refractivity of dry air and water vapor at these standard conditions as a function of wave number which is reciprocal to wavelength $k = 1/\lambda$. Here, we define the refractivity as $\frac{c-v}{v}$, where $c$ is the speed of light in vacuum and $v$ is the speed of light in the medium.

Ciddor (1996) suggests the following equations for group refractivity $n_{d,r}$ and $n_{w,r}$ for reference meteorological conditions:

$$n_{d,r}(k) = d_1 \frac{d_0 + k^2}{d_0 - k^2} + d_3 \frac{d_2 + k^2}{d_2 - k^2}$$

$$n_{w,r}(k) = C (w_0 + 3w_1 k^2 + 5w_2 k^4 + 7w_3 k^6)$$

(2)
Reference meteorological conditions are $P = 101325$ Pa, $P_w = 0$, $T = 288.15\text{K}$ for $n_{d,r}(k)$ and $P = 1333$ Pa, $P_w = 1333$ Pa, $T = 293.15\text{K}$ for $n_{w,r}(k)$.

A general expression for the density of moist air endorsed by the International Committee for Weights and Measures (CIPM-2007) (Picard et al., 2007) is the following:

$$
\rho_m = \left( (P - P_w) M_d + P_w M_w \right) \frac{Z^{-1}(P, P_w, T)}{RT} \quad (3)
$$

where $M_d$ is molar mass of dry air, $M_w$ is the molar mass of water, $R$ is the universal gas constant and $Z$ is air compressibility. The compressibility is computed this way:

$$
Z(P, P_w, T) = 1 - \frac{P}{T} (a_0 + a_1 t + a_2 t^2) + \frac{P_w}{T} (b_0 + b_1 t) + \frac{P^2}{PT} (c_0 + c_1 t) + \frac{P^2}{T^2 e_0} + \frac{P_w^2}{T^2 f_0} \quad (4)
$$

where $t = T + 273.15$. The coefficients are given in Table 1.

The expression for air refractivity can be regrouped to

$$
n = \frac{S_d P + S_w P_w}{T} Z^{-1} \quad (5)
$$

where

$$
S_d = \frac{M_d n_{d,r}}{R \rho_{d,r}}; \quad S_w = \frac{M_w n_{w,r}}{R \rho_{w,r}} - S_d \quad (6)
$$

Thus, according to the rigorous algorithm for computing air refractivity in optical in near infrared range, path delay for ICESat-1 and ICESat-2 is computed using this expression:

$$
n = \left( S_d(\lambda) \frac{P}{T} + S_w(\lambda) \frac{P_w}{T} \right) Z^{-1}(P, P_w, T) \quad (7)
$$

where $P$ is the total pressure, $P_w$ is the partial pressure of water vapor, $T$ is air temperature, $S_d$ and $S_w$ are parameters that depend only on wavelength and $Z$. 

Table 1. Used constants

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_0$</td>
<td>$2.380185 \cdot 10^{+14}$ m$^{-1}$</td>
</tr>
<tr>
<td>$d_1$</td>
<td>$5.792105 \cdot 10^{+10}$</td>
</tr>
<tr>
<td>$d_2$</td>
<td>$5.7362 \cdot 10^{+13}$ m$^{-2}$</td>
</tr>
<tr>
<td>$d_3$</td>
<td>$1.67917 \cdot 10^{+09}$</td>
</tr>
<tr>
<td>$w_0$</td>
<td>$2.95235 \cdot 10^{-06}$</td>
</tr>
<tr>
<td>$w_1$</td>
<td>$2.6422 \cdot 10^{-20}$ m$^{-2}$</td>
</tr>
<tr>
<td>$w_2$</td>
<td>$-3.2380 \cdot 10^{-34}$ m$^{-4}$</td>
</tr>
<tr>
<td>$w_3$</td>
<td>$4.028 \cdot 10^{-47}$ m$^{-6}$</td>
</tr>
<tr>
<td>$C$</td>
<td>1.022</td>
</tr>
<tr>
<td>$a_0$</td>
<td>$1.58123 \cdot 10^{-6}$ K · Pa$^{-1}$</td>
</tr>
<tr>
<td>$a_1$</td>
<td>$-2.933 \cdot 10^{-8}$ Pa$^{-1}$</td>
</tr>
<tr>
<td>$a_2$</td>
<td>$1.1043 \cdot 10^{-10}$ K$^{-1}$ · Pa$^{-1}$</td>
</tr>
<tr>
<td>$b_0$</td>
<td>$5.707 \cdot 10^{-6}$ K · Pa$^{-1}$</td>
</tr>
<tr>
<td>$b_1$</td>
<td>$-2.051 \cdot 10^{-8}$ Pa$^{-1}$</td>
</tr>
<tr>
<td>$c_0$</td>
<td>$1.9898 \cdot 10^{-4}$ K · Pa$^{-1}$</td>
</tr>
<tr>
<td>$e_0$</td>
<td>$1.83 \cdot 10^{-11}$ K$^2$ · Pa$^{-2}$</td>
</tr>
<tr>
<td>$f_0$</td>
<td>$-7.65 \cdot 10^{-9}$ K$^2$ · Pa$^{-2}$</td>
</tr>
</tbody>
</table>

Table 2. Coefficients of refractivity expression 5 for ICESat1 ($\lambda = 1064.0$ nm) and ICESat2 ($\lambda = 532.0$ nm):

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_d$</td>
<td>$S_w$</td>
<td></td>
</tr>
<tr>
<td>ICESat-1</td>
<td>$7.8147358 \cdot 10^{-7}$</td>
<td>$-1.0604128 \cdot 10^{-7}$</td>
</tr>
<tr>
<td>ICESat-2</td>
<td>$8.1822296 \cdot 10^{-7}$</td>
<td>$-9.7331360 \cdot 10^{-8}$</td>
</tr>
</tbody>
</table>

is the air compressibility. *Herring and Quinn* (2001) used a similar expression for refractivity:

$$n = S_d^a(\lambda) \frac{P}{T} + S_w^a(\lambda) \frac{P_w}{T}$$

but their parameters $S_d^a$, $S_w^a$ slightly differ from Ciddor (1996) and they neglected compressibility $Z$. Direct tests showed that computation of refractivity using expression 7 takes 35 ns at a modern general purpose computer (I7-3930K @ 4.2GHz), which is a completely negligible share of the total computational budget.

### 2.2 Computation of refractivity field from NASA Global Modeling and Assimilation Office numerical weather models

At the moment, the NASA Global Modeling and Assimilation Office (GMAO) offers three models: MERRA Reanalysis, GEOS FP-IT, and GEOS-FP. The first model is
frozen. The output is updated monthly and has a lag of 20–50. GEOS FP-IT is semi-frozen and is updated 4 times a day with a lag of 9–15 hours. GEOS-FP is updated with the same schedule as GEOS FP-IT, but the model may undergo more frequency changes than GEOS FP-IT. All these models has a terrain-following vertical grid with 72 layers. The horizontal grid for MERRA is 0.5° × 0.667°, 0.5° × 0.5° for GEOS (FP-IT) and 0.25° × 0.3125° for GEOS-FP time resolution is 6 hours for MERRA and GEOS FP-IT, and 3 hours for GEOS-FP.

The output of GMAO numerical weather models at native grid does not provide parameters of the state of the atmosphere as a function of geometric height. Among other parameters, they provide specific humidity $q$, air temperature $T$, and so-called layer thickness at 72 layers. The layer thickness is defined as the difference in atmosphere pressure between layers. The atmospheric of the highest layer is fixed: 1 Pa. Therefore, the output of GMAO numerical weather models provide $T(P)$ and $q(P)$ as a function of pressure.

Assuming the atmosphere is in a state of the hydrostatic equilibrium and invoking the gas law, we write the differential state equation

$$
\frac{dh}{dP} = \frac{RT(P)}{g(P) \left( Z_d^{-1}(P,T) M_d P_d + Z_w^{-1}(P,T) M_w P_w \right)}
$$

where $h$ is the geometric height, $P$ is the atmospheric pressure which is decomposed into partial pressure of dry air $P_d$ and water vapor pressure $P_w$, such that $P = P_d + P_w$, $T$ is the air temperature, $g$ is the gravity acceleration, $Z_d^{-1}$ and $Z_w^{-1}$ are compressibility of dry air and water vapor respectively, $R$ is the universal gas constant, $M_d$ and $M_w$ are molar mass of dry air and water vapor.

Dependence of $g$ on $h$ is well known, for instance, (Wahr, 1996):

$$
g(\varphi, h) = g_e \frac{1 + k \sin^2 \varphi}{\sqrt{1 - (2f_\oplus - f_\oplus^2) \sin^2 \varphi}} \times \left[ 1 - \frac{2}{R_\oplus} \left( 1 + \frac{\Omega_\oplus^2 R_\oplus^3 (1 - f_\oplus)}{GM} + (1 - 2f_\oplus) \sin^2 \varphi \right) h + \frac{3}{R_\oplus^2} h^2 \right].
$$

Here $f_\oplus$ is the Earth’s flattening, $R_\oplus$ is Earth’s equatorial radius, $\varphi$ — geodetic latitude, $\Omega_\oplus$ — Earth’s angular velocity, $GM$ — Earth’s gravitational constants, and $g_e$, $k$ are constants. But dependence $g$ on $P$ is determined by the solution of 9.

Equation 9 requires a boundary condition. The output of GMAO numerical weather model provides the so-called “surface geopotential” $\Phi$. According to Bosilovich (private communication, 2011). $\Phi = h_o g^*$, where $h_o$ orthometric height of the 1st layer (surface), and $g^*$ is the GMAO adopted gravity acceleration equal to 9.8 m/s². Therefore, the height above the ellipsoid of the 1st layer is $h_o = \frac{\Phi(\varphi, \lambda)}{g^*} + \eta(\varphi, \lambda)$. Here $\eta(\varphi, \lambda)$ is the geod undulation: the height of the geoid above the reference ellipsoid. We used EGM-2008 geoid undulations pre-computed at 1’×1’ grid. We selected geoid undulations at the grid point nearest to the GMAO weather model grid point.

This differential equation is solved numerically with two iterations. Before the first iteration we tabulate $P(h)$ and $g(h)$ using the ISO Standard atmosphere (ISO,
1975) as a reference and found parameters of a linear regression between $\ln P$ and $g$. This gave us initial function $g(P) = -0.024942 + 0.002164 \times \ln(P)$. Here pressure is in Pascal and gravity acceleration is in m/s$^2$. We used this expression for dependence of $g(P)$ in the first iteration. In our solution we set the air compressibility to 1, because the numerical weather models assume $Z = 1$, i.e. they treat the atmosphere as an ideal gas in its chain of data reduction and analysis. The hypsometric equation with $Z \neq 1$ will deviate from the model used for fitting atmospheric data and may cause undesirable biases.

For integration of $g$ we use spline-interpolation of the function in the right-hand size and then express the integral through the coefficients of the spline. The solution gives us a table $h(P)$. Using this table, we compute an improved function $g(P)$ in its nodes and repeat integration. We stop iterations here, since the third iteration would result in changes in height at a level less than 0.1 meter. Inverting the table of solution, we get a table of the dependence of pressure on height above the reference ellipsoid.

As a result, we got $P$, $T$, and $q$ as a function of ellipsoidal height, longitude, geodetic latitude, and time. Partial water vapor pressure $P_w$ is computed from specific humidly and the total pressure $P_w = P \frac{q}{\rho} (q + M_w/M_a)$, $M_d$ and $M_a$ are molar mass of dry air and water vapor. Using expression 7, we get the refractivity of moist air.

For further processing we need to represent refractivity as a continuous function of coordinate and time. We do it by expanding the refractivity field into a 4D basis. The only practical way to perform such an expansion is to recast the refractivity field into a suitable 4D regular grid. We define the area of the expansion as a shell between layers with fixed ellipsoidal heights: $-1000$ and $90000$ meters. We should notice that the height of native GMAO grid points increases with height exponentially. Therefore, using a uniform grid as a function of height will cause undersampling at the low altitude (and therefore, a loss of accuracy) and overampling at high altitude. To alleviate this problem, we perform a non-linear coordinate transformation and present $n$ not as a function of height, but as a function of variable $H$ defined as

$$H = \exp(h - \mu_3)/\mu_1 - \mu_2$$

(11)

The coefficients: $\mu_1 = 20.25319, \mu_2 = 1200.0, \mu_3 = -169.30782$ produce a regular grid $H$ in a range [-64, 64] that maps to heights [-1000, 90000] meters and approximately follows the vertical GMAO grid. We use 125 nodes, which is greater than 72 nodes of the original grid. Such oversampling guards us from losing precision during re-gridding.

To perform re-gridding, we compute the interpolating spline of $n(h)$ between the first and the last layer. For points of the new grid that follows in that range, we perform spline interpolation. For points below the first layer of higher than the last layer, we perform extrapolation. We assume temperature changes linearly with height at low atmosphere. In order mitigate the effects of boundary layers near the surface, we compute lapse rate $-dT/dh$ using linear interpolation between the layers just 1000 m above the first layer and below 9000 m. Assuming the adiabatic law of
changing the state of the atmosphere with height, we extrapolate temperature and total pressure as

\[ T(h) = T(h_1) + \frac{dT}{dh}(h - h_1) \]

\[ P(h) = P(h_1) \left( \frac{T(h)}{T(h_1)} \right)^{-\frac{g(h)M_d}{R \frac{dT}{dh}}} \]  \hspace{1cm} (12)

For extrapolation of partial pressure of water vapour we make an assumption that relative humidity is not changing beneath the first layer, i.e.

\[ \frac{P_w(h)}{P_w(P(h), T(h))} = \frac{P_w(h_1)}{P_w(P_1, T_1)} \]  \hspace{1cm} (13)

where \( P_w(P, T) \) is the pressure the saturated water vapor. According to Picard et al. (2007), the vapor pressure at saturation is expressed via temperature and pressure as

\[ P_s = (\alpha + \beta P + \gamma T) \exp(\alpha T^2 + B T + C + D/T). \]  \hspace{1cm} (14)

The coefficients in 14 are given in Table 3.

Table 3. Constants in equation 14.

| \( \alpha \) | 1.0424 | Pa |
| \( \beta \) | 3.14 \cdot 10^{-8} |
| \( \gamma \) | 5.6 \cdot 10^{-7} | Pa K^{-2} |
| \( A \) | 1.2378847 \cdot 10^{-5} | K^{-2} |
| \( B \) | -1.9121316 \cdot 10^{-2} | K^{-1} |
| \( C \) | 3.9371147 \cdot 10^{1} |
| \( D \) | -6.3431645 \cdot 10^{3} | K |

We assume the atmosphere is isothermal near the upper level and therefore, pressure obeys the following law:

\[ P(h) = P(h_t) \exp\left(-\frac{g(h)M_d}{R}(h - h_t)\right). \]  \hspace{1cm} (15)

Equation 12 extends the numerical weather model to the area which it does not cover, but they mainly affect areas under the surface which do not have physical meaning. However, there are two situations when extrapolated atmospheric parameters are actually used. Firstly, the Earth surface altitude used by the GMAO models and by ICESat are not exactly the same. There are areas where the ICESat surface is beneath the GMAO surface. Secondly, in mountainous regions some nodes
of the grid may fall in ridges. The surface height in valleys may appear beneath the height of surrounding grid nodes.

Finally, the coefficients of of the expansion of the refractivity index over the tensor products of B-splines are computed using the values of the refractivity at grid point:

$$n(h, \lambda, \varphi_{gd}, t) = \sum_{i=1-m}^{i=d_1-1} \sum_{j=1-m}^{j=d_2-1} \sum_{k=1-m}^{k=d_3-1} \sum_{l=1-m}^{l=d_4-1} N_{ijkl} B_i^m(h) B_j^m(\lambda) B_k^m(\varphi_{gd}) B_l^m(t) \quad (16)$$

where \( B_s^m(x) \) is the basis spline function of variable \( x \) of degree \( m \) with the pivot node \( s \), and \( d_1, d_2, d_3, d_4 \) are dimensions. The problem of evaluation of the 4D fields of the coefficients of expansion \( N_{ijkl} \) is reduced to solving systems of banded linear algebraic equations over 1st, 2nd, 3rd and 4th dimension with multiple right hand sides. There exists an extremely efficient algorithm for this computation.

### 2.3 Computation of path delay using the refractivity field

Computation of path delay in zenith direction is performed by numerical integration of the refractivity along the vertical direction from the surface height defined by ICESat measurement and the highest layer. Since variables \( h, \lambda, \varphi, \) and \( t \) are independent, integral over variable \( h \)

$$d = \sum_{j=1-m}^{j=d_2-1} \sum_{k=1-m}^{k=d_3-1} \sum_{l=1-m}^{l=d_4-1} B_j^m(\lambda) B_k^m(\varphi_{gd}) B_l^m(t) \sum_{i=1-m}^{i=d_1-1} \int_{h_s}^{h_t} N_{ijkl} B_i^m(h) dh. \quad (17)$$

We introduce function

$$I_k^m(x) = \int_x^{+\infty} B_k^m(x), \quad (18)$$

which is computed similar to \( B_k^m(x) \) through a recurrent relationship. Notice that \( I_k^m(x) \) is non-zero only at \( m + 1 \) knots in the vicinity of the grid point closest to the \( x \), but not exceeding \( x \). Then we can write integral 17 elegantly:

$$d(h, \lambda, \varphi_{gd}, t) = \sum_{i=i_p}^{i=d_1-1} \sum_{j=j_p}^{j=d_2-1} \sum_{k=k_p}^{k=d_3-1} \sum_{l=l_p}^{l=d_4-1} N_{ijkl} I_i^m(h) B_j^m(\lambda) B_k^m(\varphi_{gd}) B_l^m(t). \quad (19)$$

where \( i_p \) is maximum \( i \) that \( h_i < h \), \( j_p \) is maximum \( j \) that \( \lambda_j < \lambda \), \( k_p \) is maximum \( k \) that \( \varphi_i < \varphi \), and \( l_p \) is maximum \( l \) that \( t_l < t \).

During processing ICESat data, we do not know the surface height precisely. We see from the definition of path delay \( d \) that its derivative over height is just air
refractivity. It is computed as

$$\frac{\partial d(h, \lambda, \varphi_{gd}, t)}{\partial h} = n = \sum_{i=p}^{i_p-m} \sum_{j=p-m}^{j_p} \sum_{k=p-m}^{k_p} \sum_{l=p-m}^{l_p} \sum \mathcal{N}_{ijkl} B_i^m(h) B_j^m(\lambda) B_k^m(\varphi_{gd}) B_l^m(t).$$

That derivative is used when we need to correct path delay for update of the surface height with respect to its a priori value. If the height correction is too large, the contribution of the second derivative may appear substantial. In order to evaluate the contribution of the second derivative of delay with height, which is equal to the first derivative of refractivity with height, we compute it using the ISO standard atmosphere at the sea level: $$\frac{\partial^2 d}{\partial h^2} = -2.7 \cdot 10^{-8} \text{ m}^{-1}$$. The contribution will reach 1 mm, when the height correction exceeds 270 m.

ICESat shoots not in nadir, but at the angle z which does not exceed 5°. Assuming the atmosphere is flat, the path delay at zenith angle z depends on path delay in zenith direction as $$d(z) = d_z/cos(z)$$. **Herring and Quinn** (2001) showed the deviation of the dependence of path delay on zenith angle from sec z introduces errors less than 0.1 mm, which is negligible.

### 3 Comparison of path delay for ICESat-1 data computed with two methods

We compared computation of ICESat-1 path delay made according to the procedure of **Herring and Quinn** (2001) and made using the procedure described above. The origin of differences in path delay are a) differences in the algorithms and b) because differences in numerical weather models. In order to distinguish these two factors, we computed path delay using the new algorithms but the old numerical weather model: NCEP FNL. Then we computed the path delay using the same (new) algorithm, but different weather models.

#### 3.1 Effect of differences in the computational procedure on path delays

We computed path delay for ICESat-1 ice dataset over Antarctica and Greenland using geolocation of the footprint and time from the ICESat-1 data files GLAH14. We used the output of numerical weather model NCEP FNL for this test — exactly the same files that were used previously.

Figures 1–4 show typical differences for dry and wet path delays. Wet path delay over Antarctic and Greenland is typically below 1 mm. Since the digitization errors of path delays stored in GLAH14 ICESat-1 data files is 1 mm, comparison does not reveal much useful information.

The differences in the contribution of dry air in path delay show 1) slow variations, 2) jitter with amplitude 15-20 mm that is always negative; 3) jumps due to digitization errors of 1 mm.
Figure 1. The raw differences between dry path delays embedded ICESat-1 data files and those computed from the FNL numerical weather model using new algorithm. The blue curve shows them smoothed with a Gaussian running fitter.

Slow variations are explained by differences in interpolation of the atmospheric field, by more refined expressions for air refractivity that accounts for air compressibility, and by integration technique.

Figure 2 clearly shows that the jitter is present only in path delay computed following the old procedure. We tried to extract the jitter by smoothing the path delay with a Gaussian filter and making the distribution of outliers exceeding 8 mm. Outliers less than 8 mm are difficult to extract with an automatic procedure since they are comparable with errors of smoothing. We present the plot of distribution of outliers in Figure 5. The peak of outliers is at 14 mm and the frequency of outliers drops to zero at 24 mm. Difference in path delay 14 mm may be caused by a differences in the altitude of the footprint at the amount of 50 m. At the moment, we do not have an explanation what causes a jitter. We suspect it might be caused by a bug in software.

Computation speed was measured using a typical ICESat-1 daily datafile GLAH12_633_2115_003_0365_0_02_0001.H5 that contains 325,000 good data points. At computer i7-3930K @ 4.2 GHz execution wall time was 180.1 s + 8.9 mks per point, in total 182.9 s using one core and 58.2 s + 1.5 mks per point, in total 58.2 s using all six cores.
Figure 2. Dry troposphere path delay, embedded in ICESat-1 data and computed from FNL numerical weather at day 2003_02_26_GLAH12_633_1102_002_0043_0_02_0001. We see a) bias between blue and green curves; b) digitization errors in green curves; and c) jitter in green curve between seconds 160 and 169. Time argument 0 in plots corresponds to 2003.02.27-18:02:30.033170085 TAI.

3.2 Time and area-averaged differences

In order to evaluate the effect of differences in the computational procedure on ice mass estimates, we computed path delay for every valid ICESat-1 shot. Then we averaged the differences in time over cells of the equi-area grid with cell size around 20 km. The results for Antarctica are shown in figure 6.

Then we averaged the differences over the area of Antarctica and Greenland. The differences were also averaged over one day (Figure 7, left side) and over each campaign (Figure 7, right side)
Figure 3. The raw differences between wet path delays embedded ICESat-1 data files and those computed from the FNL numerical weather model using new algorithm. The blue curve shows them smoothed with a Gaussian running fitter.

3.3 Contribution of differences in numerical weather models to path delay

We computed path delay using the new algorithm with two numerical weather models, NCEP FNL (as it was in original ICESat-1 data analysis) and MERRA. The mean differences, the rms and linear trend are shown in Figures 8 and 9. The differences in path delay averaged over Antarctica and over time of each ICESat-1 campaign are shown in Figure 10.

4 Concluding remarks

We have developed a new algorithm for computing path delay using numerical weather models with precision better than 1 mm and accuracy determined by the errors of numerical weather models. We found that the old computational procedure proposed by Herring and Quinn (2001) have a bias at a level of 10–40 mm with 1.3% points affected by a jitter with mean values -14 mm. The average bias of differences is 12–15 mm and rms 4–6 mm. The differences have a liner trend 1–2 mm/yr. Both biases, rms, and trend show a patter of spatial coherence. Approximately 1/3 of the bias and rms stems from the differences in the algorithm of computing the path delay and 2/3 is due to differences are numerical weather models.

The comparison shows that the jitter is present only in path delays computed with the old procedure. Therefore, we conclude tentatively that this is the error
in the old procedure, possibly caused by a bug in software. Aside the jitter, the comparison tests cannot prove which algorithm is more accurate. Indirect pieces of evidence, a) using rigorous formulae for refractivity of moist air, b) using a rigorous procedure for 4D interpolation of the gridded output of meteorological parameters; c) using numerical weather that are more sophisticated and have significantly higher resolution suggest the proposed approach has a better accuracy. The old computation procedure had errors of $\sim 1 - 4$ cm, the differences in the algorithm itself contributing at a level of 6–10 mm on average. The new procedure is essential to reducing the error budget caused by the atmosphere to a millimeter level.
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Figure 4. Differences between dry path delay embedded in ICESat-1 data at day 2003_02_26_GLAH12_633_1102_002_0043_0_02_0001 and those computed using the new algorithm and old NCEP FNL model. The upper plot shows 340,000 differences over one day. The low plot shows 2800 differences over 70 seconds. Time argument 0 in plots corresponds to 2003.02.27-18:02:30.0331370085 TAI.
Figure 5. The dry delay embedded in ICESat-1 data were smoothed with a Gaussian running fitter. The distribution of the differences between smoothed values and row data is shown in the plots. The differences less than 8 mm were not taken into account since the filter does not separate normal points and small outliers reliably.
Figure 6. The mean and rms of differences of dry path delay embedded in ICESat-1 data and computed from FNL numerical weather model before and after outlier rejection. The points are averaged over all time epochs. The size of equi-area cells is around 20 km. The left plot shows the mean without outlier rejection, the right plot shows the mean after outlier rejection. The upper row shows the mean, the low row shows the rms.
Figure 7. **Area averaged differences** in path delay computed with the new algorithm and using numerical weather models NCEP FNL and MERRA. **Upper row:** Mean differences of dry path delay over the ice for every day. **Low row:** Mean differences of dry path delay over the ice for every campaign. **Left column** shows differences for Antarctica. **Right column** shows differences for Greenland. NB: scales are different.
Figure 8. The mean differences of path delay computed using the new algorithm with MERRA and FNL numerical weather models at epochs of ICESat-1 shots, averaged over times.

Figure 9. The linear trend in path delay computed using the new algorithm with MERRA and FNL numerical weather models over all epochs of ICESat-1 shots.
Figure 10. Differences in path delay averaged over Antarctica computed using the new algorithm with MERRA and FNL numerical weather averaged over time of individual campaigns.
In 2001 Herring and Quinn proposed the algorithm for correction for atmospheric delay to ICESat-1 GLAS laser altimeter. The purpose of this document is to provide a revision of the algorithm suitable for processing the data from ICESat-2 mission scheduled for launch in 2016. The goal of the revision is to provide a procedure for atmospheric delay correction that would be precise to 1 mm level. The actual accuracy of delay computation will be somewhat less, but it will be limited only by imperfection of the used numerical weather model.