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This work proposes a fast Monte Carlo method to solve differential equations utilized in model-based prognostics. The methodology is derived from the theory of stochastic calculus, and the goal of such a method is to speed up the computation of the probability density functions describing the evolution of the quantity of interest over time. In the prediction case studies proposed in this paper, the stochastic differential equations describe quantities of interest directly or indirectly related to the degradation of a monitored system. The method allows the estimation of the probability density functions by solving the deterministic equation and approximating the stochastic integrals using samples of the model noise. By so doing, the prognostic problem is solved without the Monte Carlo simulation based on Euler’s forward method, which is typically the most time consuming task of the prediction stage. Three different prognostic scenarios are presented as a proof of concept: (i) life prediction of electrolytic capacitors, (ii) remaining time to discharge of Lithium-ion batteries, and (iii) prognostic of cracked structures under fatigue loading. The paper shows how the method produces probability density functions that are statistically indistinguishable from the distributions estimated with Euler’s forward Monte Carlo simulation. However, the proposed solution is orders of magnitude faster when computing the time-to-failure distribution of the monitored system. The approach may enable complex real-time prognostics and health management solutions with limited computing power.

Nomenclature

\( \alpha, \beta \) = capacitance loss model parameters
\( \beta', \gamma', \lambda, \mu, \nu_L \) = battery model parameters
\( \gamma \) = fatigue crack growth model parameter
\( \theta \) = model parameter vector
\( \nu \) = significance level of t-test
\( \xi \) = standard Gaussian random variable
\( \sigma \) = standard deviation function
\( \omega \) = model noise
\( B \) = Brownian motion or Wiener process
\( C_L \) = capacitance loss
\( C' \) = fatigue crack growth model parameter
\( C, \text{m} \) = Paris’ law model parameters
\( E \) = battery’s delivered energy
\( F \) = crack shape function
\( L \) = applied far-field stress
\( N \) = number of Monte Carlo samples
\( P \) = required power
\( R \) = battery internal resistance
\( S \) = state-of-charge
\( T_F \) = time-to-failure
\( V \) = voltage
\( a \) = semi-crack length
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Monte Carlo (MC) techniques are widely employed in the field of uncertainty management, providing a direct method for simulation and integration [1]. They are utilized in a number of scientific fields, from physics, to finance, to systems engineering, to operational research. In model-based prognostics, which can be defined as the science of making predictions specifically relying on physics-based or empirical models [2], a large number of MC algorithms have been presented.

One of the main advantages of MC methods for model-based prognostics is their ability to propagate uncertainty through nonlinear functions and in time domain, particularly when compared to other techniques that are limited by the nonlinearity of the system or non-Gaussian distributions, e.g., Kalman filters [3]. Examples of MC methods applied in prognostics include the works in [4,5], which utilized a modification of Markov chain MC algorithm for degradation prognosis. He, Williard, Osterman, and Pecht [6] used MC sampling to predict the state of health of Lithium-ion batteries, while Orchard and Vachtsevanos utilized a sequential MC algorithm to perform diagnosis and prognosis of a structural component [7]. A number of sequential MC-based solutions to prognostics have been proposed since then [8–11], making sequential MC, also called particle filter or sequential importance sampling, a very popular algorithm for model-based prognosis [12]. All the cited works, and many others, use MC to propagate samples through the equations describing the system’s evolution, predict potential failures, and the corresponding time to failure. The sample propagation through the system’s evolution equation is performed using Euler’s forward method, and it will be called, for the sake of brevity, Monte Carlo simulation (MCS) henceforth. This prediction step based on MCS requires high computing power because of the many samples necessary to represent the probability density functions (pdfs) of the quantities of interest correctly, and because of the Euler’s integration time step size $dt$ that should be small enough to prevent instability of the solution. Such computational costs may be prohibitive in many real-time prognostic applications, especially in case of constrained computing platforms. Real-time onboard health monitoring of small unmanned aerial vehicles, space rovers or space robots are typical example of engineering systems where the computing hardware should be minimized to maximize payload and/or maneuverability.

For this reason, this paper proposes to look at MC sampling methods for model-based prognostics from the perspective of stochastic calculus, to reduce the required computation time and, therefore, the necessary computing power. The work analyzes the relationship between the state-space formulation typically adopted in prognostic problems and the form of some fundamental stochastic differential equations (SDEs). Under certain assumption, the methodology can speed up the estimation of the system’s state pdf many steps ahead in the future, avoiding the usage of MCS to simulate the entire system’s dynamics in a probabilistic fashion. By so doing, the prediction of the system’s state over time may be completed in a fraction of the time required by MCSs.

To prove the advantages of the stochastic calculus-based approach, linear and nonlinear case studies are presented to cover different prognostics and health management scenarios; (i) aging electrolytic capacitors, (ii) state of charge of lithium-ion batteries, (iii) damaged structures subject to fatigue loading. The results show that the features characterizing the uncertainty of the system’s dynamics calculated with the proposed method are preserved when compared with estimations from MCSs. The approximated pdfs are statistically equivalent to the ones obtained from MCSs in terms of estimated moments and relative entropy. However, the computational time required by the proposed approach is drastically lower in most of the analyzed cases, especially when computing the time-to-failure (TTF) pdfs.

The remainder of the paper is organized as follows: Section II summarizes the prognostic problem and gives more intuitions behind the formulation of ordinary differential equations utilized in prognostics and the high computational costs of MC-based solutions. Section III defines the basic properties of model noise and SDEs that can be utilized to represent the uncertainty of the system’s state variable(s). Section IV presents the case studies where the proposed
Table 1 simplified architecture of model-based prognostic algorithm based on MCS. Input \( l \) represents the number of steps to be predicted.

| Input: \( x_k^{(i)} \sim p(X_k), \quad i = 1, \ldots, N; \ l \) |
| Output: \( x_{k+l}^{(i)} \sim p(X_{k+l}), \quad i = 1, \ldots, N \) |
| for each \( x_k^{(i)} \sim p(X_k) \) do |
| for each \( \tau \in \{1, \ldots, l\} \) do |
| \( \omega_{k+\tau-1} \sim p(\Omega_{k+\tau-1}) \) |
| \( x_{k+\tau}^{(i)} = \bar{x}_{k+\tau-1} + f_\theta(x_{k+\tau-1}, u_{k+\tau-1}, \omega_{k+\tau-1})dt_{k+\tau-1} \) |
| end |
| end |

methodology has been applied, while Section \( \Box \) draws some conclusions on the performed work and its future expansions.

II. Summary of model-based prediction

This section describes some key aspects of model-based prognostics necessary to estimate the system’s state variable pdfs ahead into the future, i.e., to make a prediction of the system’s state according to the underlying model. For the sake of simplicity, the system’s state is defined by a scalar variable \( x \).

Most of the literature on model-based prognostics, being the models empirically derived or physics-based, utilizes a state-space formulation, which composes of a model equation and an observation equation. The model equation is often defined as the ordinary differential equation in Eq. (1). The discretization of the equation using Euler’s forward method, visible in the second row of Eq. (1), enables the numerical solution of the model:

\[
\dot{x} = f_\theta(x, u, \omega), \\
x_k = x_{k-1} + f_\theta(x_{k-1}, u_{k-1}, \omega_{k-1})\Delta t_k.
\]

The intuition behind Euler’s forward method is that, given a known initial condition, the numerically-computed discrete increments of the state variable approximate the continuous rate of change for \( \Delta t_k \rightarrow 0 \). A simple architecture of a MC-based prognostic algorithm utilizing (1) is shown in Table 1 where the pseudo-code grounds on the following, simplifying assumptions:

1) the system’s state at the current time step \( k \) is described by the pdf \( p(X_k) \), whose approximation is available,
2) the model parameters collected into the vector \( \theta \) are known, deterministic, and constant,
3) the input \( u \) is deterministic and known, and
4) the model noise is a random variable described by \( p(\Omega) \), which may be time-varying, and samples \( \omega^{(i)} \) are independent and identically distributed.

It should be noted that many model-based prognostic methods use direct or indirect observations \( Y \) of the quantities of interest to update the system’s state in a Bayesian fashion, therefore producing a conditional pdf, \( p(X_k|Y_{0:k}) \). In those cases, the resulting prediction pdf at time step \( k+l \) would be \( p(X_{k+l}|Y_{0:k}) \). Since this paper does not discuss observability, further discussion on the availability of measures \( y \) is omitted. Some of the hypotheses (1-4) may be relaxed without losing the validity of the proposed approach. However, this varies on a case-basis and further analyses may be required.

The outer loop of the algorithm in Table 1 in most cases, can be easily optimized by using a vectorization procedure, which allows the propagation of all (or multiple) samples in one line of code, without the need of a for loop. However, the inner loop in Table 1 is still solved using a MCS in time-domain, where all samples are propagated through the model equation from time step \( k \) up to the required time step \( l \). This work aims at accelerating such a inner loop taking advantage of the properties of stochastic calculus framework.

The estimation of the remaining useful life pdf, which is a fundamental task in model-based prognostics, consumes most of the computational power required by most prognostic algorithms. The remaining life prediction is carried out by pre-defining a threshold of the system’s state variable, \( x_{th} \), which should not be exceeded to guarantee operational and functional requirements of the monitored system. The approximation of the remaining useful life pdf is generated by estimating when the system’s state reaches the threshold, thus computing the TTF distribution, and then subtracting the current time. In order to do so, all the samples \( x^{(i)} \) drawn during the simulation have to reach \( x_{th} \). However, since MCS
relies or random realization of the model noise, some of those samples may be subject to a sensibly slower dynamic when compared with the deterministic (i.e., average) solution, thus requiring a high number of discrete time steps to reach the threshold and so increasing the overall computation time necessary to estimate the TTF distribution. Details on the prediction process and, more in general, on prognostic and health management algorithms, are available in [2].

The goal of this work translates, in practice, in a method that allows drawing $N$ samples from the distribution of the system’s state variable many steps ahead in the future, or from the TTF distribution, without relying on MCS that utilizes Euler’s forward method.

### III. Using stochastic calculus properties in model-based prediction

The similarity between the state-space formulation utilized in prognostic and SDEs can be easily understood by considering a state-space model with additive noise and the general formulation of SDEs:

$$\dot{x}_t = f(x_t, u_t) \ + \ \omega_t ,$$

$$x_k = x_{k-1} \ + \ f(x_{k-1}, u_{k-1}) \Delta t_k + \omega_{k-1} \Delta t_k , \quad (2)$$

$$\dot{X}_t = f(u_t, \sigma_t, x_t) \ + \ \sigma_t(q, x_t) \xi_t , \quad (3a)$$

$$X_t = X_0 + \int_{0}^{t} f(x, u, s) \, ds + \int_{0}^{t} \sigma(s, x_s) \, dB_s , \quad (3b)$$

$$X_k \approx X_0 + \sum_{s=0}^{k-1} f(x, u, s \Delta t_k) + \sum_{s=0}^{k-1} \sigma(s, x_s) \Delta B_s . \quad (3c)$$

Equations (2) are easily derived from Eq. (1), while Eqs. (3) are the formulation (Eq. (3a)) and closed form solutions (Eqs. (3b), (3c)) of a SDE with model noise $\sigma_t(q, x_t) \xi_t$. The random variable $\xi_t$ is typically embedded in the stochastic term $\sigma_t(q, x_t)$, but here has been explicitly extracted from the $\sigma$ function for reasons that will be clearer later in the section. This formulation is similar to the one adopted in [14]. Section 4, and [14]. Equation (3c) shows approximation of the solution using Riemann’s sum. It should be noticed that Eq. (2) has been written assuming, as initial condition, the system’s state at the previous time step, while SDEs are typically written using $X_0$ as initial condition. Moreover, with an abuse of notation, many works on model-based prognostic confuses random variables and their realizations by describing them with lower case letters (see Eq.(2)), while typical SDE notation uses capital letters for random variables. In this section, the two different notations have been preserved.

First, let us consider the SDE in Eq. (3) and the simple case where the random perturbation is a time-invariant, standard normal random variable, i.e., $\xi_t = \zeta \sim \mathcal{N}(0,1)$ and $\sigma_t(q, x_t) = \sigma$. Under those assumptions, the term $\sigma$ becomes the standard deviation of the model noise. When integrating (3a), the random perturbation is multiplied by the time increment $dt$ thus generating a Wiener process or Brownian motion [14], and therefore the integration of the perturbation term can be approximated as in Eq. (4).

$$\int_{0}^{t} \sigma \zeta \, dt = \int_{0}^{t} \sigma \, dB = \int_{s=0}^{k-1} \sigma \Delta B_s \quad (4)$$

If we assume the model noise in Eq. (2) to be $\omega_t \sim \mathcal{N}(0, \sigma^2)$, then $\omega = \sigma \zeta$, where $\zeta \sim \mathcal{N}(0,1)$. The model noise term in Eq. (2) therefore coincides with an element of the Riemann sum utilized in Eq. (4).

$$\omega_{k-1} \Delta t_k = \sigma \zeta_{k-1} \Delta t_k = \sigma \Delta B_k \quad (5)$$

This simple equivalence allows us to solve the model equation utilizing the properties of Brownian motion and more in general the properties derived in the SDE domain. Some properties of Brownian motion useful to solve the prediction problem are listed in Eqs. (6).

$$dB \sim \mathcal{N}(0, dr) \quad (6a)$$

$$B_{t_2} - B_{t_1} \sim \mathcal{N}(0, t_2-t_1) \quad (6b)$$
Equation (6a) means that we can generate samples of $dB$ as $dB^{(i)} = \sqrt{dt} z^{(i)}$, where $z^{(i)}$ is the $i$-th sample from an independent Normal standard distribution. Similarly to Eq. (6a), Eq. (6b) shows that the difference between two realizations of Brownian motion at time $t_1$ and $t_2$, with $t_1 < t_2$, is described by a Gaussian distribution with variance $t_2 - t_1$.

The discussion presented above does not require the model noise variance to be stationary, but the model noise should remain additive, i.e., the $\sigma$ function should not depend on the system’s state $X$, $\sigma \neq \sigma(X)$. Nevertheless, the case studies presented hereafter assume a constant model noise variance, since it can cover a variety of model-based prognostic applications, as illustrated in Section IV.

IV. Applications

This section presents three prognostic case studies where the model equations are solved using two methods: traditional MCS and the proposed solution, which will be called SDE henceforth, since it relies on works carried out in the field of SDEs. Both techniques are used to: (i) estimate the pdf of the system’s state variable at a certain time step $T$ and (ii) estimate the pdf of TTF, $T_F$, defined as the time when the system’s state variable(s) exceeds a predefined threshold.

Since different models require different solutions of the SDE, a generalized framework is not provided. Rather, the three case studies refer to different complexity of the prediction problem: a linear model with additive Gaussian noise, a nonlinear model with additive Gaussian noise, and a nonlinear model with multiplicative, non-Gaussian noise.

The pdfs calculated with the two methods are collated to one another for each case study. The Kullback-Leibler (KL) divergence [13] is utilized to measure the difference between pdfs, Eq. (7). Being MCS the standard method to perform model-based prognostic, the distribution calculated via MCS has been considered here the reference distribution.

$$KL(p||q) = \int_{-\infty}^{+\infty} p(x) \log \frac{p(x)}{q(x)} \, dx - \sum_{i=0}^{N_t-1} p_i \log \frac{q_i}{p_i}$$

(7)

The discrete formulation has been taken from [16]. The probability densities $p$ and $q$ in Eq. (7) refer to MCS and SDE, respectively, and the probability density values $p_i$ and $q_i$ are calculated by dividing the range of independent variable $x$ into 400 elements, $x^{(i)}, i = 1, \ldots, N_x$, $N_x = 400$, equally spaced from the minimum $x_{\text{min}}$ to the maximum $x_{\text{max}}$ values obtained by the two methods, i.e., $x_{\text{min}} = \min\{\min(x_{\text{MCS}}), \min(x_{\text{SDE}})\}$, $x_{\text{max}} = \max\{\max(x_{\text{MCS}}), \max(x_{\text{SDE}})\}$.

In addition to KL divergence, a $t$-test statistics has been performed to confirm the equality of the mean of the two populations. The $t$-test validates evidence for difference in means between the two sets. Here, the variance of the two distributions have been assumed equal but unknown. The $t$-test hypothesis becomes:

$$
\begin{align*}
&H_0 : \mu_{\text{MCS}} = \mu_{\text{SDE}} \\
&H_1 : \mu_{\text{MCS}} \neq \mu_{\text{SDE}} ; \quad \nu = 0.05,
\end{align*}
$$

(8)

where $\nu$ is the significance level, kept constant for all case studies, while $\mu$ indicate the MC mean of the population. A visual comparison between the distributions has also been carried out using histograms and non-parametric kernel density estimators with same properties to minimize external factors that may influence the graphs: number of bins = 20 and Gaussian kernel with bandwidth = 0.5.

The time required to compute the pdfs has been recorded and reported here to emphasize the speed of the two methods. The absolute time value is not relevant as it would change according to the machine utilized for the computation. However, the relative difference is a clear indication of whether one of the two methods is faster than the other. All three case studies have been simulated using Python 2.7 [17] and the figures were generated with the matplotlib package [18]. Other libraries utilized for this work are SciPy and NumPy, [19]. All simulations were executed by first fixing the random seed of NumPy to 1. With an abuse of notation, random variables and their realizations are represented by the same letter (we do not distinguish between capital or lower case), using the superscript $(i)$ to indicate realizations. The simulation parameters utilized to produce the results change according to the case study and they are reported in the related subsections.

A. Case study 1: prognostic of electrolytic capacitors

This case study utilizes the model proposed in [20] to predict the end of life of electrolytic capacitors. The degradation model describes the capacitance loss in percentage terms. Its differential form with additive Gaussian
model noise $\omega$ follows Eq. (7), (20).

$$ C_i = \alpha C_i - \alpha \beta + \omega $$  \hspace{1cm} (9)

MCS requires a series of samples of the capacitance loss, starting from an initial state $C_i(0) = C_{i,0}$, and propagate such samples through the discrete version of Eq. (9) until the pre-defined time $T$ or until the threshold $C_{i,th}$ defining the end of life of the capacitor. Equation (9) is a non-homogeneous SDE, where $\alpha$ and $\beta$ are model parameters, $C_i$ is the system’s state variable, and $\omega$ is the random perturbation term. The solution of a non-homogeneous SDE is the summation of (i) the homogeneous solution, (ii) the periodic solution, and (iii) the integration of the random perturbation term over time.

The homogeneous solution of Eq. (9) is:

$$ C_{i,h} = A e^{\alpha t} , $$  \hspace{1cm} (10)

while the periodic solution is:

$$ C_{i,p} = \beta . $$  \hspace{1cm} (11)

By using deterministic initial conditions $C_i(0) = C_{i,0} = 0$, the integral form of the SDE solution follows:

$$ C_i(t) = e^{\alpha t} \left( -\beta + \beta e^{-\alpha t} + \int_{0}^{t} \sigma e^{-\alpha s} dB_s \right) . $$  \hspace{1cm} (12)

As clear from Section III, the integral in Eq. (12) is a stochastic integral with respect to Brownian motion. It can be approximated by a finite sum of samples following Eq. (13):

$$ \int_{0}^{T} \sigma e^{-\alpha s} dB_s \approx \sum_{s=0}^{k-1} \sigma e^{-\alpha s} \Delta B_s(i), \forall i = 1, \ldots, N , $$  \hspace{1cm} (13)

where the superscript $(i)$ refers to the $i$-th sample and the subscript $s$ refers to the time step. The variable $k$ is the total number of time steps, defined as $k = T / \Delta t$. The same, intuitive rule of Euler’s forward method applies to the stochastic integral approximation: using large $\Delta t$ would cause imprecise approximations. Contrariwise, using small $\Delta t$, the computation approaches an invariant distribution as $k \to \infty$ and $N \to \infty$.

Figure 1 shows the simulation of the capacitance loss over time. The deterministic curve have been calculated by superimposing the homogeneous and the periodic solution, neglecting the noise term. In this specific case, since the analytical solution of the ordinary differential equation is available, the black curve in Fig. 1 can also be generated using Eq. (12) by setting $\sigma = 0$. MCS provides the swarm of light blue curves, while the SDE method does not require to compute the capacitance loss at every time step, but only at the desired time step(s). To compare the pdfs computed with the two methods, the SDE-based solution has been calculated at $t_s = \{50, 100, 150, 200\}$ [h] (red dots).

Figure 2 shows the pdfs and corresponding histograms at different time steps. The location of the bins have not been fixed, so we let the matplotlib function `hist` (13) decide where to place the bin centers, according to the location of the samples. Even with this degree of freedom from the histogram function, the bins appear extremely close to one another.

Table 2 shows the first two moments of the distributions, while Table 3 compares the pdfs by showing the KL divergence, and the t-test statistics on the means of the two sample sets. The KL divergence is of the order of $1/e \sim 3$, which indicates very similar distributions. The t-test results show how the null hypothesis $H_0$ cannot be rejected in any case, with all $\bar{t}$ values below $t_{r/2,2N-2}$. The t-test showed a higher $\bar{t}$ at time 200 h, and one may wonder whether longer prognostic horizons would increase the difference between the distributions calculated with the two method. However, a further run of the two algorithms by changing the random seed generated the following: $\bar{t} = \{0.497, 0.527, 0.556, 0.494\}$ for the four time steps in $t_s$. Several other runs using different random seeds generated volatile $\bar{t}$, but all of them below $t_{r/2,2N-2}$. Besides the numerical analysis in Tables 2 and 3, the reader may notice the slight discrepancy between the pdfs shown in Fig. 2, particular in Figs. 2a, 2c and 2d, since the mode of the distributions appears at different values of the capacitance loss. Such an inconsistency of the mode value is caused by the sampling error. Figure 3 shows the same distributions computed with a very large number of samples ($N = 5000$, against 1000 samples used in Figure 2). In this latter case the mode, as well as the overall shape of the distributions, are almost indistinguishable.

The time necessary to compute the distributions is shown in the last column of Table 3. The SDE method did not provide any advantage in the presented case, since the time required to compute the capacitance loss pdf was higher than the time required by the MCS approach to accomplish the same task. Instead, it appears that the proposed approach is slower, and multiple runs of the algorithms produce similar outcomes. The reasons for this result lie in Eqs. (12) and (13). The numerical approximation of the stochastic integral requires a large number of random samples from the
model noise distribution, neglecting the advantage of having a closed form solution for $C_l(t)$. However, the SDE method becomes much faster than MCS when estimating the TTF distribution, as presented below.

In the TTF problem, the capacitance loss threshold was arbitrary set to 8%, therefore, the TTF pdf can be approximated when all samples from the MCS reach the value 0.08. When using the SDE method, instead, the TTF pdf can be computed without propagating the samples through the model equation. The expected value of the time-to-failure $E[T_F]$ can be easily calculated by inverting Eq. (12) and setting $C_l = C_{l,th} = 0.08$, Eq. (14).

$$E[T_F] = \frac{1}{\alpha} \ln \left( 1 - \frac{C_{l,th}}{\beta} \right).$$

(14)

Once the expected value of $T_F$ has been calculated, the $i$-th sample of the TTF pdf can be extracted by inverting Eq. (12):

$$T_F^{(i)} = \frac{1}{\alpha} \ln \left( \frac{C_{l,th} - \beta}{\beta} \right) \int_0^{E[T_F]} \sigma e^{-\alpha s} dB_s - \beta \quad \forall \ i = 1, \ldots, N,$$

(15)

where $T_F^{(i)}$ is the $i$-th sample of the TTF distribution, and the stochastic integral is solved similarly to Eq. (13).

The pdf estimation of the samples calculated with the two methods is shown in Fig. 4. The similarity between the two distributions is reported in Table 4 in terms, again, of KL divergence and t-test statistics, and the computing time is
Fig. 2 Capacitance loss distributions calculated at t=50 [h] (a), t=100 [h] (b), t=150 [h] (c), and t=200 [h] (d). The histograms have been normalized to match the height of the pdfs.

reported in the last two columns. The computing time of the SDE method is hundreds of times faster than MCS. The reason for this large discrepancy lies in the step-by-step procedure that MCS uses to propagate the samples. Samples $T^k_F$ do not require any recursive function to be computed.

This application showed how the pdfs of the quantity of interest over time can be computed by taking advantage of the properties of stochastic calculus. According to the results presented here, there is no evidence of statistical difference between the distributions computed with MCS and the proposed method.

The numerical values of model parameters and random variables utilized to produce the results are the following:

\[ N = 1000, \ [-] \]
\[ \theta = \{\alpha, \beta\} = \{0.0162, -0.82\}, [-, -] \]
\[ \Delta t = 0.01, \ [h] \]
\[ C_{l,0} = 0, \ [%] \]
\[ \sigma^2 = 2e - 2, \ \text{to simulate the capacitance loss over time} \]
\[ \sigma^2 = 2e - 3, \ \text{to predict the time-to-failure} \]

The choice to use two different model noise variances for the prediction of the $C_l(t)$ distribution and the TTF
distribution was dictated by the dispersion of the samples close to the lower bound ($C_l \approx 0$). A large variance of the model noise causes some of the samples $C_l^{(i)}$ to become negative, thus wasting many time steps to propagate unlikely samples. If $\sigma^2$ increases up to a certain level, the computation may not converge because some samples will never reach the threshold. This problem is related to the appropriateness of additive Gaussian noise in monotonic degradation processes rather than the approach presented in this paper, and has been recently discussed in literature [21]. Small values of the variance are therefore needed to complete the simulation. A more appropriate noise model would allow the algorithm designer to keep the variance of the two predictions, i.e., $C_l(t)$ pdf and TTF pdf, equal. Since this problem is out of the scope of this paper, it is not discussed any further and the reader may refer to [21] for additional insights about model noise strategies for model-based prognostics.

B. Case study 2: predicting the remaining time to discharge of Lithium-ion batteries

The second case study aims at predicting the state-of-charge (SOC) of Lithium-ion batteries based on a simplified empirical model presented in [22]. The model was proposed to deal with constrained computing platform like small unmanned aerial vehicles. The model equation is composed of three system’s state variables: internal resistance $R$, delivered energy $E$, and state-of-charge $S$. The model was described by the authors in its discrete form, although it has been rewritten here in its continuous formulation, Eq. (16).

$$
\begin{align*}
\dot{R} &= \omega_R \\
\dot{S} &= -\frac{P}{E} + \omega_S \\
\dot{E} &= \omega_E 
\end{align*}
$$

(16)

Power, $P$, is input to the model and assumed deterministic, known, and constant, i.e., $P(t) = P$. This model equation is a simple nonlinear model, where the nonlinearity is introduced by the term $E^{-1}$ in the SOC equation. The complete state-space model includes Eq. (16) and the nonlinear measurement equation composed of open-circuit voltage $v_{oc}$, discharge current $i$, and battery voltage $V$, Eq. (17).

$$
\begin{align*}
v_{oc} &= v_L + \lambda e^{\gamma S} - \mu e^{-\beta \sqrt{S}} \\
i &= \frac{v_{oc} - \sqrt{v_{oc}^2 - 4RP}}{2R} \\
V &= v_{oc} - iR + \omega_V
\end{align*}
$$

(17)

Samples of voltage $V$ can be computed by feeding samples of $R$ and $S$ to Eq. (17). The SDE method may give computational advantage considering that the three random variables of the model equation are generated using additive Gaussian noise (where, in particular, $\omega_R$ and $\omega_E$ are added to a null deterministic function). Similarly to Case Study 1, samples of the model noise $\omega$ can be generated by assuming a certain standard deviation $\sigma$ and generating a sample from the standard normal distribution, $z$. This leads the Gaussian pdfs of the internal resistance and delivered energy at time $t$ to assume the form:

$$
\begin{align*}
R_t &\sim N(R_0, \sigma_R^2 t), \\
E_t &\sim N(E_0, \sigma_E^2 t).
\end{align*}
$$

(18)

Table 3  Comparison between the pdfs computed using MCS and the proposed SDE method.

| t [h] | KL($p_{MCS}||p_{SDE}$) | $\bar{t}$ | $t_{v/2,2N-2}$ | computing time [s] |
|-------|------------------------|---------|-----------------|----------------------|
|       |                        |         |                 | MCS                | SDE                |
| 50    | 0.00097                | 0.305   |                 | 0.22963             | 0.243095           |
| 100   | 0.00223                | 0.441   | 1.961           | 0.426782             | 0.468167           |
| 150   | 0.00143                | 0.095   |                 | 0.627436             | 0.699553           |
| 200   | 0.00208                | 1.187   |                 | 0.818853             | 0.989845           |
The variances \( \sigma_R^2 \) and \( \sigma_E^2 \) are the variances of the model noises \( \omega_R \) and \( \omega_E \), respectively. In practice, Eq. (18) shows the well-known formula to extract samples from a random walk with initial values \( R_0 \) and \( E_0 \), at any time \( t \). Being the samples of the delivered energy available from Eq. (18), the \( i \)-th sample of the SOC at time \( t \) follows:

\[
S_t^{(i)} \sim \mathcal{N} \left( S_0 - \frac{P}{E_t^{(i)} t}, \sigma_S^2 t \right). \tag{19}
\]

The resulting samples of the state variables can then be utilized to estimate voltage of the battery and perform a prediction, as suggested in [22]. Similarly to the approach utilized in Case Study 1, the analysis of the distributions obtained from the two methods is discussed below.

Figure 5 shows the samples of the system’s state variable in time domain. The light blue thick lines are samples generated through MCS, the red dots are samples generated with the proposed method, and the thick black line is the deterministic value of the system’s state variables generated with Euler’s forward method (often hidden behind the MCS samples). For the sake of brevity, only a single calculation using SDE method has been compared with MCS here. The figure shows how the samples generated with the proposed method well-align with the MCS samples, with no need to sample anything in between 0 and \( t = 200 \) s. The SOC pdf generated with the two methods is shown in Fig. 6. The distribution moments and the metrics utilized to evaluate the similarity of the two distributions are reported in Tables 5 and 6. The KL divergence strongly indicates similarities between the two pdfs and there is not enough evidence to define
Fig. 4 Time-to-failure pdf computed by MCS and the proposed method, setting the capacitance loss threshold to 8%. The histograms have been normalized to match the height of the pdfs.

Table 4 Comparison between time-to-failure distributions of capacitance loss $C_l$.

| KL($p_{MCS}||p_{SDE}$) | $\bar{t}$ | $t_{\nu/2, N-2}$ | computing time [s] |
|---------------------------|---------|-----------------|-------------------|
|                           |         |                 | MCS               | SDE         |
| 0.001513                  | 0.049   | 1.961           | 777.803           | 0.612       |

The mean values of the two pdfs different (with $\nu = 0.05$). This also implies the equivalence of the two voltage pdfs, which are shown in Fig 7. A quantitative analysis of the voltage pdfs including KL divergence, t-test, and estimation of first two moments is not reported here, but the results agree with the findings obtained for the SOC distributions. The computing time of the two methods is instead extremely different. The SDE method is again hundreds of times faster than MCS, thanks to Eqs. (13) and (19).

The prediction of the TTF distribution is usually constructed by defining a voltage threshold, $V_{th}$, below which the battery cannot operate safely. Therefore, the objective is to directly sample the time instant when the voltage reaches such a threshold. On the other hand, the high nonlinearity of the relationship between $V$, $R$ and $S$ makes the simplification of the sampling problem using stochastic calculus hard to solve. It would require the inversion of (16) and (17), or any other method, to estimate the time instant when $S$ and $R$ generate the desired $V = V_{th}$. The authors decided to leave this task, if possible, to future works. The simulation and model parameters utilized to generate the

Table 5 Moments of the distributions calculated at $T=200$ s.

<table>
<thead>
<tr>
<th>variable</th>
<th>$E[\cdot]$</th>
<th>$\bar{V}[\cdot]$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MCS</td>
<td>SDE</td>
</tr>
<tr>
<td>$E$</td>
<td>202426.808</td>
<td>202427.237</td>
</tr>
<tr>
<td>$R$</td>
<td>0.02699</td>
<td>0.02699</td>
</tr>
<tr>
<td>$S$</td>
<td>0.985</td>
<td>0.985</td>
</tr>
</tbody>
</table>
Fig. 5 Evolution of delivered energy (top), internal resistance (middle), and SOC (bottom) up to 200 s of simulation. Only a subset of the MCS solution is shown in the figure to appreciate the different trajectories.

Table 6 Comparing the estimated SOC distributions.

| KL($p_{MCS}||p_{SDE}$) | $\bar{t}$ | $t_{\nu/2,N-2}$ | computing time [s] |
|--------------------------|-----------|-----------------|-------------------|
|                          |           |                 | MCS               |
|                          |           |                 | SDE               |
| 0.00138                  | 1.454     | 1.961           | 2.978             |
|                          |           |                 | 0.009             |

The proposed results are reported below. The battery parameters come from the original paper [22], were the SOC model was extracted from. The last term is the variance of the voltage noise $\omega_V$ introduced in the voltage equation (17).

$N = 2500$, [-]
$\Delta t = 0.02$, [s]
$u = u = P = 15$, [W]
$\theta = \{\beta', \gamma', \lambda, \mu, \nu_L\} = \{8.482, 3.355, 0.046, 2.759, 11.148\}$, [-]
$x_0 = [R_0, S_0, E_0] = [0.027, 1.0, 202426.858]$, [$\Omega$, $-$, $J$]
$\sigma^2_E = 176.3$, [$J^2$]
$\sigma^2_R = 12e - 7$, [$\Omega^2$]
$\sigma^2_S = 1.163e - 7$, [-]
$\sigma^2_V = 0.01$, [$V^2$]

C. Case study 3: fatigue damage prognosis of cracked structure

The third, last case study involve a well-known nonlinear model for fatigue crack growth (FCG) prediction. The model is based on the Paris’ law equation [23], and this specific work utilizes some simplifying hypotheses:

1) the input is a constant-amplitude and constant-frequency fatigue loading, so a deterministic and direct relationship between elapsed time and number of applied load cycles exists,
Fig. 6 SOC distributions at time $t=200 \text{ s}$. The histograms have been normalized to match the height of the pdfs.

2) an initial crack size estimation is available, and
3) the crack nucleates and propagates in a simple structure where the crack shape function $F$ can be assumed constant.

Not all the assumptions above are strictly necessary to implement the method. However, the authors left relaxing those hypotheses to future works. Moreover, many scientific papers on prognostic of FCG are also based on the same or similar simplifications [24], and the assumption of constant-amplitude fatigue loads may be considered valid for some mechanical systems, like rotating machinery. Therefore, the example proposed here is not different to other scenarios already discussed in literature.

The model is shown in Eq. (20). The typical Paris’ law parameters utilized in mechanical engineering have been slightly reformulated. The model parameter $C’$ collects the parameter $C$ of the Paris’ law, the crack shape function $F$, the stress amplitude $\Delta L = L_{\text{max}} - L_{\text{min}}$, and the constant $\sqrt{\pi}$. The model parameter $\gamma$ is half of the Paris’ law exponent, $\gamma = m/2$. The model noise is a multiplicative log-Normal random variable, with specific relationship between its mean and variance, in order to produce an unbiased propagation of the samples in time domain [21]. According to Paris’ law and the model noise in [21], the semi-crack length dynamic follows:

$$\frac{da}{dn} = C’ a^\gamma e^{\omega},$$

where $a$ is the semi-crack length, expressed in mm[^1] and $n$ is the load cycle variable. The load cycle domain substitutes the time domain here, since we assumed constant-amplitude and constant-frequency fatigue loading. In the deterministic case, the Fourier method (also known as method of separation of variables) solves the FCG prediction by separating the independent variable $a$ and load cycle variable $n$, and integrating both sides, one side in $da$ and the other side in $dn$. The constant arising from the integration can be set to 0. The Fourier method applies also to the stochastic model in Eq. (20), since the model noise $e^{\omega}$ has been assumed independent from the state variable. Equation (21) shows the integral form of the model:

[^1]: the crack length could also be expressed in meters or any other unit of length by a proper adjustment of Paris’ law parameters and the equation of the stress intensity factor, [29]
where $a_0$ and $a_F$ are the initial and final semi-crack length, respectively, and $n_F$ is the load cycle when the semi-crack length reaches $a_F$. It should be noticed that, since the random variable describing the model noise $\omega$ does not directly multiply the time (load cycle) increment $d_n$, the integral on the right-hand side of (21) is an integral with respect to time (load cycle), and not with respect to Brownian motion. It can be approximated using the summation in Eq. (22), where the model noise is a log-Normal random variable.

$$
\int_0^{n_F} e^{\omega s} ds \approx \sum_{s=0}^{k-1} e^{\omega^{(i)}(t)} \Delta n \quad \forall i = 1, \ldots, N,
$$

where $\Delta n_s$ is the integration step size in the load cycle domain. The log-Normal distribution of the random perturbation $e^{\omega s}$ is assumed stationary, thus the subscript $s$ can be omitted by the random variable $\omega$ in the right-hand side of (22). Following the discussion in [21], we utilized a Normal distribution $\mathcal{N}(-\sigma^2/2, \sigma^2)$ to generate samples $\omega^{(i)}$. The number of elements in the summation $k$, similarly to (12), is the ratio between the final load cycle and the integration step size, $k = n_F \Delta n^{-1}$. The user can set the final crack length $a_F$ as the desired threshold to compute the TTF pdf, or can define the time final load cycles $n_F$ at which the crack length pdf has to be estimated. In the latter case, the solution of the Fourier’s method assumes the form in (23).

$$
a_F = a(n = n_F) = \left( a_0^{1-\gamma} + C'(1-\gamma) \int_0^{n_F} e^{\omega s} ds \right)^{\frac{1}{1-\gamma}}
$$
Fig. 8 Swarm of crack propagation samples propagated for \( n = 100,000 \) load cycles. Only a fraction of the MCS samples have been shown here to appreciate the different trajectories.

Table 7 Moments of the distributions calculated at \( n = 100,000 \).

<table>
<thead>
<tr>
<th>( \mathbb{E}[x] ) [mm]</th>
<th>( \mathbb{V}[x] ) [mm²]</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCS</td>
<td>SDE</td>
</tr>
<tr>
<td>4.642</td>
<td>4.646</td>
</tr>
<tr>
<td>0.00878</td>
<td>0.00929</td>
</tr>
</tbody>
</table>

Table 8 Similarity of the distributions at \( n = 100,000 \).

| KL\( (p_{MCS} | p_{SDE}) \) | \( \tilde{t} \) | \( t_{\nu/2,2N-2} \) | computing time [s] |
|-----------------|---------------|-----------------|-------------------|
| MCS             | SDE           |
| 0.00198         | 1.748         | 1.961           | 0.180             | 0.205             |
Fig. 9  semi-crack length pdf at $n = 100,000$ load cycles. The histograms have been normalized to match the height of the pdfs.

Table 9  Comparison between TTF distributions at $a_{th} = 6$ mm.

| KL($p_{MCS}||p_{SDE}$) | $\tilde{t}$ | $t_{\nu/2N-2}$ computing time $[s]$ |
|------------------------|-------------|--------------------------------------|
|                        | MCS         | SDE                                  |
| 0.00180                | 1.579       | 1.961                                |
|                        | 29.617      | 0.156                                |

The proposed SDE method is hundreds of times faster than MCS when computing the TTF pdf, as already saw in the first case study. The model parameters utilized to produce the results are the following:

\begin{align*}
N &= 2500, [-] \\
C' &= C (F \Delta L \sqrt{\pi})^m, [-] \\
C &= 2.382e - 12, [\text{mm/cycle (MPa}\sqrt{\text{mm}}]^{-m} \\
m &= 3.2, [-] \\
F &= 1, [-] \\
\Delta L &= 40, [\text{MPa}] \text{ (load ratio } R = 0) \\
\gamma &= m/2, [-] \\
\Delta n &= 100, [-] \\
\sigma^2 &= 1.0, [-] \\
a_0 &= 3, [\text{mm}] \\
a_{th} &= 6, [\text{mm}] 
\end{align*}
V. Conclusions

This paper proposed a Monte Carlo solution to prognostics and long term predictions based on the properties of stochastic calculus. The similarities between the state-space formulation and stochastic differential equations are highlighted. The aim of the proposed method is to accelerate, when possible, the computation of the probability density functions of random variables described by ordinary differential equations. The work demonstrated that the proposed method, briefly defined SDE method, may save computation time when compared with full Monte Carlo simulations, briefly defined MCS, since the former does not require recursive propagation of the samples through the model equation to obtain the desired probability density functions. The distributions resulting from the two methods appear indistinguishable, being the Kullback-Leibler divergence always approaching zero, and being the mean values equal to each other according to the t-tests. A qualitative, visual comparison of the distribution has also been carried out by plotting kernel density estimations and histograms of the state variables computed with both methods. In some of the proposed case studies, the estimation of the system’s state variables using MCS appeared faster than, or comparable to, the proposed SDE method. However, this never happens when computing the time-to-failure distribution, where the suggested approach is superior in terms of computing time, with no evidence of lower precision. The authors hypothesize that the simplicity of the models in case study 1 and 3 (besides the third case study focuses on a nonlinear model, the discrete formulation is a simple scalar equation) is favoring the recursive propagation of the samples against the numerical solution of the stochastic integral, which requires several random samples. This caused MCS to be faster when estimating the quantities of interest at certain time \( t \). Further runs of the algorithms, including a series of repeated runs to statistically characterize the computing time, should be performed to quantify the computing advantage of one method over the other. In the preliminary results shown here, when SDE does not outperform MCS, the computing time of the two methods is closely comparable. On the other hand, the estimation of the time-to-failure pdf using SDE, when possible, is hundreds of time faster than the estimation performed with MCS, creating a tangible advantage to the end user who can obtain the time-to-failure distribution (and therefore, the remaining useful life of the system), in a fraction of the time required by MCS. Before the deployment of such a method to real scenarios, the solution based on stochastic calculus should be extended to cases of uncertain initial conditions, uncertain model parameters, and uncertain inputs, where \( x_0, \theta \) and \( u \) are known in terms of probability distributions. Further studies should include a sensitivity analysis of the method on the number of samples drawn during the simulations, and on the number of prediction steps. The
extension of the method to other, more complex model classes, or more complex SDEs, when possible, would enable Monte Carlo algorithms that could operate in environments with limited computing power.
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