Measurements of Freestream Fluctuations in the NASA Langley 20-Inch Mach 6 Tunnel
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An experimental campaign was conducted to measure and to characterize the freestream disturbance levels in the NASA Langley Research Center 20-Inch Mach 6 Wind Tunnel. A pitot rake was instrumented with fast pressure transducers, hot wires, and an atomic layer thermopile to quantify the fluctuation levels of pressure, mass flux, and heat flux, respectively. In conjunction with these probe-based measurements, focused laser differential interferometry was used to optically measure density fluctuations. Measurements were made at five nominal different unit Reynolds numbers ranging from $3.28 \times 10^6$ to $26.5 \times 10^6$. The rake was positioned at two different streamwise locations and several different roll angles to measure flow uniformity within the test section. In general, noise levels were spatially consistent within the tested region. Pitot pressure fluctuation levels ranged from 0.84% at the highest Reynolds number tested to 1.89% at the lowest Reynolds number tested. Freestream mass-flux fluctuations remained relatively constant between 1.8–2.5% of the freestream. The pressure transducers were also used to determine the dominant disturbance speed and angle of propagation. The disturbances were estimated to travel at approximately 54–81% of the freestream speed at an angle of approximately 21–44° from the freestream direction, but these measurements had a significant amount of uncertainty. A comparison to previous measurements of pressure made in 2012 and of mass flux made in 1994 show almost no change in the RMS fluctuation of these flow quantities.

Nomenclature

- $a$: speed of sound, m/s
- $f$: frequency, Hz
- $M$: Mach number
- $p$: pressure
- $P_{xx}$: auto-spectra density
- $P_{xy}$: cross-spectral density
- $\dot{q}$: heat flux, W/m$^2$
- $r$: radial location of probe, mm
- $\bar{Re}$: unit Reynolds number, m$^{-1}$
- $Re_d$: wire Reynolds number, m$^{-1}$
- $T_r$: recovery temperature, K
- $T_w$: wire temperature, K
- $u$: speed, m/s
- $u_r$: rate at which information travels in $x$ or $y$
- $x$: spanwise horizontal tunnel coordinate, mm
- $y$: spanwise vertical tunnel coordinate, mm
- $z$: streamwise tunnel coordinate, m
- $\gamma^2$: coherence function
- $\Delta r$: probe separation distance, mm
- $\Delta t$: time delay between sensors
- $\Delta x$: distance that a disturbance travels in $\Delta t$
- $\Delta \Psi$: phase difference, rad/s
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I. Introduction

Predicting the boundary-layer transition location is a critical component of aerodynamic design and can influence the control of hypersonic vehicles. In general, laminar boundary layers transition as a result of unstable disturbances that grow large, become nonlinear, and eventually break down. These disturbances can originate from a variety of sources including surface roughness/waviness and freestream disturbances. The dependence of transition on freestream disturbances underscores the importance of freestream characterization in wind-tunnel testing, particularly when these data are used to derive models of the boundary-layer transition process. Previous work has shown that these freestream disturbances have a large effect on the transition of supersonic and hypersonic models in ground test facilities.1–5

For researchers and other customers of the facility, knowledge of the magnitude and distribution of freestream flow quantities is important for knowing where to place a model. In studying transition, these quantities are particularly important to know because the mechanisms that cause transition to occur on a test article may be affected by the freestream disturbance environment.1,5–7 Simulations have started to advance so that they can incorporate knowledge of the in-flow parameters to determine the initial amplitude of instabilities in the boundary layer.8 Amplitude-based prediction models will also require some knowledge of the spectral content of these freestream disturbances.9 Thus, it has been necessary to try to quantify these freestream components to better understand the necessary inputs into our current transition models.

Previous measurements have been made to characterize the freestream fluctuations in the NASA Langley Research Center 20-Inch Mach-6 Tunnel.2, 4, 10–12 These measurements of freestream fluctuations are useful as a reference, but as changes to the facility flow path occur, these measurements should be repeated to ensure that the flow quality has not changed. Frequent calibration and characterization of the flow quality in hypersonic facilities may not be feasible due to cost and time constraints. Nevertheless, without occasional checks or in-depth measurements, the flow quality of these facilities can be uncertain. This paper will describe measurements made to characterize fluctuating quantities of pressure, heat transfer, mass flux, and density. Several different measurement techniques were used to measure various fluctuating quantities in the flow, including sensor-based and non-intrusive methods. From these measurements, both the RMS and frequency content of these fluctuations were obtained. An estimate of the disturbance angles and propagation speed of the acoustic disturbances were also made using these data.

II. Experimental Methods

A. The 20-Inch Mach 6 Tunnel

The data in this report were acquired in the NASA Langley Aerothermodynamics Laboratory (LAL) 20-Inch Mach 6 Tunnel. The facility is a blow-down tunnel with quoted run times of up to 20 minutes. The maximum temperature achievable is 555.6 K and the nominal operating pressure range is from 206.8 kPa to 3275 kPa.13 Previous measurements of the acoustic noise in the facility by Rufer and Berridge show that the normalized noise level decreased with increasing Reynolds number and was approximately 1% of the pitot pressure at a freestream unit Reynolds number of 23 × 10^6/m.12 For the experiment presented in this paper, the total temperature was held relatively constantly at 493.4 ± 2.3 K and the total pressure was varied to achieve nominal freestream unit Reynolds numbers ranging from 3.28 × 10^6/m to 26.5 × 10^6/m.

Measurements were made at z = 2.149 m and 2.250 m from the throat in this experiment. These
locations correspond to approximately 76 mm from the leading edge of the floor-plate of the injection system and approximately 76 mm ahead of the center of rotation for the model attitude control system (shown in Fig. 1b), respectively. These measurements are approximately 356 mm and 241 mm farther upstream than the farthest forward station presented in Fig. 11 of Ref. 12. The dimensions of the nozzle at these measurement stations are 521 mm (20.5 in.) between the contoured walls and 508 mm (20 in.) between the flat sidewalls. By taking measurements at a farther forward location, these measurements were intended to be useful in defining the in-flow conditions of computational boundaries. The coordinate system used for these measurements is as shown in Fig. 1. The streamwise station of the rake is measured starting from the throat (Fig. 1a), and the x, y, r, φ coordinates are determined as shown in Fig. 1b.

Figure 1: Schematic of the 20-inch Mach 6 Tunnel and relevant coordinate system for measurements.

B. Instrumentation

1. Pressure Sensors

Two types of pressure sensors were used to measure the freestream acoustic disturbance levels. PCB 132A31 transducers were used to measure pressure fluctuations between 11 kHz and 1 MHz. These sensors were powered by the manufacturer’s in-line signal conditioner, which provided a constant 4 mA current excitation to the built-in amplifier. The PCB output is high-pass filtered by built-in electronics and thus has a 3-dB cutoff at 11 kHz. The stated resonant frequency is above 1 MHz and PCB sensors are reported to have a flat response to 300 kHz.\textsuperscript{14} Attempts to calibrate the sensors in a shock tube have been ongoing at Purdue University.\textsuperscript{15, 16} No method of dynamic calibration was applied to the sensors shown in this paper, so the factory calibration was used. The PCB sensors were flush-mounted in a 6.35-mm-diameter stainless steel body that had a 3-degree taper on the front end of the probe.

The Kulite transducers were powered by an external signal conditioner that was capable of also amplifying and filtering the acquired signal. The sensors used in the measurements presented in this paper have a B-screen to protect the sensing element from particle impacts. This screen limits the maximum frequency...
response of the sensors to approximately 20–50 kHz, so they were used to measure disturbances in the 0–50 kHz range. A Kulite sensor with the B-screen cut off was used to show the difference in the change in frequency response for a limited number of measurements. Calibration of these sensors was conducted using a static sensitivity calibration method. These transducers were flush-mounted in a 2.26-mm-diameter stainless steel tube that then transitioned to a 6.35-mm stainless steel probe body.

2. **Heat Transfer Sensors**

An atomic-layer thermopile (ALTP) probe was used to make measurements of freestream heat transfer. These sensors are a fairly new technology and have been used in previous studies of boundary-layer instabilities and stagnation point heating measurements. The ALTP sensor comes with an in-line amplifier that amplifies the AC signal of the sensor by a fixed gain of 5000. The gain for the DC signal of the sensor can be selected via a switch that amplifies the signal between 100 and 800 times. The AC signal read by the sensor was clipped by the amplifier due to large signal, so the results in this paper show the measurements obtained by bypassing the in-line AC amplifier. The bandwidth for these sensors is typically quoted as being up to 100 kHz for the DC signal and 17 Hz–1 MHz for the AC signal when using the in-line amplifier. Calibrations with a diode laser corroborated the approximate bandwidth. For this experiment, the ALTP sensor was mounted into a 7.94-mm-diameter body with a 3-degree taper to the front end of the probe. This sensor was mounted flush to the end of the probe tip.

3. **Hot-Wire Probes**

Wollaston wires with a 90% platinum-10% rhodium core were soldered to hot-wire probes with prongs spaced 1.25 mm apart. Nitric acid was used to etch away the silver coating on the Wollaston wire until the 5-µm platinum-rhodium wire was exposed. The 5-µm wire was chosen to ensure that the Knudsen number of the wire \((Kn = M/Re_d\sqrt{\pi/2})\) stayed in the continuum flow regime for the range of Reynolds numbers selected. The etched length of the wire varied from probe to probe, but was approximately 400–650 µm long. This yields a length-to-diameter ratio of between 80 and 130 for the sensing elements, so some end effects are possible for the lowest ratios. However, since the wires are etched, the heat conduction effects of the stubs should have less of an effect than if the bare sensing elements were directly mounted to the prongs.

A constant temperature anemometer (CTA) was used to make measurements of mass flux. The wires were driven to a nominal overheat ratio \((\tau = (T_w - \eta T_0)/T_0)\) of 0.9 to make the wire more sensitive to mass flux. The frequency response of the anemometer was checked with an injected square wave and showed that the system had a maximum bandwidth of up to approximately 130–150 kHz. The recovery factor of these wires \((\eta = T_r/T_0)\) was determined by measuring the cold-wire resistance of the probes at a nominal total temperature of 493.4 K for the range of Reynolds numbers. The recovery factor was determined to be approximately 0.87. These wires were calibrated in situ when the wires survived through a full sweep of Reynolds numbers. The method of calibrating the hot wire was as described in Ref. 10, using a nonlinear least-squares fit to a modified King’s law.

4. **Optical Measurement Techniques**

Two optical measurement techniques, focused-laser differential interferometry (FLDI) and high-speed schlieren, were used to complement measurements made with probes. In a novel arrangement, the two optical instruments were designed to be collinear and acquire data simultaneously with each other and with the probes in the tunnel. Results obtained with the collinear high-speed schlieren system are not shown in this paper, but will be described in a future paper.

A schematic of the FLDI is shown in Fig. 2. A single 300-mW, 532-nm laser with a Gaussian beam profile was used as the laser light source. The laser output was linearly polarized, with laser power controlled by rotating a half waveplate ahead of a polarizing beam splitter after the laser (not shown). Moving from left to right in Fig. 2, the laser beam is passed through a short-focus lens in order to expand the beam. After this lens, a half waveplate was used to rotate the plane of polarization to 45° with respect to the vertical axis. A Wollaston prism on the transmitter side then split the vertical and horizontal components of polarization by 2 arc minutes. The transmitter-side field lens was placed one focal length away from the Wollaston prism. The field lens directed the optical axis of each of the beams to run parallel to each other through the test section with a spacing of approximately 180 µm in the streamwise direction. The
field lens also served to focus each of the orthogonally-polarized beams to two focal spots approximately 15-µm in diameter. Temporal density fluctuations embedded in the freestream propagate through the beams and impart distinct but related optical phase shifts to each of the beams. The instrument is most sensitive to these fluctuations closest to the focal plane, which was approximately within ±15 mm in the horizontal spanwise direction. Away from the focal region, the beam radius becomes large relative to the disturbance wavelength and the sensitivity of the FLDI is decreased.

After the test section, the beams passed through a second field lens, which refocused the beams through a second Wollaston prism. This second Wollaston prism overlapped the orthogonally-polarized beams and then another short-focus lens collimated the beam. The polarization of the beam was adjusted to become circularly polarized with a Berek compensator. A polarizing beam splitter then directed each of the orthogonal components of the beam on to two different photodiode detectors. The amplitude modulations of the beam intensity measured by these photodiodes are related to the streamwise density fluctuations in the flow. Some initial data were taken with just the FLDI setup to ensure that the instrument was operating correctly (Fig. 2). When the FLDI technique appeared to work correctly, both FLDI and high-speed schlieren were operated simultaneously with their co-axial light paths for the last several days of the testing. Details on the collinear system is planned for a future paper.

5. Other Instrumentation

Two accelerometers with a bandwidth of 2 Hz to 10 kHz were also mounted to the inside of one of the rake models to determine the vertical and lateral vibrations of the model. These were used to determine when the vibrations resulting from the model injection were sufficiently damped out before acquiring measurements. The total temperature in the rake was measured with a K-type thermocouple that was mounted in a single-shielded, vented probe. The mean total pressure was measured with a pitot tube attached to an absolute pressure transducer with a 103.4 kPa range.

C. Rake Models

Two rake models were used to make measurements of the fluctuations of freestream properties in the 20-Inch Mach 6 Tunnel. A large rake with 21 possible sensor ports, measuring 254-mm wide, was used initially for simultaneous measurements of the freestream disturbances. The spacing between each possible sensor port is 11.18 mm. The probes installed in this rake model included Kulite sensors with B-screens, PCB sensors, a single ALTP gauge outfitted with the in-line amplifier, and two hot-wire sensors.

Several measurements were made with this model in two different axial stations in the facility at different roll angles. The farthest upstream position was \( z = 2.149 \) m and the other position was \( z = 2.250 \) m. The roll angle for this model was determined using the orientation of the leading edge relative to the floor of the tunnel. This model is approximately half of the width and height of the nozzle and all sensors were within the uniform core.

Due to the difficulty in replacing broken hot-wire sensors between runs, a smaller rake model was used for additional measurements. This rake model has only two sensor ports, and three different configurations were used during testing. These configurations were used to make measurements with two hot-wire sensors, an ALTP gauge, and a Kulite sensor with no screen. The spacing between the two sensors was 19.05 mm.
The smaller rake model was tested at a single axial station of $z = 2.238$ m and two roll angles: $0^\circ$ and $90^\circ$. The hot-wire sensors were tested at each roll angle and freestream unit Reynolds number. The ALTP gauge and the Kulite with no screen were only tested at a roll angle of $90^\circ$ for the same range of unit Reynolds numbers.

D. Data Acquisition

Mean data from the probes were low-pass filtered at 50 Hz and were acquired at a rate of 5 kHz. The total pressure and temperature from the pitot tube and thermocouple were acquired at a rate of 30 Hz using the system supplied by the facility. (More information on this system is presented in Ref. 13.) Dynamic probe data were AC-coupled and acquired at a rate of 2.5 MHz for a duration of 3 seconds once the appropriate tunnel conditions had settled to a relatively steady state and a 2.5-second wait time after the injected model reached the tunnel centerline. The accelerometers mounted in the rake showed that any vibration resulting from injecting the model sufficiently subsided after 1 s, but the low-frequency AC-coupling at $0.159$ Hz on the signal conditioning cards used for the Kulites required a longer wait time. The Kulite transducers were powered with a 10-V excitation and low-pass filtered with an 8-pole, 8-zero filter at a cutoff of 204.6 kHz. All other data from the PCB transducers, hot wires, ALTP gauge, and accelerometers were AC-coupled at 100 Hz and low-pass filtered with a low-pass 6-pole, 6-zero filter at a cutoff at 1 MHz. An additional 8-pole Butterworth filter with a low-pass cutoff frequency of 150 kHz was applied to the hot-wire measurements in post-processing to reduce the effects of some of the extraneous electronic noise. This digital filter was only applied to the hot-wire data. The AC-coupling of the unsteady components of the signals was necessary to remove some of the dominating 60-Hz electronic noise in the facility. Measurements from the photodiodes in the FLDI were acquired with a digital oscilloscope for the first 2 s at 10 MHz. No high-pass or low-pass filters were utilized in this preliminary demonstration of the FLDI to have the opportunity to observe the full dynamic range of the instrument, accepting the risk of aliasing. A summary of the data acquisition parameters is given in Table 1.

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Coupling</th>
<th>Sampling Rate</th>
<th>High-Pass Cutoff</th>
<th>Low-Pass Cutoff</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCB (Pressure)</td>
<td>AC</td>
<td>2.5 MHz</td>
<td>100 Hz</td>
<td>1 MHz</td>
</tr>
<tr>
<td>Kulite (Pressure)</td>
<td>AC</td>
<td>2.5 MHz</td>
<td>0.159 Hz</td>
<td>204.6 kHz</td>
</tr>
<tr>
<td>ALTP (Heat Flux)</td>
<td>DC</td>
<td>5 kHz</td>
<td>—</td>
<td>50 Hz</td>
</tr>
<tr>
<td>ALTP (Heat Flux)</td>
<td>AC</td>
<td>2.5 MHz</td>
<td>100 Hz</td>
<td>1 MHz</td>
</tr>
<tr>
<td>Hot Wire (Mass Flux)</td>
<td>AC</td>
<td>2.5 MHz</td>
<td>100 Hz</td>
<td>1 MHz (analog)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>150 kHz (digital)</td>
</tr>
<tr>
<td>Hot Wire (Mass Flux)</td>
<td>DC</td>
<td>5 kHz</td>
<td>—</td>
<td>50 Hz</td>
</tr>
<tr>
<td>FLDI (Density)</td>
<td>DC</td>
<td>10 MHz</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Total Temperature (Facility)</td>
<td>DC</td>
<td>30 Hz</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Total Pressure (Facility)</td>
<td>DC</td>
<td>30 Hz</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

III. Analysis

A. Power Spectrum Estimation and RMS Calculations

The power spectral density for each sensor are estimated with Welch’s method. Hamming windows of $2^{14}$ points and 50% overlap are averaged to determine the power spectral density. These parameters yield a frequency resolution of 152.6 Hz. Previous work by Rufer and Berridge12 was integrated out to 100 kHz, so the RMS values for total pressure in this paper are likewise integrated out to 100 kHz. Similarly, hot-wire measurements by Chokani et al.11 used a bandwidth of 40 kHz, so the RMS values for mass flux fluctuations will use similar bandwidths for direct comparison to data. It was unclear what bandwidth was used to find the RMS of the measurements made by Stainback and Kubendran, so the present measurements were
integrated to a bandwidth of 100 kHz for comparison to these data.

Much of the data were affected by electronic noise. The power spectra in Fig. 3 are from measurements made by a hot wire sitting at ambient conditions in a sealed test section. No digital filtering was applied to these data. The blue trace shows the baseline noise floor of the hot-wire anemometer, with the $f^2$-noise starting near 2 kHz, and extending to approximately 50 kHz. The roll-off near 100 kHz and beyond is a result of the tuning of the wire and the low-pass filter of the analog signal conditioner. The orange trace shows the electronic noise floor when the servo motors for the model injection system are energized. Tonal spikes are visible in the spectra between 2 kHz and 1 MHz when this occurs. The yellow trace shows the electronic noise floor when the electric heaters for the facility are turned on, no flow passes through the tunnel, and the servo motors are not energized. This trace is characterized by an increase in the low-frequency range between 100 Hz and 2 kHz.

![Figure 3: Example of electronic noise measured by a hot wire. No flow.](image)

Due to the high levels of electronic noise in the facility, some post-processing was applied to the power spectra to reduce the appearance of tonal spikes in the spectra. To obtain an estimate of the power spectra that was unaffected by electronic noise, the incoherent spectra $(1 - \gamma^2)P_{xx}$ were used, where $P_{xx}$ is the power spectral density. An example of the improvements possible are given in Fig. 4. The blue line is the power spectral density for a PCB sensor at a low Reynolds number. It is marked by large-amplitude tonal spikes, which were later determined to be a result of the electronic noise generated by the servo motors of the model-injection system. The red line is the resultant incoherent spectrum for the same PCB sensor. The differences between the two traces show a reduction in the high-frequency noise peaks.

![Figure 4: Power spectra and incoherence spectra for pressure sensor located at $z = 2.250$ m, $\phi = -90^\circ$, $\text{Re} = 3.37 \times 10^6$/m.](image)
B. Analysis of the FLDI Measurements

For the FLDI, the two digital signals from the photodiodes are subtracted in post processing to obtain the phase difference in the signals from each of the FLDI beams. The raw signals from the FLDI beams are sensitive to density gradient, but can be easily related to the fluctuating component of density using Eq. 3.55 from Ref. 24. The fast Fourier transform (FFT) of this quantity is computed using Welch’s method with a \(2^{16}\) point \((0.0066 \text{ s})\) Hanning window with 50% overlap. This yields a frequency spacing of 152.6 Hz to be consistent with the other power spectra.

The absolute sensitivity of this instrument has not yet been determined, so these spectra are given in arbitrary units. These spectra also have not been normalized for the instrument responsivity in frequency. However, that response can be estimated using methods outlined in Refs. 23, 24, 26. The calculation is a convolution of three different effects: streamwise beam separation (Eq. 3.35 of Ref. 24), beam spot size with an infinitesimally thin disturbance in the spanwise direction at the focal plane (Eq. 3.42 of Ref. 24), or beam spot size with a finite width disturbance field in the spanwise direction centered on the focal plane (Eq. 3.43 of Ref. 24). The assumption of an infinitesimally thin disturbance field is a best-case scenario for instrument responsivity. The assumption of a disturbance field width equal to that of the tunnel test section \((508 \text{ mm})\) is a worst-case scenario for instrument responsivity. The -3 dB high-frequency roll-offs for the best- and worst-case scenarios are 2.32 MHz and 161 kHz, respectively, for a freestream velocity of approximately 930 m/s. Future studies must be performed to better understand the influence of the finite-width of the disturbance field on instrument response.

C. Determining Propagation Angles and Speeds of Disturbances

A disturbance speed and disturbance propagation angle can be determined using the knowledge of the spacing of the probes \((\Delta r)\) and the time delay with which the two probes sense a particular disturbance \((\Delta t)\). The spacing of the probes is known, but the time delay must be determined through spectral analysis of the signals measured by the two probes. The time delay of the disturbance measured by the two probes can be determined from the coherence and the difference of the phase of the cross-spectra. Using the geometry illustrated in Fig. 5, the disturbance convection speed \((u_c)\) and disturbance angle \((\mu)\) are a measure of the speed and angle of the Mach wave generated by a dominant disturbance or eddy in the nozzle-wall boundary layer. This wave will pass over sensors 1 and 2 as it convects downstream at speed \(u_c\), where \(u_c/u_\infty < 1\). From the parameters illustrated in Fig. 5 and defined above, the rate at which the Mach wave passes between the two sensors can be defined as

\[
u_r = \frac{\Delta r}{\Delta t}
\]

which is a non-physical “speed” at which information travels perpendicular to the dominant convection speed. The dominant convection speed is defined as

\[
u_c = \frac{\Delta x}{\Delta t}
\]

where \(\Delta x\) is the distance of the wave from sensor 1 when it is first detected by sensor 2, as depicted in Fig. 5.

Assuming that the signal measured comes from a right-travelling wave, as shown in Fig. 5, it has the form \(A e^{-\omega t + k x_\perp}\). Thus, the phase of the signals measured by the sensors can be defined as \(\Psi = \omega t - k x_\perp\). To determine the time delay between the measurement of the same wave by sensor 1 and sensor 2, the difference in the phases is examined:

\[
\Delta \Psi = \Psi_2 - \Psi_1 = \omega t_1 - k x_\perp - (\omega t_2 - k x_\perp) \quad (3)
\]

\[
\Delta \Psi = \omega \Delta t = 2\pi f \Delta t \quad (4)
\]

where \(\omega\) is the angular frequency of the propagating wavefront, \(x_\perp\) is the direction normal to the wave, and \(k\) is the wave number of the propagating wavefront. The coherence is first computed to determine if a linear relationship exists between the signals measured by adjacent sensors 1 and 2. If a linear relationship exists, the frequency at the peak of the coherence function \(\gamma^2\) is determined and the resulting phase difference is obtained from the phase of the cross-spectrum \(P_{xy}\).

The definition of the angle of the disturbance relative to the freestream direction can be given through the definition of a Mach angle

\[
\sin \mu = \frac{1}{M_c} = \frac{a_\infty}{u_\infty - u_c}
\]
where $a_{\infty}$ is the definition of the speed of sound in the freestream. The Mach angle can also be found using geometry:

$$\tan \mu = \frac{\Delta r}{\Delta x}.$$

Eq. 5 and 6 can be combined using simple trigonometric properties to give a quadratic equation of the form

$$Au_c^2 + Bu_c + C = 0$$

where

$$A = \left(\frac{\Delta t}{\Delta r}\right)^2 - \frac{1}{a_{\infty}^2}$$

$$B = 2\frac{u_{\infty}}{a_{\infty}}$$

$$C = 1 - M_{\infty}^2$$

Solving for $u_c$ provides two solutions, one for $u_c > u_{\infty}$ and one for $u_c < u_{\infty}$. The physically relevant $u_c$ must be the solution that is less than $u_{\infty}$.

An example of a comparison between two sensors is given in Fig. 6. Figure 6a shows a coherence of almost unity between two Kulite sensors at $f < 400$ Hz and $f > 75$ kHz. The coherence in this range of frequencies is dominated by noise, both from the electric heaters for the facility and the servo motors for the model injection system. Between 400 Hz and 10 kHz, a small peak is visible in the coherence of the two Kulite sensors in Fig. 6a, with a local maximum at approximately 2 kHz. Background uncorrelated noise causes the coherence to be small. For reference, Laufer also noted a small correlation coefficient when examining the cross-correlation between two hot wires in the freestream of a supersonic tunnel. These disturbances are essentially the Mach waves from turbulent eddies in the boundary layer. Figure 6b shows no coherence between the two PCB sensors at the same frequencies, which is expected, considering that the lower limit of the frequency response of the sensor is approximately 11 kHz. Taking the phase of the cross-spectra between two sensors shows the difference in phase between the measurements made by the sensors (Fig. 7).

The peak in the coherence in Fig. 6a occurs at $f = 2136$ Hz, where the phase difference shown in Fig. 7 is 0.554 radians. Using Eq. 4, the time difference between when each sensor measures the dominant disturbance in the flow is approximately 41 $\mu$s. Using Eqs. 7–10 yields a convection velocity of $u_c = 0.70u_{\infty}$. The angle of the disturbance is found using Eq. 5, and for this case, is approximately 30°. Due to the spectral noise in the coherence and the cross-spectra, a Gaussian fit to the points between 900 Hz and 4 kHz will be used to approximate the peak in the coherence. A linear fit to the phase of the cross spectra in the same frequency range will be used to determine the phase difference corresponding to the peak.
IV. Results

A. Pressure Fluctuations

The power spectra for multiple Reynolds numbers measured by the Kulite sensors is shown in Fig. 8. These plots of the power spectral density show that the measurements are relatively similar at each location shown here, except at the lowest unit Reynolds number. At the lowest unit Reynolds number tested, the amplitude of the measured signal is higher between 0–40 kHz.

Figure 9 shows that there is good symmetry across the span of the measurement region. For the highest and the lowest Reynolds numbers tested, the spectra agree very well when the rake was rotated to $\phi = 0^\circ$, $+90^\circ$, and $-90^\circ$. This was expected based on previous measurements by Rufer and Berridge, although the present measurements were made at a location farther upstream than their measurements. Previous tunnel calibrations by Rhodes and DeLoach suggest uniformity in the mean flow in these particular measurement stations in the facility as well. The rake is not wide enough to measure outside the uniform core flow of the facility, so it is not surprising that the unsteady pressure measurements in this region are fairly uniform.

Figure 9 shows that the PCB transducers agree with the Kulite transducers fairly well in the range of 11–40 kHz. However, the measurements made at the lowest unit Reynolds number of $3.31 \times 10^6$/m agree for a much smaller range of only 11–20 kHz. Work done at AEDC’s Hypervelocity Wind Tunnel 9 showed that the region of overlap in these spectra can be used to scale the calibration of the PCB sensor. Therefore, a
Figure 8: Power spectra of measurements from the Kulite sensors with B-screens in the large rake positioned at $z = 2.149$ m.

(a) $68.1$ mm from centerline, $\phi = 0^\circ$.
(b) $90.4$ mm from centerline, $\phi = 0^\circ$.
(c) $68.1$ mm from centerline, $\phi = -90^\circ$.
(d) $90.4$ mm from centerline, $\phi = -90^\circ$.

Figure 9: Power spectra showing agreement across the span of the facility at $z = 2.149$ m.

(a) $Re = 3.31 \times 10^6$/m.
(b) $Re = 26.3 \times 10^6$/m.
A combination of Kulite and PCB sensors can then be used to estimate the noise from 0–1 MHz. This method assumes that the frequency response in the overlapping range is similar, which may not always be the case. For low Reynolds numbers, as in Fig. 9a, the signal of the Kulite and PCB in the 11–40 kHz range does not agree as well, so this method of adjusting the calibration may not be applicable. No calibration matching between the Kulite and PCB was attempted for the data here; in this instance, the factory calibration for the PCB happens to agree well with the Kulite calibration.

Previous measurements in Ref. 12 indicate that the acoustic noise in the span of the tunnel should be fairly uniform. Figure 10 shows a discrepancy between the PCB sensor located on the centerline of the tunnel and the PCB sensor located at a location of 90.4 mm from the centerline. The spectra of the PCB measurements for the lowest Reynolds number tested is shown in Fig. 10a and for the highest Reynolds number tested is shown in Fig. 10b. The spectra for the different Reynolds numbers in between look fairly similar to the spectra in Fig. 10b. There is good agreement in the spectra for the three different angular positions of the rake when comparing a single sensor to itself. However, the magnitude of the pressure fluctuation levels for the PCB transducer located on the centerline appears to have a lower amplitude than the other pressure transducers. The discrepancy in the amplitude may be due to the usage of the factory calibration for the PCB transducer in question. Other groups have seen that the factory calibration for the PCB transducers can have an error as high as 30–50%. Unfortunately, the centerline transducer was never swapped with another so this was not verified during the test.

(a) $\bar{Re} = 3.31 \times 10^6$/m.  (b) $\bar{Re} = 26.3 \times 10^6$/m.

Figure 10: Power spectra showing PCB measurements across the span of the facility at $z = 2.149$ m.

Work is ongoing at Purdue University to calibrate the transducers used in this experiment. Using a small shock tube (ST), the PCB sensors were calibrated by varying shock strengths to determine a sensitivity of the sensors. The effect of a preliminary calibration for the PCB sensors on the spectra is given in Fig. 11. The thin solid lines in Fig. 11 are spectra of the Kulite measurements taken at $y = -90.4$ mm, truncated at 100 kHz. The dashed lines are the spectra of the PCB measurements using the factory calibration, while the thick solid lines are the spectra of the PCB measurements using the shock tube calibration. The shock tube calibration appears to improve the measurements made by the PCB sensor at $y = 0$ based on the agreement with the Kulite measurements in the 11–40 kHz spectral band. However, the shock tube calibration appears to cause the PCB sensor at $y = 90.4$ mm to disagree with the Kulite measurements in the same band. The cause of this discrepancy is unknown and more work is underway to determine the cause.

A limited number of measurements were made with a Kulite where the B-screen was removed. The power spectra of the measurements made with this sensor are given in Fig. 12. These spectra show information similar to Fig. 8, except that the frequency response of the sensor has increased out to approximately 100 kHz. When the B-screen was removed, a small lip around the diaphragm of the sensor was left, creating a cavity. A small peak is seen in the spectra near 100 kHz, which is within the range of possible organ-pipe frequencies of the cavity around the sensing element.
1. RMS Measurements

A comparison of the RMS pressure fluctuations up to 100 kHz is presented in Fig. 13, using the factory calibrations for the PCB sensors. The measurements from the present experiment agree fairly well with the data from Ref. 12, except for the RMS amplitudes given by the PCB located on the centerline. As shown in Figs. 10 and 11, this is possibly due to an error in the factory calibration. Application of the shock tube calibration simply causes the RMS values of the centerline PCB measurements to agree better with the other data. However, the shock tube calibration for the PCB sensor at \( r = 90.4 \text{ mm} \) causes the RMS values of those measurements to decrease to approximately 1%. This decrease in RMS would yield results similar to those currently given in Fig. 13.

Because the frequency response of the PCB is limited to a range of 11 kHz–1 MHz, the computation of the RMS fluctuations measured by the PCB sensors may differ from those of the Kulite transducers. The band-limited RMS fluctuations measured by both the Kulite transducers and the PCB sensors from 11–50 kHz contribute approximately 53–70% of the RMS fluctuations measured by the Kulites and approximately 73–77% of the RMS fluctuations measured by the PCBs. Thus, the difference in bandwidth of the two sensors happens to affect the calculation of the RMS fluctuations very little.
2. Disturbance Angles

Since multiple Kulite and PCB sensors were used to make measurements of the freestream, an attempt to find disturbance propagation angles and propagation speeds was made. The Kulite sensors were located at \( r = 68.07 \text{ mm} \) and \( 90.42 \text{ mm} \) and the PCB sensors were located at \( r = 0 \text{ mm} \) and \( -90.42 \text{ mm} \) on the 10-inch rake. Figure 14 shows the coherence and phase differences between two Kulites for a sweep of Reynolds numbers. Almost no coherence was seen in the PCBs, aside from the coherence of the electronic noise measured by both sensors, as in Fig. 6b. Thus, no data from the PCB sensors are shown.

The electronic noise between \( f < 400 \text{ Hz} \) and \( f > 60 \text{ kHz} \) has a coherence of nearly \( \gamma^2 = 1 \), so only data between 300 Hz and 10 kHz are shown in Fig. 14a. In Fig. 14a, a small broad peak in the coherence is centered at approximately 2000 Hz for the range of Reynolds numbers. This peak does not shift much, but grows slightly in amplitude as the Reynolds number increases. The coherence at the highest Reynolds number is still relatively low, at approximately \( \gamma^2 = 0.1 \). The lower two Reynolds numbers have almost no peak in the coherence, possibly because the boundary layer on the nozzle wall is only transitional or in the early stages of turbulence. The coherence of these measurements could be increased if measurements were made closer to the nozzle walls or if the data acquisition time was increased.

Figure 13: RMS amplitude of freestream pressure fluctuations up to 100 kHz

![Figure 13: RMS amplitude of freestream pressure fluctuations up to 100 kHz](image)

Figure 14: Coherence and phase differences between two Kulites at \( z = 2.250 \text{ m} \), \( \phi = -90^\circ \).

(a) Coherence between Kulites.

(b) Phase lags between Kulites.

![Figure 14: Coherence and phase differences between two Kulites at z = 2.250 m, \( \phi = -90^\circ \).](image)
Using the phase differences of the measurements (Fig. 14b) at the local peak frequency of the coherence and the separation distance between the probes, the propagation speed and angle can be determined for the measurements made, as in Section III.C. A compilation of the disturbance speed and angle as measured by the two Kulite transducers for each of the conditions is given in Figs. 15 and 16, respectively. In these figures, the red symbols indicate measurements made at \( z = 2.250 \text{ m} \). The blue symbols indicate the measurements made at \( z = 2.149 \text{ m} \), the farthest forward station.

(Fig. 15): Propagation speed of the disturbances emanating from the nozzle walls.

In each of Figs. 15 and 16, the plots are organized to show measurements corresponding to the location of the two Kulite probes in the two-dimensional nozzle. Figs. 15a and 16a show the data for the rake oriented at \( \phi = \pm 90^\circ \), so that the Kulite probes were closer to either the top or bottom contoured walls. Figs. 15b and 16b show the data for the rake oriented at \( \phi = 0^\circ \) or \( 180^\circ \), so that the Kulite probes were closer to the flat sidewalls. Figs. 15c and 16c show the data for the rake oriented at \( \phi = 45^\circ \), \( 135^\circ \), and \( 225^\circ \), so that the rake was at a diagonal and the Kulite probes were closer to the corners of the nozzle. Data were only acquired at the \( z = 2.149 \text{ m} \) station in the facility for this last set of roll angles.

At the lowest unit Reynolds number of \( 3.40 \times 10^6/\text{m} \), the spread of different disturbance speeds ranges from 53–77% of the freestream speed and the angles ranges from approximately 23–47\(^\circ\) for all of the different orientations of the rake. This may be because the nozzle wall boundary layers are not fully turbulent, so the turbulent eddies are still fairly intermittent. As mentioned previously, the coherence for many of the Kulite measurements at the lowest unit Reynolds number is closer to \( \gamma = 0.02-0.05 \), less than half of the coherence at the highest unit Reynolds number tested. The low coherence in these measurements may result in an increase in uncertainty of these derived quantities.

Data when the Kulites were closer to the flat sidewalls also appear to have a larger uncertainty than when measurements were taken near the contoured walls or on the diagonal. The speed of propagation for
disturbances emanating from the flat sidewalls appears to be on the order of 58–81% of the freestream speed. The angle of propagation for disturbances emanating from the flat sidewalls appears to range from 24°–60°.

Less uncertainty appears in the measurements taken closer to the contoured walls and the corners, especially when disregarding the measurements made at the lowest Reynolds numbers. When the Kulites are closer to the contoured walls, the disturbance propagation speed approaches 67–76% of the freestream speed and the disturbance angle ranges from 30–44° at the higher Reynolds numbers. When the Kulites are closer to the corners, the disturbance propagation speed approaches 62–71% of the freestream speed and the disturbance angle ranges from 26–35° at the higher Reynolds numbers. These results are much more consistent than for the flat sidewalls, as the coherence between the Kulites in these measurements is almost twice as high as it is for the flat sidewalls.

Computations done by Duan and Choudhari\textsuperscript{31} showed that the inclination of the Mach waves in an axisymmetric Mach-6 tunnel is approximately 30° and the convection velocity of the disturbances is approximately 66% of the freestream velocity. The experiments done by Kistler and Chen\textsuperscript{32} showed that the convection speed of similar disturbances on the sidewall in the former JPL 20-inch Supersonic Wind Tunnel (now at NASA Langley Research Center) approaches 60% of the freestream velocity and remains relatively constant between Mach 3 and Mach 5. Reference \textsuperscript{32} also shows that the convection speed for the eddies in the turbulent wall boundary layer should level off near 60% of the freestream velocity above Mach 3. Laufer showed that a measurement of the convection speed of the disturbances in the same tunnel with two hot wires produced a convection speed of approximately 64% of the freestream velocity and a disturbance with Mach angle of approximately 26.7° at Mach 5.\textsuperscript{27,28} Measurements by Raman\textsuperscript{33} show that the speed of the turbulent structures in the boundary layer of a Mach-7.4 flat plate are between 60 and 70% of the freestream

---

**Figure 16:** Angles of disturbances emanating from the nozzle walls.
velocity. These previous experimental and computational results provide a general range of speeds and angles in which the disturbances in the nozzle-wall boundary layer are expected to propagate. In comparison to the current data, these values are close to the lower range of values derived for the 20-Inch Mach 6 Tunnel, which is promising. More work needs to be done to improve the current measurements.

B. Heat Transfer Fluctuations

Measurements with the ALTP gauge were made using only the small rake positioned at a streamwise station of \( z = 2.238 \text{ m} \). The power spectra for the heat transfer fluctuations as measured by the ALTP gauge are given in Fig. 17. These spectra appear to collapse to a single line for frequencies greater than 2 kHz when the fluctuations are expressed as a percentage of the mean measurement for all but the lowest Reynolds number tested. A small peak is present near 30 kHz for the higher unit Reynolds numbers tested and near 40 kHz for the lowest unit Reynolds number tested. This peak is not present in the power spectra for the measurements with other sensors, so its presence in the ALTP measurements is surprising. The ALTP probe is 7.94 mm in diameter, which is much larger than the other probes to accommodate the larger size of the sensor body. For comparison, the other probes range from being a wire sensor 5-\( \mu \text{m} \) in diameter to a maximum of 6.35 mm in diameter for the PCB probe. Previous computational\textsuperscript{34} and experimental\textsuperscript{35} studies have shown that the geometry of pitot probes used can affect the measurement of freestream disturbances. It is possible that this peak is a result of an unsteady bow shock ahead of the larger probe body.

A large amount of high-frequency electronic noise is present in these measurements. Unlike the Kulite and PCB measurements, the ALTP measurements were only made with a single probe in the rake. Thus, the incoherent spectra could not be plotted here. A source of high-frequency electronic noise was identified as the servo motors for the model injection system. For these data, the servo motors for the yaw and pitch control were de-energized during data collection in order to eliminate that source, but some high-frequency electronic noise is still present. The source of this noise is as-yet unidentified, but is present in the other measurements.

The RMS fluctuations of the heat-transfer measurements is given in Fig. 18. These data are computed by integrating the power spectra in Fig. 17 from 100 Hz to 100 kHz and then taking the square root. The RMS is fairly constant at 5–6% of the stagnation point heat transfer for the range of Reynolds numbers. Some issues with the calibration of the ALTP gauges were noted in Ref. 20, so the measured heat flux at the stagnation point was compared to the Fay-Riddell equations for a hemisphere with the same radius as the ALTP probe. The Fay-Riddell equations for heat transfer at the laminar stagnation point were computed for a frozen boundary layer and a non-catalytic wall.\textsuperscript{36} These computed values differ from the measured heat transfer by up to 8 times, which could be due to a combination of inaccurate sensor calibration and the poor assumption of laminar flow on a hemisphere being comparable to that of a flat-faced probe.

![Figure 17: Power spectral density of freestream heat transfer fluctuations: \( z = 2.238 \text{ m}, y = +9.53 \text{ mm} \).](image)
C. Mass-Flux Fluctuations

The power spectra for the freestream mass-flux fluctuations as measured by the hot wires are given in Fig. 19. Two hot wires were mounted in the small rake and the rake was positioned at a streamwise station of \( z = 2.238 \text{ m} \) with an orientation of \( \phi = 0^\circ \) and \( \phi = 90^\circ \). Again, the yaw and pitch servo motors for the model injection system were de-energized during the data acquisition period. Data were acquired with two calibrated wires simultaneously for multiple unit Reynolds numbers. The hot wires show some high-frequency noise as seen in the ALTP sensors as well as some noise from the electric heaters in the facility. Otherwise, the shape of the spectra show elevated broadband signal from 400 Hz to approximately 30 kHz, where much of the signal starts to roll off.

The RMS mass flux fluctuations were computed by integrating the spectra between 100 Hz and 100 kHz to compare data to Stainback and Kubendran’s measurements. These data are displayed in Fig. 20. The present data show good agreement with the measurements made in Ref. 4. The normalized freestream mass-flux fluctuations appeared to be constant regardless of the stagnation pressure, except at the lowest Reynolds number. The present measurements show that the mass flux fluctuations vary from approximately 1.7% of the freestream to 2% of the freestream at unit Reynolds numbers greater than \( 8 \times 10^6 \text{ /m} \). These values are slightly lower than the 2–3% fluctuations reported in Ref. 4.

From the data shown in previous sections of this paper, it also appears that the freestream fluctuations at the lowest unit Reynolds numbers of the present measurements do not collapse with the other measurements. Thus, it is possible that the nozzle wall boundary layer is transitional at the unit Reynolds numbers below approximately \( 6 \times 10^6 \text{ /m} \). This may help to explain why the freestream fluctuations are higher for the lower unit Reynolds numbers, as a transitional boundary layer can contain higher-amplitude disturbances than a fully-turbulent boundary layer.

For comparison to different types of anemometers, the data are compared to the results published by Chokani et al., who used a constant current anemometer (CCA) and a constant voltage anemometer (CVA) with tungsten wire probes. Chokani et al. results indicate that the freestream fluctuations of mass flux are somewhere between 0.62 and 1.01% for these two types of anemometers. These results were band-limited RMS fluctuations, so to compare the present measurements with the results of Chokani et al., the spectra of the present results were also integrated from 1–40 kHz, as in Ref. 11. The comparison of the present experiments to those of Ref. 11 are presented in Fig. 21.

As shown, the present measurements remain almost twice as large in amplitude as those presented by Chokani et al. This may be due to the differences between the calibration method used for the present measurements and the calibration used for the measurements in Ref. 11. The current measurements were acquired at a high overheat value such that the hot wire was primarily sensitive to mass flux. Chokani et al. used the relative sensitivity coefficients given by Comte-Bellot to determine the mass-flux and total-temperature fluctuations for a range of overheat values. The tungsten-wire probes used by Chokani et al. could not be run at a high overheat due to the oxidation temperature of the tungsten.
Figure 19: Power spectral density of freestream mass-flux fluctuations at $z = 2.238$ m.

Figure 20: RMS fluctuations of mass flux measured with a CTA.

Using the methods described in Section III.C, an attempt was made to find the speed and the angle of disturbances propagating along the wall as measured by the hot wire. Unfortunately, the placement of the
hot wire probes at the centerline causes the wires to be equally susceptible to radiated noise from the walls that are parallel to the wires. The coherence for the wires at a variety of Reynolds numbers are provided in Fig. 22. In the same frequency band where the Kulite transducers showed some coherence, the hot wires also have a similarly low coherence of $\gamma^2 < 0.2$. Unlike the Kulite transducers, however, there does not appear to be a distinct peak in the coherence except for the highest Reynolds number case when the rake is oriented at $\phi = 0^\circ$. At a unit Reynolds number of approximately $26 \times 10^6 / m$, the peak in the coherence is located at 2594 Hz in Fig. 22a. However, inspection of the angle of the cross-spectra between the two signals measured by the hot wires shows that there are no phase differences between the signals.

![Figure 21](image1.png)

**Figure 21:** RMS fluctuations of mass flux measured with a CTA compared to measurements with a CCA and CVA.

![Figure 22](image2.png)

**Figure 22:** Mean-squared coherence for hot wire measurements at $z = 2.238$ m.

### D. Focused Laser Differential Interferometry

The spectra shown in Fig. 24 are of relative density fluctuations in the 20-Inch Mach 6 freestream for a sweep of unit Reynolds numbers tested and two flow-off conditions. The absolute sensitivity of this instrument to density fluctuations has not yet been determined, so again, these spectra are in arbitrary units. To obtain an absolute sensitivity, the instrument would have to be calibrated. The frequency response of this instrument is also unknown, but estimated as discussed in Section III B. The spectra shown in Fig. 24 have not been
Figure 23: Mean-squared coherence for hot wire measurements at $z = 2.238$ m.

The solid black curve in Fig. 24 shows the FLDI measurements with no flow at ambient conditions. The very-narrow spikes in the 20-kHz to 1-MHz region are from unidentified electronic noise. The dashed black curve in Fig. 24 shows the FLDI measurements with no flow while the tunnel is at vacuum. This curve shows that the instrument is sensitive to the fluctuations caused by slow leaks in the test box and thus may not show a true noise floor for the FLDI.

The main feature of the flow-on data in Fig. 24 is the flat, broadband nature of the freestream density fluctuations from 1–30 kHz, with a high-frequency roll-off that looks similar to the estimated roll-off calculated for the instrument. The solid and dashed green curves illustrate the repeatability of the combined instrument for two runs at the highest Reynolds number. This repeatability was consistent for the other Reynolds numbers as well.

A comparison of the power spectra of measured pressure fluctuations to the power spectra of measured density fluctuations is given in Fig. 25. Note that the quantities measured by the Kulite and PCB pressure transducers and the FLDI instrument are different: the probes measure fluctuations in pitot pressure while the FLDI measures fluctuations in density. The comparison at lowest unit Reynolds number tested is given in Fig. 25a and highest unit Reynolds number tested in Fig. 25b. In these figures, the power spectra of the Kulite and PCB measurements are truncated to the quoted bandwidths of each sensor. At the lowest
Reynolds number, the slope and roll-off of the FLDI and Kulite spectra agree well for the bandwidth of 1 kHz to 20 kHz. The power spectra of the PCB probe data in Fig. 25 appears to deviate from the FLDI measurement for both Reynolds numbers shown here. Since the frequency response of each measurement technique is unclear, it is difficult to state which method provides a more accurate representation of the flow. A major difference is that the FLDI is less sensitive to the electronic noise.

![FLDI Scaled Power Spectra](image)

(a) $\bar{Re} = 1.04 \times 10^6$/ft = $3.41 \times 10^6$/m.

(b) $\bar{Re} = 7.99 \times 10^6$/ft = $26.3 \times 10^6$/m.

Figure 25: Qualitative comparison of FLDI spectra and pressure spectra at two unit Reynolds numbers.

Similar effects are seen in the higher Reynolds number case (Fig. 25b). However, there are now some discrepancies between the Kulite and FLDI system at the lower frequencies as well. The FLDI measurements showed an increase in noise at frequencies below 1 kHz. Accelerometers were placed on the optical breadboard where the FLDI system was mounted, and no appreciable vibrations were measured up to 10 kHz on the particular system. Thus, the increase in noise at frequencies below 1 kHz may be due to the spacing of the two FLDI beams. A close spacing of the FLDI beams cannot measure disturbances with longer wavelengths, as these point measurements will not show a difference in phase. The FLDI also contains a peak at 1.3–1.4 MHz, which is not seen in the pressure measurements. The PCB data were only sampled at 2.5 MHz and filtered at 1 MHz, so these peaks would not be evident in the spectra for the PCB measurements.

A comparison of the RMS fluctuations measured by the FLDI to the pressure fluctuations is given in Fig. 26. The RMS of the fluctuations measured by the FLDI were integrated from 1–100 kHz, and then linearly scaled by some factor of the unit Reynolds number to match the RMS pressure fluctuation measurement at the lowest Reynolds number tested. Thus, the RMS fluctuations of the FLDI measurements are presented in arbitrary units. Only the data from a single PCB probe at a single location is shown in this figure for clarity. These fluctuations appear to be similar to the measurements by the PCB probe. In comparing the spectra, the FLDI appeared to be less sensitive than the pressure sensors at higher frequencies, which may explain the slight discrepancy in measurements.

V. Summary

Measurements of the freestream pressure, heat-flux, and mass-flux fluctuations were made in the 20-Inch Mach 6 Tunnel. These measurements help quantify the quality of the freestream disturbance levels, which are important to the understanding of transition on test articles. Knowledge of the spatial and spectral variation of these quantities can help users of the facility determine placement and sizing of their test articles. Measurements were made farther forward of the stations tested in previous tests, which can provide in-flow conditions for parties interested in modeling the facility and the facility’s influence on test articles.

Over time, changes have been made to the facility injection system, windows, etc. A comparison of the present pressure measurements to past pressure measurements appears consistent, indicating that little change in the flow quality has occurred within the last 6 years. A comparison of the present mass-flux measurements to past mass-flux measurements also appears consistent to those made nearly 25 years ago. Mass-flux measurements were also able to be made at much higher Reynolds numbers than previously tested, so limited information about the spectral content and RMS at the highest range of Reynolds numbers are now available.
The fact that the facility changes over the years have not greatly affected the RMS fluctuations of pressure and mass-flux is encouraging.

The pressure and mass-flux measurements were also augmented by measurements of freestream fluctuations in heat transfer and density gradient. These were new measurement techniques that had not previously been utilized in freestream fluctuation characterization at NASA Langley. A limited sweep of Reynolds numbers at a single measurement station were made with an ALTP probe and again separately with the FLDI. The ALTP had a much larger probe body than the other probes used, and possible resonance effects due to this size were evident in the power spectra. The FLDI measurements were uncalibrated for this test, and could only provide relative measurements of the amplitude of the density fluctuations. However, the measurements show that this instrumentation has the potential to provide higher bandwidth measurements than some of the other techniques currently available while being less affected by electronic noise.

New information on the structure of disturbances emanating from the nozzle walls of this facility were also derived from the pressure measurements. A derivation of the disturbance angles shows that the waves propagate at an angle approximately 27–46° and the speed of that disturbance is approximately 63–81% of the freestream speed. This is consistent with some computations of the disturbance angles seen in similar facilities. Future work will use probes placed closer to the wall and longer record lengths to attempt to increase the signal of the measurements made by the probes.

As changes to this facility occur, it is important to document if there are any changes to the fluctuation levels and frequency content of the freestream flow. Understanding the amplitude and content of the fluctuating quantities in the freestream can lead to a better understanding of their effects on data taken in ground test facilities. Facility users can also use these data to determine the best location for their models. Further applications of these measurements include the incorporation of this information into computational models of the facility as well. As the state-of-the-art methods for transition prediction and turbulence modeling improve, more information will be required to simulate the effects of the environment on test articles and real vehicles.
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