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Abstract

In this report we have catalogued the flow regimes observed in microgravity, summarized correlations for the pressure drop and rate of heat transfer that are commonly used, and discuss the validation of a few correlations from available experimental results. Two-phase flow through some specific components such as bends, tees, filters and pumps are discussed from a physical perspective to guide the designer on how reduced gravity might affect their performance. Phase separation in zero gravity is addressed through the behavior and basic design concepts for devices based on passive centrifugal action, capillary forces, gas extraction through a membrane installed in a channel wall and the use of a syringe with a perforated piston to remove bubbles from small liquid volumes. We address the common instabilities that develop in flow loops owing exclusively to the two-phase nature of the flow, e.g., Ledinegg instability and concentration waves. Finally we briefly review flow metering and gauging; two-phase flow through porous media, where pressure drop and flow regime map correlations in zero-g are a current research topic; and basic operation principles of heat pipes and capillary pumped loops.
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1 Introduction to two phase flow

Two-phase flow commonly refers to the simultaneous flow of gas and liquid in flow systems. They occur in many space systems, such as those used for regenerative life support, power generation, thermal control, and storage and transfer of cryogens. Two-phase flows are critical to regenerative life support technologies, specifically to reclaim and process water, generate oxygen, and revitalize cabin atmosphere. The production of food from plants on extended space voyages has its challenges on water, air and nutrient feed systems for plant growth.

Two-phase flow, and multiphase flow of gas, liquid and solid, have been identified and given high priority in the final report of a workshop on critical issues in microgravity fluids, transport and reaction processes [1]. Many review panels have advocated that NASA must develop physically based predictive tools for low gravity multiphase systems and associated transport processes (see, for example [2, 3]).

In this report we have catalogued the flow regimes observed in reduced gravity, and summarized available correlations for the pressure drop and rate of heat transfer. Two-phase flow in some common subsystems are addressed from a physical perspective to guide a designer. To write this report we have used information from published knowledge, analysis of basic equations that describe flow and information gathered from technical reports by ETH (the Swiss Federal Institute of Technology) [4], Lahey [5], Crowley and Izenson [6], and Mudawar [7]. We have used material liberally from our previous work on two-phase flows [8].

1.1 Background

Multiphase technology is likely to become necessary in regenerative life support systems in extended missions to destinations outside low earth orbit because it will not be possible to carry all the resources needed for the trip. Two-phase technologies are not routinely implemented by system designers in low gravity because of a lack of technology demonstration and therefore lack of confidence in predictive models. For example, the ISS uses a single phase external ammonia loop for thermal control, as well as single phase water loops for internal heat acquisition. However, several two-phase solutions for the ammonia loop were initially proposed [9].

Lahey and Dhir [3] mention that future NASA missions will require significantly higher power levels than in the past. They advocate the use of a nuclear reactor power plant using the Rankine cycle as the power source. A single phase, flowing liquid metal loop is employed as the primary coolant. It exchanges energy with a secondary two-phase loop of an appropriate working fluid to drive a turbine to generate power. The two-phase loop is required so that heat rejection via radiators is at near constant temperature, and enables higher radiator temperatures, lower system volume and mass, lower reactor operating temperatures, and relatively higher energy conversion efficiency.

The two-phase flow technologies, however, are not without their issues. A number of reports, [2, 3], describe significant design challenges in low gravity two-phase systems because of unique liquid-vapor shapes and how the phases are distributed. The lack of gravity profoundly influences the shape of interfaces and bubbles and their interaction among each other and with the flowing liquid. This implies that new models of two phase flow behavior must be built and validated, and design principles established based on the know-how to ensure system operation, prevent unwanted behavior, and improve efficiencies. We are all familiar with the spacesuit helmet leak that nearly drowned an ISS astronaut in 2013 [10]. Another water leak happened on January 15, 2016 [11].
Two phase flow in space systems can occur over vastly different length scales. The EVA suit example given above, the on-orbit mixing and generation of fluids for intravenous use in astronauts, and obtaining water samples for water quality testing are examples of small scale systems. We mention these examples because unwanted gas bubbles and liquid drops have been frequently observed in such applications. Systems used for life support and environmental control are medium sized systems. The typical water needs of an astronaut are in the tens of kilograms per day, including water for metabolic needs, personal hygiene, and washing clothes and dishes [12]. Water recovery systems that reclaim and process wastewater from urine, cabin humidity condensate, oxygen generation systems that electrolyze water, and air revitalization systems for humidity control, carbon dioxide reduction etc, all must use multiphase flow technologies.

The largest systems are expected to be those used for power generation in future spacecraft. For reference, the External Active Thermal Control System on the ISS that uses liquid ammonia as the working fluid has two loops each capable of collecting, transporting and rejecting 35 KW of heat, and contains 640 pounds of ammonia. The Internal Active Thermal Control System uses a Low Temperature Loop that contains 63 liters of water, and a Moderate Temperature Loop that contains 200 liters of water. Both the internal and external loops are quite massive, use single-phase liquid and contain many subsystems.

1.2 Description of two phase flow

In two phase flow, two phases, typically gas and liquid flow through a system, such as a pipe, simultaneously. Because the liquid/gas interface can deform, the location of the regions occupied by gas and liquid in the pipe is unknown to begin with and is of great interest in designing the two phase flow system. Some of the common states of the two phases are: (i) bubbly flow, in which the gas is present within the liquid in the form of innumerable bubbles of small size (ii) slug flow where individual gas bubbles merge to form a large gas mass or slug that is often cylindrical in shape. Sometimes the cylindrical gas bubbles are called Taylor bubbles, and the liquid separating two such bubbles liquids slugs or simply slugs. (iii) separated or stratified flow where the gas and liquid regions are separated, with the gas that is lighter flowing on top of the heavier liquid in normal gravity (iv) annular flow where one fluid (typically the liquid) occupies the space adjacent to the tube wall and surrounds the other fluid (gas) that flows in the center of the tube. Where the liquid is, where the gas is, and in what form, is determined from a flow regime map. Such a map attempts to connect the observations made of the state of the two phase flow to the tube size, physical properties of the liquids, and the rates at which the liquid and gas flow. The liquid and gas flow rates are often specified in terms of superficial velocities, which is the velocity of the liquid or gas if it alone flows through the pipe. The void fraction refers to the fraction of the space occupied by the gas in a region within the pipe. Especially of interest to the designer is the pressure drop as the two phases flow through the pipe, and in the case of non-isothermal systems, the rate at which heat can be transported in the pipe by the two phase flow.
1.3 Microgravity two phase flow features

From reduced gravity experiments that have been conducted, typically aboard aircraft, the following general features of two-phase flow have been observed.

- Two phase flow in pipes exhibit the axisymmetric flow regimes of bubble, slug and annular flow. Separated flow, which is commonly observed in horizontal flows in normal gravity, have not been detected in low gravity.

- Bubbles are held in place relative to each other longer in low gravity and are thus prone to more coalescence, especially for slow flows.

- The lower inertia of the gas phase enables it to change direction much more readily than the liquid, as well as render the gas to be sheared or pushed off from solid surfaces by the inertia of the flowing liquid.

- Gas bubbles can get trapped in zones of small size where the flow recirculates.

1.4 Typical two phase flow system

Two phase flows usually require a pressure differential or thermal gradient to move the flow through the system. While a two-phase pump can be used, it seldom is, and a single phase pump to move the liquid is most common. There is also a source of gas, produced for example by some chemical process, or by phase change due to the addition of heat. Scientific studies performed to observe flow behavior typically use a gas bottle as the external gas source. The transport of the flow usually occurs in pipes. There are valves to control flow rates, and filters to remove particulate matter from the liquid. System pressure is usually maintained by an accumulator or liquid reservoir whose pressure is controlled. Heaters or heat exchangers may be present to control temperatures. A liquid/gas separator is used to separate the phases, which are recycled through the system, or vented to the outside. Temperature and pressure sensors, and meters to detect flow rates are used to sense the state of the system. Two phase flow in some specific components in the system that are affected by the gravitational level are described in Section 6.

2 Dimensionless parameters

We will consider two-phase flow phenomena when the two phases are being transported via a pipe or a channel from one reservoir to another. In what follows we only deal with isothermal flow of gas and liquid. A knowledge of the dimensionless parameters in two phase flow is useful because, as in single phase flow, it can enable theoretical and experimental results for a particular flow situation (fluids, tube size, velocities, gravity level etc.) to be scaled and extrapolated to a different flow situation. Quite often, casting results in terms of dimensionless parameters can also provide a clue to the underlying physical mechanisms.

2.1 Buckingham Pi theorem

In the absence of phase change, the independent variables are:

\[ U_{LS}, U_{GS}, \mu_L, \mu_G, \rho_L, \rho_G, D, \text{ and } \sigma. \]  

(1)

These symbols denote the superficial liquid velocity, superficial gas velocity, liquid viscosity, gas viscosity, liquid density, gas density, pipe diameter, surface tension. The superficial velocity is the
average velocity each phase would have if it alone flows in the pipe. There are eight variables and three fundamental units (mass, length and time). Using the Buckingham Pi theorem, this yields five independent dimensionless parameters. One set of dimensionless parameters is:

\[ Re_L = \frac{\rho_L U_{LS} D}{\mu_L}, \quad Re_G = \frac{\rho_G U_{GS} D}{\mu_G}, \]

\[ We_L = \frac{\rho_L U_{LS}^2 D}{\sigma}, \quad \frac{\frac{\rho_G}{\mu_G}}{\frac{\rho_L}{\mu_L}}, \quad \frac{\rho_G}{\rho_L} \]

where \( Re_L \) is the liquid Reynolds number, \( Re_G \) is the gas Reynolds number, \( We_L \) is the Weber number in the liquid. A commonly used parameter is the slip ratio defined as:

\[ S = \frac{U_{GS}}{U_{LS}} \]

\( S \) may be derived from the liquid and gas Reynolds numbers, and the density and viscosity ratios. One other dimensionless parameter derivable from the above set is the Suratman number:

\[ Su = \frac{Re_L^2}{We_L} = \frac{\rho_L D \sigma}{\mu_L^2} \]

that has been used in the literature and is important in demarcation of flow regime transition boundaries in low gravity. A question arises as to what the natural set of five dimensionless parameters is. To determine these, we perform a scaling analysis of the governing equations for two phase flow in the absence of heat transfer.

### 2.2 Scaling analysis of governing equations

The governing equations for two phase flow that we consider are the incompressible Navier-Stokes equations. They are written separately for the liquid and gas phase below.

\[ \rho_L \left( \frac{\partial U_L}{\partial t} + U_L \cdot \nabla U_L \right) = -\nabla p_L + \mu_L \nabla^2 U_L \]

\[ \rho_G \left( \frac{\partial U_G}{\partial t} + U_G \cdot \nabla U_G \right) = -\nabla p_G + \mu_G \nabla^2 U_G \]

where \( U \) is velocity, \( p \) is pressure and the subscripts \( L, G \) refer to the liquid and the gas, respectively.

We choose the following reference quantities to normalize the variables.

- **Gas velocity**: \( U_{GS} = \) Superficial gas velocity
- **Liquid velocity**: \( U_{LS} = \) Superficial liquid velocity
- **Time**: \( \frac{D}{U_L} \)
• Length: $D = \text{pipe diameter}$

• Gas pressure: $\rho_L U_{LS}^2$

• Liquid pressure: $\rho_L U_{LS}^2$

Before we proceed we discuss the choice for the pressure normalization given above. Both the liquid and gas pressures are referred to the same datum (the pressure in the liquid at any cross-sectional plane) and is scaled by $\rho_L U_{LS}^2$. Consider a two phase flow in which the liquid forms the continuous phase, and contains many gas bubbles as the dispersed phase. We expect the pressure within a gas bubble to be equal to the pressure in the liquid surrounding it, except for a contribution arising from surface tension. Thus the gas and liquid pressures adjacent to the liquid/gas interface are approximately the same. The normalization scheme we have chosen for the pressures reflects this idea. If drops of liquid are present in a gas as the continuous phase, the density of the gas $\rho_G$ and its superficial velocity $U_{GS}$ must be used in normalizing the pressure in the liquid and gas. The pressure normalization factors in the liquid and gas can be different for stratified flow and developing or entrance flows. The scaling analysis performed here is not valid for such situations and must be suitably modified.

With these choices the governing equations can be written in the following dimensionless form.

$$\frac{\partial \mathbf{u}_L}{\partial t} + \mathbf{u}_L \cdot \nabla \mathbf{u}_L = -\nabla p_L + \frac{1}{Re_L} \nabla^2 \mathbf{u}_L$$

(7)

$$S \frac{\partial \mathbf{u}_G}{\partial t} + \mathbf{u}_G \cdot \nabla \mathbf{u}_G = -\nabla p_G + \frac{1}{Re_G} \nabla^2 \mathbf{u}_G.$$  

(8)

We next look at the balance of shear and normal stresses at the liquid/gas interface. When the surface tension is uniform (i.e., no Marangoni stress at the interface), the balance of shear stress yields

$$\left( \frac{\mu_L U_{LS}}{\mu_G U_{GS}} \right) \frac{\partial u_L}{\partial s} = \frac{\partial u_G}{\partial s}$$

(9)

where $s$ is distance tangential to the interface. The balance of normal stress may be written as

$$We_{L} (p_G - p_L) + 2 Ca \left( \frac{\partial u_{Ln}}{\partial n} - \frac{\mu_G U_{GS}}{\mu_L U_{LS}} \frac{\partial u_{Gn}}{\partial n} \right) = 2H$$

(10)

where $Ca = \frac{\mu L U_{LS}}{\sigma}$ is the Capillary number, $H$ is the mean curvature of the interface and $n$ is distance normal to the interface.

Thus the scaling analysis reveals that the dimensionless parameters in two phase flow are the gas and liquid Reynolds numbers, the slip ratio, the viscosity ratio, and the liquid phase Weber number. The density ratio can be derived from the above dimensionless groups.

When the cross section of the flow duct is not circular, the hydraulic diameter,

$$D_h \equiv \frac{4 \times \text{Flow Area}}{\text{Flow perimeter}}$$
should be used instead of $D$ to calculate the Reynolds number. Note that the velocity should be calculated by dividing the volumetric flow rate by the actual area of cross section of the duct, and not by using the hydraulic diameter.¹

### 2.3 Parameter ranges for typical applications

Balasubramaniam et al. (2006) [8] provide estimates of the Suratman number, and liquid and gas Reynolds numbers for some low gravity technologies for water and air management. The water and air flow rates are approximately in the range 8 to 35 and 0.02 to 3 kg/day, respectively. One system with a very high air flow rate of nearly 12000 kg/day is the condensing heat exchanger used for humidity control. The high value arises from the requirements on the recirculation of the ISS cabin air. Excluding this application, and assuming a nominal pipe diameter of 0.64 cm in which two-phase flow occurs, the estimates for the dimensionless parameters are $Su = 4.5 \times 10^5$, $Re_G < 700$, and $Re_L < 80$ in low gravity water recovery technologies.

### 2.4 Conditions for $g$-independent operation and ground testability

Ungar et al. 1998 [16] argue based on analysis of dimensionless parameters that it should be possible to simulate microgravity conditions on Earth using systems similitude. It is not clear from this work whether microgravity flow regime maps can be obtained on Earth under wholly similar conditions.

The gravitational acceleration influences the two-phase system via the Froude number and the orientation angle of the pipe relative to the horizontal. We may infer that the effects of $g$ on the system behavior might be negligible when the Froude number is negligibly small. Note that for tests in normal gravity the larger of $Fr_G = (\Delta \rho/\rho_G)(gD/U_{GS}^2)$ and $Fr_L = (\Delta \rho/\rho_L)(gD/U_{LS}^2)$ should be small ($\Delta \rho \equiv \rho_L - \rho_G$). Besides, the system behavior should be tested for all orientations – horizontal flow and vertical upflow and downflow. If the effects of gravity are truly negligible, all these tests should yield the same system behavior. There are some limitations, however, in inferring gravity independent behavior from normal gravity testing. Only gross features of the flow can be obtained – since the gravitational force is a body force, it affects every region of the flow system, including places where the flow velocities are low. In these regions the local Froude number may not be small, and the system behavior in low $g$ and normal $g$ may be different. Also, the testing in normal gravity for some systems may require larger flow velocities than intended for low $g$ operation; not only is the effect of gravity altered when the flow speed is different, but also the balance with other forces such as surface tension. Even if the flow speeds in low $g$ and normal $g$ testing are the same, the system behavior during startup and shutdown might be different as the slow speeds are traversed, where the influence of the gravitational force increases; and this in turn may affect the test state. For these reasons, the normal gravity test results for $g$ independent operation should be interpreted cautiously. There is no substitute for actual reduced gravity testing using the drop tower, low $g$ aircraft, or the ISS.

Zhang, Mudawar and Hasan (2004) [17] have come up with criteria to determine the importance of gravity on the critical heat flux (CHF) in flow boiling. They measured the CHF for channel flow of the fluid FC-72 with orientations of the $g$ vector from 0 to 360 deg in 45 deg increments. The measurements compared favorably with a theoretical model (termed the Interfacial Lift-Off Model).

¹The hydraulic diameter is used commonly for non-circular duct flows in normal gravity. For reduced gravity flows, Wölk et al. (1999) [13] use the hydraulic diameter to classify flow regimes. Also, Fang et al. (2012) [14] use the hydraulic diameter in interpretation of the data of Zhao et al. (2001) [15] for a square channel.
Based on this comparison, and the fact that the experimental results showed little dependence on the orientation for flow velocity of 1.5 m/s, they determined criteria for negligible influence of gravity both parallel (∥) and perpendicular (⊥) to the heated wall. The criteria are

\[
\frac{(\rho_L - \rho_G)(\rho_L + \rho_G)^2\sigma g_\perp}{\rho_L^2 \rho_G^2 U^4} \leq 0.09
\]

(11)

\[
\frac{(\rho_L - \rho_G)g_\parallel D_h}{\rho_L U^2} \leq 0.13
\]

(12)

3 Reduced gravity flow regimes

3.1 Description of regimes

Jayawardena et al. [18] say that in the absence of gravity three major flow patterns exist – bubbly flow, slug flow and annular flow, with annular flow being obtained for a wide range of gas and liquid flow rates. For a fixed liquid flow rate, bubbly flow is obtained for low gas flow rates. This regime transitions to slug flow for higher gas flow rates. As the flow rate of the gas increases further, annular flow is obtained. For the operation of two phase flow systems, bubbly and annular flow are preferred. Because slug flow can cause vibrations, it is usually avoided. Typically, the annular flow regime yields maximum volumetric flow rates for a given two-phase system.

In bubbly flow, bubble sizes are relatively uniform, and the bubbles are distributed everywhere in the flow. Slug flow results from the merging and coalescence of individual bubbles, and the bubbles are elongated and more cylindrical in shape (Taylor bubble). The elongated gas bubbles are separated by liquid slugs. Small bubbles are often present in the liquid slugs.

In typical annular flow, the gas occupies the central or core region of the tube, with the liquid remaining in a thin layer adjacent to the tube wall. Waves are present on the liquid/gas interface and the instantaneous shape of the interface fluctuates with time. Also, small liquid drops are typically entrained by the flowing gas. Figure 1 shows pictures of bubbly, slug and annular flow obtained in low gravity.

For gas-liquid flows, the gas/liquid density and viscosity ratios typically have small values. One can therefore surmise that these two property ratios will only have a small influence on the flow. We are thus left with three dimensionless parameters – the gas and liquid Reynolds numbers and the Weber number. This is the starting point of Jayawardena et al. [18] in the representation of the flow regime map in terms of dimensionless parameters.

3.2 Regime transition criteria

3.2.1 Bubble-slug transition

Jayawardena et al. [18] report that the transition from bubbly flow to slug flow can be written as follows.

\[
\left( \frac{Re_G}{Re_L} \right)_{\text{transition}} = 464.16 Su^{-2/3}
\]

(13)
Figure 1: Annular, bubbly and slug flow in reduced gravity (McQuillen et al. [19]).
It may also be written alternatively as

\[(Re_G)_{transition} = 464.16 \, Ca^{2/3} \, Re_L^{1/3}\] (14)

### 3.2.2 Slug-annular transition

Jayawardena et al. find that the transition from slug flow to annular flow can be written as follows.

\[\left(\frac{Re_G}{Re_L}\right)_{transition} = 464.16 \, Su^{-2/3} \quad Su < 10^6\] (15)

\[\left(Re_G\right)_{transition} = 2 \times 10^{-9} \, Su^2 \quad Su > 10^6\] (16)

Note that for \(Su < 10^6\) the slug-annular transition occurs at a Reynolds number ratio that is a factor of 10 greater than the bubble-slug transition Reynolds number ratio. Jayawardena et al. [18] show that their map agrees well with nine different experiments in the open literature that used six different fluid pairs (air/water, air/water-glycerin, air/water-zonyl, R11 vapor/liquid, R12 vapor/liquid, R114 vapor/liquid) and ten different tube sizes in the range 4.7 mm to 40 mm. Specifically, the accuracy of bubble-slug transition predictions is 87%, and that for slug-annular transition is 97%.

### 3.3 Other flow regime transition criteria

Jayawardena et al.’s [18] Suratman number based flow regime map is not the only map developed for reduced gravity two-phase flow. In this section we summarize some alternative regime maps.

#### 3.3.1 Gas void fraction criterion

Bousman’s thesis [20] details the use of the Drift-flow model to estimate gas void fraction, \(\epsilon_{GA}\), knowing the superficial velocities, resulting in a relation \(\epsilon_{GA} = F(U_{GS}/U_{LS})\). Since they also measured the void fraction at various flow regimes transitions, \(\epsilon_{GA_{Tr}}\), they can plot the regime transition predicted from the Drift-flow model, \(U_{GS} = U_{LS} F^{-1}(\epsilon_{GA_{Tr}})\) over the measured data. Note that the model only allows a straight line to be the flow regime boundary. The drift-flow model is adequate for predicting bubbly-to-slug transition.

Bousman also uses the drift-flow model coupled with a force balance in the annular flow to describe the slug-to-annular boundary. In this approach, expressions for the void fractions in the slug and in the annular regimes are equated. This yields a relation for the transition superficial velocities. The evaluation of the annular flow void fraction requires the calculation of the interfacial shear at the liquid-gas interface of the annular flow. This is done using a Blasius type friction factor correlation. The Blasius correlation assumes no-slip of the relevant flow phase; whereas the gas does slip on the liquid. However, because typically \(U_{GS} \gg U_{LS}\) in annular flow, the error from assuming that the gas does not slip may be small.

The arguments used to derive these boundaries hinge on a parameter \(C_o\) that appears in the drift-flow model. This parameter depends on whether the flow in the liquid is laminar or turbulent. The fact that the values of \(C_o\) chosen to adjust the data are not always consistent with the values prescribed based on the turbulence level of the liquid, weakens the power of this technique.
3.3.2 Weber number criterion

The Weber number criterion postulates that at the slug-to-annular transition inertial and surface tension forces should both be important. This criterion uses the gas superficial Weber number. It postulates that at transition \( W_{eG} = U_{GS}^2 \rho_G D/\sigma \approx 1 \). Bousman has tested this criterion with three different fluid systems and two pipe diameters. The changes in fluid systems test the effects of viscosity and surface tension. Changes in pipe diameter test, obviously, the dependence on \( D \). A change in viscosity does not change \( W_{eG} \). If there were a dependency of the transition threshold on \( \mu \), it should appear as a shift in \( W_{eG} \) between the two systems with different viscosities. The data hint at some viscosity dependence of the transition \( W_{eG} \), although it is difficult to be definite when the scatter is as large as in these data and no error bars are quoted. When the viscosity is constant and \( D \) and \( \sigma \) change, the transition \( W_{eG} \) seems to hold more or less constant. This supports the Weber-number transition criterion. Comparing the Weber number criterion to the Suratman number criterion of Jaywardena et al. [18], the latter has a much sharper demarcation of the flow domains.

3.4 Transition mechanisms

Mechanistic explanations for regime transitions have been attempted for many years. Here we summarize the more relevant ones.

3.4.1 Mechanisms for bubble-slug and slug-annular transition

Two interrelated mechanisms that have been proposed [4] are: (i) coalescence of individual bubbles leading to spherical cap and Taylor bubbles. It is believed that the frequency of bubble collisions, necessary for their eventual coalescence, increases rapidly when the void fraction is larger than 0.2. This led to the belief that bubble-slug transitions occur at void fractions around 0.25. (ii) Since bubble coalescence is a slow process that must be preceded by drainage of the intervening liquid film, it is not very clear that void fraction is the only factor – the coalescing bubbles must be held in place for a sufficiently long time without relative motion. Therefore it has been suggested that the existence of “void waves” which creates regions of large bubble concentration where bubble separation is inhibited is an essential step. Colin et al. [21] suggest that coalescence happens more readily in reduced gravity because of lack of relative motion between the gas and the liquid. Thus coalescing bubbles could be held in place longer in reduced gravity.

Jayawardena et al. [18] do not discuss any mechanisms for the transition of bubbly to slug flow or from slug to annular flow. It is significant that the data is correlated by the Suratman number, \( Su = \frac{\rho_L D \sigma}{\mu_L} \). \( Su \) only depends on the properties of the liquid and the pipe diameter, and does not depend on the flow rates of the liquid or gas. Briefly, \( Su \) is a modified Reynolds number where the characteristic velocity is the “capillary” velocity \( \sigma/\mu \). Thus, increasing surface tension should be thought of as increasing inertia of the capillary-driven flow. There is a likely analogy with breakup of a liquid filament, where the stability limit is controlled by \( Su \). This should be so because it is commonly believed that bubbly-slug and slug-annular transitions are governed by merging and coalescence of bubbles, which are surely influenced by surface tension (and perhaps viscosity).

Another issue concerning transition boundaries is the question of reversibility. Is the transition boundary from regime 1 to regime 2 the same as from regime 2 to regime 1? The experiments we have found do not address this question. Rather, the gas and liquid flow rates are dialed and the ensuing flow regime is interrogated by the diagnostic method of choice. It is therefore of interest to determine whether the regime boundaries are hysteretic or not.
A qualitative or semi-quantitative understanding of the reason why the flow regime map advocated by Jayawardena et al. [18] is so successful needs to be determined. One important reason is that, once the mechanism is understood, extensions for non-negligible values of the Froude number can be contemplated, which will be very useful for predicting flow regime maps in partial gravity.

The effect of gravity on axial development of bubbly flows for low liquid Reynolds numbers in small diameter pipes was studied by Takamasa et al. [22, 23] by monitoring key flow parameters such as void fraction, interfacial area concentration, bubble Sauter mean diameter and bubble number density. The flow measurements were performed in an air-water system using a non-intrusive image processing method with three digital cameras placed at 5, 20 and 40 diameters along the pipe section. The microgravity tests were performed in the underground drop shaft facility at the Japanese Microgravity Center (JAMIC) providing 10 s of reduced gravity environment with nearly negligible residuals between $10^{-4}$ and $10^{-5}$ g. The main mechanisms for transition from bubbly to slug flow were studied by examining bubble coalescence and breakup. Since for the relatively low Reynolds numbers that prevailed in these studies, bubble breakup was minimal, the main driving force for flow transition was due to bubble coalescence. Considerable bubble coalescence was observed in both the 1g and reduced gravity experiments. Visual records indicate that in 1g the main mechanism for bubble coalescence is wake entrainment. Wake entrainment refers to the entrainment of a trailing bubble by the motion of a leading bubble in the liquid – the motion of the leading bubble sets up a flow in the liquid that tends to entrain other bubbles. In microgravity, however, there is no mechanism for relative motion of the liquid and gas; thus wake entrainment is absent. At low liquid Reynolds numbers, where the flow is basically laminar and the velocity profile is parabolic, Takamasa et al. report that velocity profile entrainment is the main mechanism for bubble coalescence. In normal as well as microgravity, due to the relatively low Reynolds numbers encountered, coalescence due to random collisions is minimal. Curiously, it seems that the relative contributions of velocity profile entrainment, in microgravity, and wake entrainment, in 1g, to bubble coalescence is the same. This results in nearly similar flow structure developments for the two environments leading to a decrease in the interfacial area concentration and an increase in the Sauter mean diameter along the pipe.

### 3.5 Merits and demerits of each regime for components/system

Bubbly flow regime supports only small gas flow rates. The area to volume ratio of the gas, however, is high that enables efficient mass or energy transfer across the liquid-gas interface.

The annular flow regime supports large gas flow rates relative to the liquid. Reasonably steady flow is achieved in this regime. The large gas velocities can lead to wavy interfaces, and strip and entrain liquid drops in the gas core.

The slug flow regime is problematic and inevitably leads to fluctuations in pressure drop, wall shear stress and mass flow as the phase that crosses a reference location in the system alternates between liquid and gas. In terrestrial oil production, slug flow can cause undesirable consequences such as low and high liquid level in liquid/gas separators, flooding, corrosion, varying structural loading and equipment damages (Sausen et al., [24]). Slug flow can also cause erosion in protective coatings on the tube wall in hydrocarbon production lines (Kvernvold et al. [25]).
4 Pressure Drop Predictions

The knowledge of pressure drop in a two-phase flow system is important for its design. It enables the designer to size the pump required for the operation of the flow system. We present below the most common approaches in prediction of the pressure drop in two-phase flows.

4.1 Homogeneous fluid model

The pressure gradient in a two-phase flow can be thought of as arising from three additive contributions: (i) frictional (ii) flow acceleration and (iii) hydrostatic head. Thus,

\[
\frac{dp^*}{dz^*} = \left( \frac{dp^*}{dz^*} \right)_{fr} + \left( \frac{dp^*}{dz^*} \right)_{ac} + \left( \frac{dp^*}{dz^*} \right)_{gr}
\]  

(17)

In the homogeneous fluid model, the fluid is characterized by an effective fluid that has suitably averaged properties of the liquid and gas phases. In reduced gravity, the hydrostatic head is unimportant and is not considered.

4.1.1 Pressure drop due to flow acceleration

The pressure gradient due to flow acceleration can be written as

\[
\left( \frac{dp^*}{dz^*} \right)_{ac} = \frac{d}{dz^*} \left( \frac{1}{A} \int_A \rho u^2 dA \right) = \dot{m}^2 \frac{d}{dz^*} \left( \frac{1}{\rho_H} \right)
\]  

(18)

where \( \dot{m} \) is the total rate of mass flow per unit area in the pipe, and the effective density \( \rho_H \) is defined by:

\[
\rho_H = \epsilon_{GA} \rho_G + (1 - \epsilon_{GA}) \rho_L
\]  

(19)

where \( \epsilon_{GA} \) is the area averaged local void fraction of the gas, \( \rho_G \) and \( \rho_L \) are the densities of the gas and the liquid.

4.1.2 Pressure drop due to wall friction

The frictional pressure drop due to the shear stress exerted by the tube wall is considered the most problematic term in two-phase pressure drop. The frictional pressure drop may be related to the wall shear stress \( \tau_W \) by a force balance:

\[
\left( \frac{dp^*}{dz^*} \right)_{fr} = \frac{2\tau_W^*}{R}
\]  

(20)

We present various approaches used in the literature to determine the frictional pressure drop.

Friction factor

Analogous to single phase flow, the use of friction factors in determining the two-phase frictional pressure drop is common. A typical expression for the friction factor \( f \) is given below.

\[
\left( \frac{dp^*}{dz^*} \right)_{fr} = \frac{f \dot{m}^2}{\rho_H R}
\]
where the Reynolds number is $Re = \frac{2 \dot{m} R}{\mu_H}$ with the effective viscosity approximated as [26]:

$$f = 0.079 Re^{-0.25}$$  \hfill (21)

where $Re$ is

$$Re = \frac{2 \dot{m} R}{\mu_H}$$

with the effective viscosity approximated as [26]:

$$\mu_H = \mu_L \quad \text{or} \quad \mu_H = x \mu_G + (1 - x) \mu_L \quad \text{or} \quad \mu_H = x \left( \frac{\rho_H}{\rho_G} \right) \mu_G + (1 - x) \left( \frac{\rho_H}{\rho_L} \right) \mu_L$$

where $x$ is the quality (the gas mass flow fraction) and $\rho_H$ is defined in Eq. 37.

**Two-phase friction factor multiplier**

Here the frictional pressure gradient for two-phase flow is determined by multiplying the frictional pressure gradient for flow of the liquid alone by a two-phase multiplication factor. The mass flow rate of the single phase liquid flow is the same as that of the liquid in the two-phase flow.

$$\left( \frac{dp^*}{dz^*} \right)_{fr, TP} = \phi_{LO}^2 \left( \frac{dp^*}{dz^*} \right)_{fr, LO}$$  \hfill (26)

where subscript TP denotes two-phase and LO liquid only. A typical correlation for the two-phase multiplier is [4]

$$\phi_{LO}^2 = \frac{\rho_L}{\rho_H} \left[ 1 + x \left( \frac{\rho_L - \rho_G}{\rho_G} \right) \right] \left[ 1 + x \left( \frac{\mu_L - \mu_G}{\mu_G} \right) \right]^{-1/4}.$$  \hfill (27)

### 4.2 Regime specific models

#### 4.2.1 Separated flow model

In this model the flow of the gas and vapor are analyzed as though the gas and liquid streams flow through separate tubes, with cross-section area proportional to the void fraction. To account for the interaction of the gas and the liquid, appropriate rates of transfer (e.g. mass, momentum or energy) are considered in the balance equations in a control volume formulation.

**Pressure drop due to flow acceleration**

The pressure gradient due to flow acceleration may be written as follows.

$$\left( \frac{dp^*}{dz^*} \right)_{ac} = \frac{d}{dz^*} \left( \frac{1}{A} \int_A \rho u^2 dA \right) = \dot{n}^2 \frac{d}{dz^*} \left( \frac{x^2}{\rho_G \epsilon_G^2} + \frac{(1 - x)^2}{\rho_L (1 - \epsilon_G)^2} \right)$$  \hfill (28)

**Pressure drop due to wall friction**

*Lockhart-Martinelli correlation*

The Lockhart-Martinelli correlation for the two-phase pressure gradient is similar in idea to the two-phase multiplier. A parameter $X$ is defined as

$$X^2 = \frac{(dp^*/dz^*)_{LS}}{(dp^*/dz^*)_{GS}}$$  \hfill (29)
which is the ratio of the frictional pressure gradients for the liquid and gas alone, flowing at their respective superficial velocities. The single phase pressure drops are obtained using the Fanning equation that uses a friction factor:

\[
\frac{dp^*}{dz^*} = f \frac{\rho U^2}{R},
\]

where:

\[
f = \frac{16}{Re} \quad \text{for laminar flow},
\]

and for turbulent flow, two correlations are used:

\[
f = \frac{0.079}{Re^{0.25}} \quad Re \leq 2 \times 10^4, \quad \text{or}
\]

\[
f = \frac{0.046}{Re^{0.2}} \quad Re \geq 2 \times 10^4
\]

where \(Re\) is based on pipe diameter i.e. \(Re = \frac{\rho UD}{\mu}\), [27].

The two-phase frictional pressure gradient is then obtained by a multiplier defined as

\[
\left(\frac{dp^*}{dz^*}\right)_{fr} = \phi^2_G \left(\frac{dp^*}{dz^*}\right)_{GS} = \phi^2_L \left(\frac{dp^*}{dz^*}\right)_{LS}
\]

\[
\phi^2_G = 1 + CX + X^2 \quad \phi^2_L = 1 + CX^{-1} + X^{-2}
\]

where \(C\) is empirically determined and is in the range \(5 < C < 20\). The value of \(C\) is 5 when the flow of liquid and gas is laminar and 20 when both flows are turbulent.

**Friedel correlation**

In the Friedel correlation, the two-phase multiplier \(\phi_{LO}\) is calculated differently and the expression for it is given below.

\[
\phi^2_{LO} = E + \frac{3.2AFH}{Fr^{0.035}We^{0.035}}
\]

where

\[
E = (1 - x)^2 + x^2 \left(\frac{\rho L f_{GO}}{\rho G f_{LO}}\right)
\]

\[
F = x^{0.78}(1 - x)^{0.24}
\]

\[
H = \left(\frac{\rho L}{\rho G}\right)^{0.91} \left(\frac{\mu G}{\mu L}\right)^{0.19} \left(1 - \frac{\mu G}{\mu L}\right)^{0.7}
\]

\[
\bar{Fr} = \frac{m^2}{2gR\rho_H^2}
\]
\[ We = \frac{2R \dot{m}^2}{\sigma \rho_H} \]

\[
\rho_H \equiv \left( \frac{x}{\rho_G} + \frac{1-x}{\rho_L} \right)^{-1},
\]

and \( f_{LO}, f_G \) are the friction factors calculated as if the liquid and the gas respectively were flowing alone in the pipe (see M. M. Awad and Y. S. Muzychka [28], where these parameters are defined).

### 4.2.2 Pressure drop in bubbly flow

The homogeneous and separated flow models do not consider the regime of the flow in order to predict the pressure drop. One would expect the pressure drop correlations to be tailored to the relevant flow regimes, but such correlations are not generally available.

In the case of bubbly flow in reduced gravity, Colin, Fabre and McQuillen [29] have determined that a friction factor approach correlates the experimentally determined pressure drop quite well. Basically they find that a single-phase Blasius relationship for the friction factor works well when the liquid flow is turbulent.

\[
\left( \frac{dp}{dz} \right)_{bub} = \frac{f_L \rho_L U_L^2}{R}, \quad f_L = 0.079Re_L^{-0.25}, \quad U_L = \frac{U_{LS}}{1 - \epsilon}, \quad Re_L = \frac{2\rho_L U_{LS} R}{\mu_L}
\]

The predicted pressure drop is quite accurate for \( Re_L \) in the range 20,000 to 80,000. For \( Re_L \) less than 20,000 the experimentally obtained friction factor is larger than the above prediction. Furthermore, in the case of single phase flow, a sharp increase in the friction factor is observed at a Reynolds number of around 8,000, where there is a transition from a laminar-like behavior to a turbulent-like behavior. Such a behavior is not observed for two phase flow.

### 4.2.3 Pressure drop in slug flow

Colin, Fabre and McQuillen (1996) [29] comment that for slug flow, the above prediction for bubbly flow shows similar trends when compared to experimental results for slug flow. The data, however, display much more scatter. There does not appear to be any other reliable prediction for the pressure drop in slug flow. Bousman [20], who studied exhaustively two-phase flows in microgravity airplane experiments, has found correlations between annular flows pressure drops and the amplitude of waves at the annular interface in the turbulent regime.

In circular channels, there are two possible types of slug flow: one type has continuous liquid phase through the presence of a lubricating liquid layer around each gas bubble (type 1, the kind Bousman observed in his experiments); the other type has completely separate gas-liquid sections down the tube (type 2, [30], discussed below), with sections of wall in contact with either liquid or gas. In square channels, type 2 slug flow cannot exist because there is always liquid in the corners that connects the liquid all along the pipe. In this case, we can have either type 1 when the liquid wholly surrounds each gas bubble, or a hybrid of types 1 and 2 when liquid exists around the bubble only in the corners while the rest of the bubble contacts dry channel wall.

Sang Young Son and Jeff Allen [30] have studied pressure drop in two-phase flow through a square microchannel of 330 \( \mu \text{m} \) side at relatively low Capillary numbers. The wall was made relatively non-wetting, so that a sequence of gas-liquid volumes can be formed with contact lines, leaving...
portions of the tube wall dry. The pressure drop found for this type of slug flow increases as the gas flow rate increases and the flow transitions to “slug-annular” where the gas is completely surrounded by liquid (as in a Bretherton bubble) with contact lines absent. However, a further increase in gas flow rate causes a drastic decrease in pressure drop as the flow transitions to all-annular. This indicates that the extra pressure drop caused in slug flows by the presence of contact lines and/or thin lubricating films around gas bubbles is significant. Alternatively, one could think of this as the effective viscosity of the all-slug flow being higher than that of the all-annular flow for similar flow rates. This is analogous to the well-known fact that the effective viscosity of a foam (i.e., a collection of bubbles separated by very thin liquid layers) is much larger than the viscosity of either of its gas or liquid constituents. For an in-depth study of pressure drop of long bubbles in square channels, see [31, 32, 33].

Other works in pressure drop for two-phase flow in microchannels include Kawahara et al. [26] and Triplett et al. [34]. Microchannel flow work is important because it may provide information relevant to microgravity. However, one should keep in mind that just scaling the size down does not make a system similar to microgravity. Case in point, bubbly flow is widely documented in microgravity, but it is very difficult to observe bubbly flow (in the sense of having many bubbles across the tube cross section) in microchannels [34].

4.2.4 Comparison of microgravity pressure drop with Lockhart-Martinelli and Friedel predictions

Chen et al. (1991) [35] compared several predictions for pressure drop with data for R-114 at various flow qualities. They find that the Lockhart-Martinelli method overpredicts the pressure drop at quality less than 0.6, and underpredicts at higher qualities. The Friedel method consistently underpredicts the pressure drop for almost the entire range of qualities.

Zhao et al. (2002) [36] compared measured pressure drop with Lockhart-Martinelli predictions by varying the value of the constant C between 10 and 40, and this band captures most of the measured data. A single value of C, however, fails to represent the data. The same measurements appear to fall in a band of approximately ±40% of the predictions from Friedel’s model.

Gabriel (2007) [37] reports that the Lockhart-Martinelli predictions are generally good with an RMS error of 28%. The data also compare very well with Friedel’s model with an RMS error of 29%. Curiously, it is stated that Friedel’s model generally overestimates the pressure drop. Pressure drop calculations using the homogeneous model are also compared with the experimental data, using both the liquid viscosity and mixture viscosity from Eq. 25 in the model. The overall root-mean-square deviations between the experimental and calculated pressure drop values are 28% when a mixture viscosity is used, and 40% when a liquid viscosity is used.

Narcy and Colin (2015) [38] state that in their experiments the wall shear stress in microgravity (that is related to the pressure drop) is very well predicted by the classical correlation of Lockhart-Martinelli.

4.3 Pressure drop for fully developed, laminar, annular flow

For two-phase flow applications involved in advanced life support, the flow rates are expected to be somewhat low. Therefore, predictions of pressure drop etc., in laminar flow may be an appropriate baseline for such applications. An analysis of fully developed annular flow when the flow is laminar
was performed by Balasubramaniam et al. [8]. The analysis reported there also includes the effect of gravity when \( g \) is parallel or antiparallel to the flow.

In fully developed annular flow there are two issues that need to be discussed concerning the structure and stability of the flow. First, there is the issue of which fluid flows next to the wall and which one flows in the center core. In all reduced gravity air-water flows that we are familiar with, water has been reported to be the fluid that is adjacent to the tube wall, and the gas is in the core. It has been suggested that in some two-phase flows a minimum dissipation principle is obeyed, which states that the less viscous fluid occupies the region where the shear stresses are the greatest [39]. In air-water flows, this principle would imply that air is in contact with the tube wall, which appears contrary to experimental observations. Balasubramaniam et al. [8] have proposed an argument based on the interfacial energy to develop criteria to determine which phase is in contact with the wall. For most gas-liquid annular flows, the gas is indeed predicted to occupy the core and the liquid is in contact with the wall.

4.3.1 Pressure drop due to wall friction in zero gravity

The results from Balasubramaniam et al. [8] specialized for the case of zero gravity shows that the dimensional pressure gradient is

\[
\left( \frac{dp^*}{dz^*} \right)_{fr} = \frac{8 \mu L U}{R^2} \frac{M}{h^4(M - 1) - M} \tag{39}
\]

where \( U \equiv (Q_L + Q_G)/\pi R^2; Q_L, Q_G \) are the volumetric liquid and gas flow rates, \( M = \frac{\mu_G}{\mu_L} \) is the viscosity ratio, and \( h \) (\( h \) must be less than 1) is obtained from

\[
Q_{GF} = \frac{h^4(2M - 1) - 2Mh^2}{h^4(M - 1) - M} \Rightarrow h = \left[ \frac{M(Q_{GF} - 2) - Q_{GF}}{1 + M(Q_{GF} - 2) - Q_{GF}} \right]^{1/2} \tag{40}
\]

where \( Q_{GF} \) is the gas volume flow fraction. The physical thickness of the liquid film adjacent to the tube wall is \( R(1 - h) \).

4.3.2 Pressure drop due to flow acceleration

Flow acceleration occurs when the flow is developing, such as in entrance flows, or if there is a change in the flow geometry, such as when the flow encounters an expansion, contraction, or a bend. Flow acceleration can also be caused by phase change, see for example [7]. In the case of fully developed flow, there is no flow acceleration. Therefore, strictly speaking, the pressure drop due to flow acceleration is zero. One might, however, approximate the flow to be locally fully developed, with variations in \( z \) occurring over a much longer length scale than the length of pipe required to achieve fully developed flow. Using such an assumption, the pressure drop due to flow acceleration may be written as follows.

\[
\left( \frac{dp^*}{dz^*} \right)_{ac} = \frac{d}{dz^*} \left( \frac{1}{A} \int_A \rho \nu^2 dA \right) \tag{41}
\]

In eq. 41 all variables are dimensional. Using the pseudo velocity scale \( w_{ps} = Q/\pi R^2 \), and the pseudo length scale \( R^2 \) we find

\(^2\text{We use the term “pseudo scale” to indicate that the scale is not a constant quantity but is a function of } z \text{ through } R = R(z). \)
\[
\left(\frac{dp^*}{dz^*}\right)_{ac} = \frac{-8Q^2}{\pi^2 \mu L R^5} \frac{dR}{dz^*} \left[ \rho \int_0^1 w_L^2 r dr + \rho_G \int_0^h w_G^2 r dr \right].
\]

\[
w_L = \left(\frac{2M}{h^4(M-1) - M}\right) (r^2 - 1)
\]

\[
w_G = \left(\frac{2M}{h^4(M-1) - M}\right) \left[ h^2 \left(1 - \frac{1}{M}\right) - 1 + \frac{r^2}{M} \right]
\]

\[
\left(\frac{dp^*}{dz^*}\right)_{ac} = \frac{16}{3\pi^2 \mu L R^5} \frac{dR}{dz^*} M^2 Q^2 \left( \frac{h^2 \rho \alpha}{M^2} + 3h^2 \rho_G \left( h^2 \left(1 - \frac{1}{M}\right) - 1 \right)^2 - \left( h^2 - 1 \right)^3 \rho_L + \frac{3h^4 \rho_G (h^2 - 1 - \frac{h^2}{M})}{M} \right)
\]

\[
5 \text{ Heat transfer in reduced gravity two phase flows}
\]

5.1 Single phase flow

In single fluid flow analyses, the relationship between wall heat transfer and wall friction has been exploited routinely to develop expressions for heat transfer coefficients from the friction factor data. For fully developed turbulent flow in a pipe with molecular and turbulent Prandtl numbers close to unity (\(Pr = \frac{\nu}{\alpha}\), where \(\nu = \frac{\mu}{\rho}\) is kinematic viscosity, and \(\alpha = \frac{k}{\rho c_p}\) is thermal diffusivity), the assumption that heat and momentum are transported at the same rate produces the following relationship between the thermal and flow fields:

\[
\frac{q^*}{c_p \tau^*} du = dT,
\]

where \(q^*\) is heat flux normal to the wall and \(\tau\) is shear stress. If, in addition, it is further assumed that the ratio of heat flux to shear stress is constant across the domain such that

\[
\frac{q^*}{\tau^*} = \frac{q_W^*}{\tau_W^*},
\]

where the subscript W denotes the quantity evaluated at the tube wall, eq. 46 can be integrated between the wall and mean bulk conditions to provide the following relationship between wall heat flux and shear stress:

\[
\frac{q_W^* u_m}{\tau_W^* c_p} = T_W - T_b.
\]

Here \(u_m\) and \(T_b\) are the flow velocity and temperature outside the boundary layer respectively. When the definitions of heat transfer coefficient, \(q^* = \dot{h}(T_W - T_b)\), and Fanning friction factor,
\[ \tau_W = \frac{f}{2} \rho u_m^2 \] are substituted into eq. 47, a relationship between wall heat transfer and Fanning friction factor is derived:

\[ St = \frac{f}{2} \quad (48) \]

Here the Stanton number, \( St \), represents the ratio of wall to convective heat transfer given by:

\[ St \equiv \frac{\dot{h}}{\rho c_p u_m} \]

Equation 48 is called the Reynolds analogy for pipe flow and strictly speaking is only valid for fully developed turbulent pipe flows with molecular and turbulent Prandtl numbers equal to one [40]. A similar relationship between wall friction factor and heat transfer coefficient can be derived for turbulent and laminar boundary layer flows over a flat plate. This relationship is also known as the Colburn analogy [40]:

\[ St \cdot Pr^{2/3} = \frac{f}{2} \quad (49) \]

Colburn’s analogy suggests that there is a Prandtl number dependence of \( Pr^{2/3} \) for the flat plate problem. Curiously, it turns out this dependence also works well for turbulent pipe flows. Thus for turbulent pipe flows, a Reynolds analogy can be written that includes the Prandtl number dependence of the fluid in the form of eq. 49.

Even for single phase flows, one has to be cautioned that, while the friction-heat-transfer analogies can be applied to both laminar and turbulent flows over a flat plate and to turbulent pipe flows, they are not valid for laminar pipe flows and that, in general, more rigorous treatments of the governing equations and boundary conditions are needed when seeking new applications for these analogies. Specifically, Knudsen and Katz [41] have shown that for more generalized applications of the heat-transfer-fluid-friction analogies, the resulting expressions often do not take the simple forms represented by eq. 49.

The result in Eq(49) can also be cast as an expression for the Nusselt number. Using \( f = 0.046 Re^{-0.2} \) for turbulent flow, the Nusselt number is

\[ Nu = Re \cdot Pr \cdot St = \frac{f}{2} Re \cdot Pr^{1/3} = 0.023 Re^{0.8} Pr^{1/3} \quad (50) \]

A similar correlation has been provided by Dittus and Boelter, who write

\[ Nu = 0.023 Re^{0.8} Pr^n \quad (51) \]

where \( n = 0.4 \) when the fluid is heated and \( n = 0.3 \) if it is cooled. When viscosity variation in the cross section is important, the Sieder-Tate correlation is used.

\[ Nu = 0.023 Re^{0.8} Pr^{1/3} \left( \frac{\mu_b}{\mu_w} \right)^{0.14} \quad (52) \]

where \( \mu_b \) is the bulk fluid viscosity and \( \mu_w \) is the fluid viscosity at the wall.
5.2 Two phase flow without phase change

For two-phase flow of a liquid and gas without phase change, or for two phase flow of a liquid with only a small amount of phase change, the Reynolds or Colburn analogy (Eq 49) can be used to determine the heat transfer coefficient where the property values are evaluated for two-phase conditions.

5.2.1 Homogeneous flow

For the homogeneous flow model, we can use Eq(50) with the Reynolds number computed as 

\[ Re = \frac{4 \dot{M}}{\pi D \mu_H} \]

where the effective viscosity for homogeneous flow \( \mu_H \) can be calculated from Eqs. 22 to 25 as appropriate.

\[ Nu = 0.023 \left( \frac{4 \dot{M}}{\pi D [x \mu_G + (1-x) \mu_L]} \right)^{0.8} Pr^{1/3} \]  

(53)

5.2.2 Annular flow

For annular flow, the two phase properties are evaluated using the separated flow model. The Nusselt number can be written as

\[ Nu = \frac{1}{2} f_l \phi_l^2 \rho_H (1-x)^2 Re Pr^{1/3} \]  

(54)

where the friction factor multiplier is \( \phi_l^2 = \frac{C_l}{X} + \frac{1}{X^2} \), with \( C_l \) a constant that depends on the nature of the liquid and vapor flow, \( X = \frac{(dp/dz)_l}{(dp/dz)_g} \) is the Lockhart-Martinelli parameter,

\[ \left( \frac{dp}{dz} \right)_l = 2 f_l h_m^2 (1-x)^2, \left( \frac{dp}{dz} \right)_g = 2 f_g h_m^2 x^2 \], where \( f_l \) and \( f_g \) are the liquid and gas friction factors.

Chisholm [42] recommends \( C_{lt} = 20 \) for turbulent liquid and gas flow, \( C_{et} = 12 \) for laminar liquid and turbulent gas flow, \( C_{tv} = 10 \) for turbulent liquid and laminar gas flow, \( C_{vv} = 5 \) for laminar liquid and gas flow.

Balasubramaniam et al. (2006) have analyzed fully developed annular flow with heat addition in a tube when the flow is laminar. The effect of gravity that is oriented parallel to the tube axis was included in the analysis. Specializing their analysis for zero gravity, the results for the flow are given in Eqs. (39) to (45), and the Nusselt number is given below.

\[ Nu = \frac{num}{den} \]  

(55)

\[ num = -48 \beta \left\{ \rho_G C_{pc} h^2 \left[ h^2 (2M - 1) - 2M \right] - \rho_L C_{pl} M \left( h^2 - 1 \right) \right\}^2 \]

\[ den = -\rho_G^2 C_{pc}^2 h^4 \left[ h^4 (24M^2 - 32M + 11) + 16h^2 M (2 - 3M) + 24M^2 \right] + 12 \beta C_{pc} C_{pl} \rho_G \rho_L M h^2 (h^4 - 4h^2 + 3) \left[ h^2 (2M - 1) - 2M \right] + 24 \beta h^4 \ln h \left\{ \rho_G C_{pc} \left[ h^2 (2M - 1) - 2M \right] - \rho_L C_{pl} M (h^2 - 2) \right\}^2 + \beta \rho_G^2 C_{pl}^2 M^2 \left[ -9h^8 + 56h^6 - 108h^4 + 72h^2 - 11 \right], \]

where \( \beta \equiv \frac{k_G}{k_L} \), the ratio of gas to liquid thermal conductivity. For air and water, \( \beta = 0.041 \).

For air and water, with water wetting the tube wall, the variation of the Nusselt number with scaled
radial location of the liquid film $h$ is shown below. The values at $h = 0$ and 1 are $\frac{48}{11}$ and $\frac{48\beta}{11}$, respectively. The Nusselt number is a maximum for a liquid film that has a thickness of approximately 20% of the tube radius.

![Figure 2: Nusselt number for air-water in laminar annular flow versus radial position of the gas-liquid boundary, $h$. Water flows along the wall; air flows in the tube center. $\beta = 0.048.$](image)

### 5.3 Flow with phase change

The two-phase flow of a liquid with phase change due to heat addition on the tube wall has several flow regimes as the flow moves downstream. Starting with subcooled, liquid only flow near the entrance region, the flow progress through a subcooled boiling region where bubbly flow occurs, followed by a saturated boiling region where bubbly flow transforms to slug flow. After saturated boiling, heat transfer occurs via evaporation in a thin annular liquid film where the flow is annular. Forced convection heat transfer in the film is predominant, and boiling is suppressed. At the end of this region, the liquid film at the wall is dried up, and the flow is essentially a vapor flow, with some entrained drops. Beyond the region where the liquid film is absent, the rate of heat transfer diminishes significantly.

A significant issue for heat transfer with phase change is the critical heat flux – the maximum heat flux that can be achieved. For efficient heat transfer, liquid must contact the wall where heat is added. If the wall is blanketed by a vapor layer, then heat must be transferred through this layer to reach the liquid, and the heat transfer is not effective. After critical heat flux, there is transition boiling whereby as the temperature increases, the heat flux decreases. Dryout and then burnout is the final step. Also, for many fluids, the wall temperature rises sharply beyond the critical heat flux to support the given heat load. All practical systems using boiling usually operate below the critical heat flux. The critical heat flux depends on the g-level. For both pool boiling and flow boiling, the critical heat flux under microgravity is currently being researched. Generally the critical heat flux is larger for flow boiling than pool boiling, and increases with the flow speed. Hall and Mudawar [43] have developed a statistical correlation for the critical heat flux based on water data in normal
gravity, and has been found to apply for other fluids as well.

\[
Bo = \frac{C_1 Wb C_2 (\rho_L/\rho_G)^C_3 (1 - C_4 (\rho_L \rho_G)^C_5 x_{eq,in})}{1 + 4C_1 C_4 Wb C_2 (\rho_L/\rho_G)^C_3 + C_5 (L/D)} \tag{56}
\]

where \(Bo = \frac{q_c}{m_f g}\), \(q_c\) is the critical heat flux, \(Wb = \frac{\dot{m}^2 D}{\rho L \sigma}\), \(x_{eq,in} = [h(T_{in}, P_{in}) - h(T_{sat}, P_{in})]/h_f\) is the equilibrium inlet quality, \(C_1 = 0.0722\), \(C_2 = -0.312\), \(C_3 = -0.644\), \(C_4 = 0.9\), and \(C_5 = 0.724\).

We present two heat transfer correlations by Chen [44] and Kim and Mudawar [45] for flow with phase change. Both correlations represent the total heat transfer as a combination of that due to nucleate boiling and forced convection.

### 5.3.1 Chen correlation

The Chen correlation [44] calculates the total heat transfer coefficient as a superposition of the nucleate boiling and forced convection heat transfer coefficients. The nucleate boiling heat transfer is multiplied by a suppression factor to incorporate the suppression of boiling in the annular flow regime. The forced convection heat transfer in single phase (liquid only) is augmented by an enhancement factor, which is a two-phase multiplier. The heat transfer coefficient is written as

\[
h = S h_{nb} + E h_l \tag{57}
\]

\[
h_l = 0.023 \frac{k_L}{D} Re_L^{0.8} Pr_l^{0.4} \tag{58}
\]

\[
h_{nb} = 0.00122 \left[ \frac{k_L C_{pL}^{0.45} C_{\rho L}^{0.49}}{\sigma^{0.5} \mu_L^{0.29} h_f^{0.24} \mu_v^{0.24}} \right] \left( T_w - T_{sat} \right)^{0.24} \left( P - P_{sat} \right)^{0.75} \tag{59}
\]

\[
E = \left( 1 + \frac{1}{X_{tt}} \right)^{1.78} \tag{60}
\]

\[
S = 0.9622 - 0.5822 \tan^{-1} \left( \frac{Re_L E^{1.25}}{6.18 \times 10^4} \right) \tag{61}
\]

\[
X_{tt} = \left( \frac{\mu_L}{\mu_G} \right)^{0.1} \left( \frac{1 - x}{x} \right)^{0.9} \left( \frac{\rho_G}{\rho_L} \right)^{0.5} \tag{62}
\]

where \(Re_L = \frac{\dot{m}(1-x)}{\rho_l}\) and \(x\) is the thermodynamic vapor quality. Note that since the liquid to vapor density ratio large, even a small value of \(x\) \((x \sim 0.1)\) can cause the void fraction to be large \((\alpha \sim 0.9)\) when the density ratio is 100 and the liquid and vapor velocities are comparable, thus promoting annular flow. The relationship between the area based void fraction \(\alpha\), the slip ratio \(S = \frac{V_v}{V_l}\), and the thermodynamic quality may be obtained as

\[
\alpha = \frac{A_v}{A_v + A_l} = \frac{1}{1 + S \frac{\rho_v (1-x)}{\rho_L}}. \tag{63}
\]
5.3.2 Kim and Mudawar correlation

In the Kim and Mudawar [45] correlation, the heat transfer coefficients for nucleate boiling, convective boiling and total heat transfer are calculated differently.

\[ h = \left( h_{nb}^2 + h_{cb}^2 \right)^{0.5} \]  
(64)

\[ h_{nb} = \left[ 2345 \left( Bo \frac{P_h}{P_w} \right)^{0.7} \frac{Pr}{Re}^{0.38} (1 - x)^{-0.51} \right] \left( 0.023 \frac{kL}{D} Re_L^{0.8} Pr^{0.4} \right) \]  
(65)

\[ h_{cb} = \left[ 5.2 \left( Bo \frac{P_h}{P_w} \right)^{0.08} Wb_{lo}^{-0.54} + 3.5 \left( \frac{1}{X_{ht}} \right)^{0.94} \frac{\rho_G}{\rho_L}^{0.25} \right] \left( 0.023 \frac{kL}{D} Re_L^{0.8} Pr^{0.4} \right) \]  
(66)

where \( Bo = \frac{q}{m_h \Delta f} \), \( P_R = \frac{P}{P_{crit}} \), \( Wb_{lo} = \frac{\dot{m}^2 D}{\sigma \rho_L} \), and \( P_h \) and \( P_w \) are the heated and wetted perimeters in the tube.

In both the Chen [44] and Kim and Mudawar [45] correlations, the vapor quality \( x \), and therefore the liquid Reynolds number, depend on the axial location in the tube. If \( x \) changes appreciably, calculations must be performed for several short tube length segments (\( \Delta z \)) over the entire length of the tube, so that the change in \( x \) in each axial segment can be regarded as constant.

5.3.3 Heat transfer correlation for condensation in tubes

Shah (1979) provided the following correlation for condensation in tubes.

\[ h = \left( 0.023 \frac{kL}{D} Re_L^{0.8} Pr^{0.4} \right) \left[ (1 - x)^{0.8} + \frac{3.8 x^{0.76} (1 - x)^{0.04}}{Pr^{0.38}} \right] \]  
(67)

where \( x \) is the local vapor quality and \( P_R \) is the reduced pressure (operating pressure divided by the fluid’s critical pressure). This correlation, developed for normal gravity applications, does not depend on the nature of the flow regime in the tube, or tube orientation. Recently, the author (Shah 2009) has improved and extended his original correlation to lower flow rates, tested it for many new refrigerants for all tube orientations with respect to the gravity vector, and wider operating pressures. Kim and Mudawar [45] also provide heat transfer correlations for condensation in tubes that depend on the nature of the flow regime. The correlation given above appears to perform fairly well for a wide range of conditions.

Since gravity does not appear explicitly in this correlation, it may be useful to calculate a baseline heat transfer correlation for microgravity using eq. 67. However, this needs to be verified and is a topic of current research.

5.3.4 Validity of flow boiling heat transfer correlations in low gravity

The heat transfer correlations given above have all been developed for use in normal gravity. Narcy and Colin (2015) [38] have reviewed heat transfer in flow boiling in reduced gravity. Based on results of studies conducted since 2003, they state that the low quality subcooled nucleate boiling regime, that exhibits bubbly and slug flows, is sensitive to gravity at low mass flux (i.e., mass flow rate per unit cross sectional area). When the mass flux is high, the effect of gravity disappears. When
the vapor quality is high, the rate of heat transfer is generally unaffected by gravity. When the mass flux and vapor quality are high, annular flow without nucleate boiling prevails, and the heat transfer coefficient is predominantly due to forced convection liquid film evaporation. The exception is at very low mass flux where nucleate boiling in the annular flow regime occurs; here the heat transfer coefficient is reduced compared with that in normal gravity. To our knowledge, correlations where low gravity has a significant effect on the heat transfer are yet to be developed and tested.

6 Two phase flow through specific components

6.1 Bends, tees, expansion and contraction

6.1.1 Bends

When a flow moves through a bend, it is subjected to a centrifugal force as the fluid elements undergo rotation to conform to the geometry of the bend. In a two-phase flow, the centrifugal force would tend to move the gas towards the axis of the bend (the inner surfaces of the tube closer to the center of the bend), and the liquid away from the axis. However, secondary forces due to viscous effects also occur that tend to move liquid towards the inner surface. Experiments in normal gravity in helically coiled tubes with annular flow have observed both instances of liquid at inner and outer tube wall depending on liquid and gas flow rates (Hart et al. [46]). Flow in a single bend, however, is likely to be different from that in a helically coiled tube, but the same forces are at work. The behavior of such flows in microgravity has not been studied, to our knowledge.

For bubbly flows, centrifugal forces would tend to move bubbles to the inner wall as well. Koch and Sangani [47] predict that bubble-phase pressures arising from bubble interactions would tend to move bubbles towards regions in the liquid where there are less bubbles, and compete with the centrifugal force. Microgravity tests to demonstrate these expectations have not been performed, to our knowledge.

6.1.2 Expansions

Bubbly and slug flows of air-water system in reduced gravity readily conform to the larger diameter tube after expansion for low flow rates (McQuillen and Motil [48]). Usually there is a recirculation zone or a gas pocket in the corner of the expansion tube. At high flow rates, a two-phase jet develops after expansion when the flow enters an initially dry tube. Cylindrical (Taylor) bubbles, if present, expand radially and contract axially and tend to a more spherical shape. Their rupture and interaction with the wall is quite complex leading to break-up of the jet and deposition of liquid on the wall.

6.1.3 Contractions

Tests by McQuillen & Motil [48] revealed several features of two phase flow through contractions. Transition from bubbly flow to slug flow occurs for large bubbles with a diameter greater than the contracted tube diameter, as they are radially compressed. An important observation is that slug flow does not seem to result from coalescence of small bubbles. In some cases, the liquid film at the mouth of the contraction dries out, and results in the formation of a gas pocket there. The behavior of Taylor bubbles entering the contraction is interesting. A liquid bridge forms at the contraction but is unstable and collapses downstream. If two Taylor bubbles enter the contraction, and are separated by less than one tube diameter, the liquid between the bubbles drains, and the bubbles coalesce.
6.1.4 Tees

Low gravity aircraft tests by Jayawardena and McQuillen [49] show that it is very difficult for liquid to turn a corner and flow down the side arm at a tee-junction. The amount of liquid flowing through the sidearm was 20-50% of the inlet flow, for all types of flow patterns in the inlet tube. In normal gravity Yang et al. [50] have used a multi-tube tee junction and show that with five or more connecting tubes, a multi-tube junction can lead to complete separation of air and water. Similar tests do not appear to have been performed in reduced gravity.

6.2 Separator

Even in reduced or in zero-gravity, processes require the separation of two immiscible phases. Separation is hindered by the absence of a natural buoyant force, which drives density segregation in gravitational environments. In this section we will discuss several phase separation methods. In the first one, the 2-phase mixture is forced into a cyclonic chamber where the centripetal acceleration replaces the gravitational acceleration. In the second one, the separation is driven by geometry and capillary flow. The third method uses a hydrophobic membrane placed at the wall of the flow channel to extract gas bubbles. Finally, we describe a syringe-based method using a screen or a perforated disc to remove bubbles from a small liquid sample. Each separation method operates optimally in very different ranges of flow rate.

6.2.1 Centrifugal cyclonic separator

This method works well for relatively high gas and liquid flow rates, even though it is possible to use cyclonic separators with rather low flow rates in zero gravity [51, 52, 53, 54]. These separators consist of a cylindrical container of radius $R$, with an injection port in the side wall where the 2-phase mixture enters tangentially and with a purely angular velocity; refer to fig. 3. The 2-phase mixture self organizes into a swirl motion. The lighter phase (usually gas) migrates to the center by centripetal buoyancy, while the heavier phase (usually liquid) is pushed against the wall. Under proper operating conditions, a gas core of radius $R_c$ forms in the center, so the gas may be tapped from an outlet orifice on the ‘top’ end plate. The liquid that flows into the space between the baffle plate and the bottom end plate is essentially gas-free, and is withdrawn from an orifice in the bottom plate.

Design of these devices must consider the characteristic times for a bubble flight into the gas center core by buoyancy, $t_r$, and that for the flow to traverse the distance between the top plate and the baffle plate, $t_z$. Since the amount of gas in the liquid outlet decreases as the ratio $t_r/t_z$ decreases, good design must ensure that $t_r/t_z \ll 1$ under all the flow combinations in the operating envelope [52].

The limits of operation are set by two types of flow condition: 1) flow rate combinations that cause the swirl layer thickness, $R - R_c$, to be less than the baffle plate-wall gap, $R - R_{baff}$ (implying that $R_c > R_{baff}$), as this condition will allow gas in the liquid outlet; and 2) flow rate combinations that make $R_c = 0$, thus flooding the gas exit port. In general, for fixed liquid flow rate increasing the gas flow rate increases $R_c$ and vice-versa. And, for fixed gas flow rate, increasing liquid flow rate decreases $R_c$ and vice-versa.
6.2.2 Capillary flow separation

Capillary-flow-driven separation is appropriate for relatively small gas and liquid flow rates. This form of phase separation exploits the flow that arises in a corner channel in the presence of a non-spherical bubble, see fig. 4 [55, 56]. If the bubble volume is larger than the maximum bubble that can exist as a sphere in the channel, it is clear than some portion of the bubble surface will rest on the channel walls as seen in the figure, creating either a dry solid area, or a thin liquid film between the gas and the channel wall. The rest of the bubble surface forms a meniscus between the channel walls. Due to the V-shape in the channel cross-section, the curvature of the bubble surface is not constant, being larger near the corner of the V-channel ($\sim 1/R_1$) and smaller away from the corner ($\sim 1/R_2$). Since a static situation can only exist when the bubble curvature is constant, it follows that this configuration must have a flow associated with it. In fact, based on the curvatures just discussed, liquid is driven to the space between the corner and the bubble, thus forcing the bubble to move away from the corner and towards the liquid-air interface.

Since the migration velocity of the bubble perpendicularly away from the corner can be estimated [56], design of a corner channel separator can yield the time for the bubble to burst through the interface between the liquid and the ambient air as it moves from an initial position towards the interface. Often, though, these channels are used with imposed flow along the corner. In this case, the length of channel required for all the bubbles to burst through the liquid-air interface is the critical design calculation and can be achieved using the estimates of migration velocity away from the corner.

6.2.3 Membrane separation

As fig. 5 shows, this method uses a hydrophobic membrane, placed on the flow channel wall, to remove bubbles in a gas-liquid flow. The method has been demonstrated for flows in sub-millimeter
channels, although it should be possible to explore scaleup rules. A bubble, larger than the channel width $H$, travels in a liquid stream. When the bubble encounters the membrane-covered wall, the pressure in the other side of the membrane sucks the gas out of the liquid [57]. Other designs that incorporate hydrophilic and hydrophobic materials are possible, see https://medical.pall.com/en/pall-solution/posidyne--eld-filter.html.

Five criteria must be satisfied for this method to work:

1) Bubble size (defined as the radius of a sphere having the same volume as the bubble) must be larger than channel width $H$. This ensures that the gas will contact the membrane.

2) Bubble travel time over membrane $> \text{time for membrane to absorb all gas in bubble}$. The bubble travel time is a function of the average velocity in the channel. The extraction time depends on the flow rate of gas through the membrane, $Q$ which can be estimated using Darcy’s law, $Q = \frac{A\kappa\Delta p}{(\delta\mu_G)}$ knowing the membrane thickness and permeability, $\delta$ and $\kappa$, the gas viscosity $\mu_G$, the gas-membrane contact area $A$, and the pressure difference across the membrane.

3) The velocity of the leading contact line moving along the membrane (the contact line of the receding liquid) must be less than the critical velocity to deposit a Landau-Levich liquid film layer on the solid. This ensures that the contact area of the bubble on the membrane remains dry, thus allowing gas extraction. For a system with static contact angle $\theta_0$, the critical velocity for film deposition is approximately $u_c \approx \frac{\theta_0^3 \sigma}{36\mu}$. The coefficient 36 depends weakly on velocity and on macroscopic length scale. The more hydrophobic the surface, the larger $\theta_0$ and the higher the critical velocity for liquid layer deposition.
4) Given a membrane with typical pore radius $R_p$, the pressure difference across the membrane must be less than maximum pressure drop above which liquid breaks through: $P_{\text{Liq}} - P_{\text{gas}} < 2\sigma / R_p$. The reason for this criterion is obvious: it guarantees that only gas flows through the membrane.

5) Membranes must not be fouled by particulate matter or chemicals that can alter their wettability.

6.2.4 Removal of bubbles from a small liquid volume

In several small scale applications in microgravity, there is a need to produce a small volume of bubble-free liquid, or render a small amount of bubble-laden liquid to be free of gas. A few examples are (i) coffee cup or drink pouch, where astronauts typically consume the liquid by sipping in the manner they do in normal gravity. The drink pouches are designed with sharp corners, so that
liquid is naturally entrained in the region near the corner, with any bubbles that are present being forced away as discussed in Section 6.2.2. (ii) generation of intravenous injection fluids, starting with distilled water and crystalline salts. The IVGEN experiment (McQuillen et al. [58]) attempted to produce IV fluids on orbit, utilizing ISS water that was deionized. The water was mixed with salt in an IV bag. The amount of water must be precisely controlled so that the concentration of the saline solution falls within an allowable range (5%) of the required value. The IVGEN experiment did encounter problems with an inaccurate estimate of the volume of the transfer line from the ISS water supply to the accumulator. (iii) measurement of water quality, to ensure that there are no contaminants in ISS potable water and the amount of iodine, colloidal silver, etc. that are added as biocides to the water are within specifications. Dias, Porter and Fritz [59] mention that their early experiments on water quality assessments for iodine had challenges associated with removal of air bubbles entrapped in a water sample in KC-135 aircraft microgravity tests, precluding the precise measurement of water sample volume. The volume measurement was crucial for the technique they initially used, after which they attempted to develop methods that are insensitive to the precise sample volume.

At NASA GRC, we have developed a syringe based method to remove bubbles from a small volume of liquid. The concept consists of a syringe with a dual plunger and is illustrated in fig. 6. The operation procedure is summarized in fig. 7. Basically the syringe is outfitted with a second plunger that operates a mesh/screen or a perforated plate. The syringe with both pistons pushed all the way in is connected to the liquid source which contains some gas. The two pistons retreat, taking in a liquid sample, along with the gas. The perforated plate piston is pushed toward the exit, sweeping the gas ahead of the plate in the process. While liquid flows freely through the perforated disc, it is

Figure 7: Removal of gas bubbles for a small liquid volume.
designed so that air bubbles do not penetrate it. Once the bubbles are concentrated near the syringe exit, they coalesce, thus draining all the inter-bubble liquid. At this point, the solid piston is pushed, causing the gas to exit the syringe, rendering the liquid sample in the syringe to be bubble free. The device has not been tested in microgravity, but works under all orientations in normal gravity.

It should be pointed out that a screen or mesh based device is used in other applications in low gravity, for example Liquid Acquisition Devices (LAD) in propulsion fuel tanks, where there is a need to acquire and transport fuel from storage tanks to the engine, without ingesting vapor. The screen is placed in the tank near a wall and isolates the liquid from the gas phase by inhibiting gas penetration into the liquid on account of its high bubble point pressure.

6.2.5 Moving unwanted bubbles in systems

Moving gas bubbles in liquids in low gravity is not easy. On Earth we take it for granted that gas bubbles move to the top of a liquid, for example when we pour a carbonated beverage in a container. Without buoyancy, bubbles would stay in place in a liquid as there is no force to move them.

Free bubbles in a liquid can be carried away by a liquid flow. An adequate flow would be necessary to dislodge and move bubbles stuck to walls. Bubbles at rest in a liquid can in principle be moved by creating a variation in the surface tension along the liquid/gas interface. For example, by heating the liquid on one side, a variation in temperature and consequently surface tension can be created on the bubble surface. The thermocapillary stress generated (Subramanian and Balasubramaniam [60]) would move the bubble from cold to hot regions in a liquid. In practice, a hot spot might be created on a wall, and the gas could be sucked away through a port when the bubble is in its vicinity. Note that anytime gas is removed from liquid, a corresponding amount of pure liquid must be supplied back for volume compensation. In principle, the thermocapillary mechanism should work even if the bubble is in contact with a solid wall. Unfortunately, when the liquid is water, the water/air interface (or that with another gas) is very susceptible to be contaminated with minute amounts of surface active substances that affect the surface tension, and the thermocapillary mechanism as a means to manipulate bubbles invariably fails.

An alternative way of moving unwanted bubbles is by using the capillary force and the dynamics of contact lines. This would not work, however, for bubbles fully submerged in liquids. The idea is to manipulate the contact line between solid, liquid and gas by means of suitably designed wall wettability properties and/or flow cross sections (sharp corners, etc.) so that contact lines can be moved to desired locations that are predetermined. A port near these areas would be used to suck the gas away.

Other methods to manipulate bubbles include the use of acoustic and electromagnetic means, but have not been rigorously tested for low gravity applications. The above discussion is to underscore the message that moving and removal of unwanted bubbles in microgravity is difficult and tedious. It behooves the designer to think in advance about possible sources of bubble production and introduction in critical locations in the system and prevent such occurrences.

6.3 Filter

Filters are used to remove particulate matter from a liquid or gas. In low gravity they should work as they do in normal gravity and terrestrial design experience will be adequate. What needs to be filtered, however, might not be intuitive in low gravity. For example, in the context of the removal
of CO$_2$ using the Carbon Dioxide Removal Assembly (CDRA) on the ISS using a packed bed of zeolite, fine particles of zeolite material were escaping the bed assembly and depositing in key components downstream. This necessitated a redesign as well as the addition of inline filters to the unit on orbit (El Sherif and Knox [61]).

6.4 Pumps

It is well known that pumping liquid that contains gas is problematic for the commonly used centrifugal (or rotodynamic) pumps. The efficiency and pump head decrease when gas is ingested by the pump. When the gas flow fraction exceeds a limit (typically around 10%) the pump loses prime and the ability to flow liquid. Basically the impeller within the pump acts as a separator for gas and liquid, with the gas accumulating at the center of the impeller. If sufficient amount of gas accumulates, the vane passages in the pump are filled by gas, blocking the liquid flow.

Two-phase pumps have primarily been developed for applications in the oil industry (see for example Hua et al. [62]; Khalili et al. [63]; Cooper et al. [64]). The gas blockage issues in centrifugal pumps have been overcome by (i) helico-axial pumps, where the pump geometry and impeller blades are designed to minimize the radial component of flow, so that liquid and gas are transported axially (ii) multi-vane centrifugal pumps, where the vanes are split with large gaps such that the pressure distribution is altered and gas accumulation is avoided (iii) twin screw pumps, where meshing helical screws are used. As they rotate, the intermeshing screws form many chambers with the pump housing, and transport liquid and gas from the suction side to the discharge side. These pumps can handle large gas flow fractions (up to 75-98%). Positive displacement pumps are also used for gas-liquid flows. These include gear, peristaltic and piston pumps; the twin-screw pumps mentioned above also share some positive-displacement characteristics.

Many of these pumps used in the oil industry are quite large, but in principle can work for smaller applications. Since these pumps operate under a wide range of gas flow fractions in normal gravity, and consequently flow regimes, we do not expect any issues due to the reduction in the g-level (see, for example, [65] and [66]).

7 Startup, transients and system instabilities

While the behavior of a two-phase flow system at steady state might be of ultimate interest to a designer, it is important to understand the characteristics of the system during startup or shutdown. When the system is started up from a quiescent state, the two phase flow will likely progress through flow regimes that are different from what prevails at steady state. For example, if an annular flow is desired at steady state and a transfer line is initially filled with liquid, the line would undergo bubbly flow and slug flow before an annular flow regime is achieved. The system or the component must be capable of withstanding any pressure oscillations or structural loads that might arise. Transients refer to time dependent behavior in general, which may ultimately die out and lead to steady behavior of the system, or to unexpected, unstable or catastrophic end state. Benign transients, especially near a steady state, can be fairly well understood by assuming the system behavior to be quasistatic, as is discussed later. Basically the system behavior is mapped assuming that it is at a steady state corresponding to the instantaneous flow condition.

Startup is particularly critical for heat pipes and capillary flow loops which work on the principle of meniscii being present in the wicked structures in the evaporator and condenser sections,
where phase change occurs. If the system is initially cold, the liquid may not be pumped adequately if the liquid viscosity changes appreciably with temperature, or the wick structures are flooded, or frozen as in the case of a high temperature liquid metal being the working fluid.

Transient system behavior can also lead to instabilities that are undesirable. Numerous components in fluid systems may be found to be associated with instabilities at the system level in the literature. For example, in a propulsion system “pogo” instability, space vehicle vibrations can produce oscillatory flow in the fuel feed line. This leads to thrust oscillations, which can feedback and couple with the fuel feed oscillations [67]. Pump cavitation and the resultant altered nature of the oscillation modes are compounding factors in pogo oscillations.

We discuss a few system instabilities in the rest of this section. While the nature of the instability can be clearly illustrated using simple physical arguments, the exact details of how it develops depends, necessarily, on the specifics of the system. For this reason we will not address here specific system configurations. Rather, we will focus on the physical nature of selected instabilities, and present simple ‘toy model’ calculations when feasible to understand basic dynamics and reveal general rules to avoid or get out of instabilities.

Instabilities are usually classified as static or dynamic, depending of whether the oscillation time scale is long (low frequency) or short (high frequency) compared with the characteristic time scale of the system. If the oscillation frequency is low, the system can track closely the system static operation –hence ‘quasistatic instability’. If the oscillation frequency is high, the response cannot be examined using quasistatic approximations, and it usually becomes a complex function of frequency. Brennen [68] has a good summary of system instabilities in his book Fundamentals of Multiphase Flows. While some interesting instabilities are gravity-dependent (e.g., the ‘geyser’ instability), here we focus attention on those that are gravity-independent.

7.1 Ledinegg instability

7.1.1 Basic principles and simple model

This important instability occurs in a line (pipe)-pump system where the fluid changes phase due to heat input. Fig. 8 shows the pressure drop versus mass flow rate \( \dot{m} \) for a pure vapor and a pure liquid flowing in a given piping line, together with a typical pump characteristic. The intersection of the pump and the line characteristics gives the operation point of the system. Assuming quasistatic conditions, it can easily be verified that if \( \Delta p_{\text{line}} \) increases with \( \dot{m} \), then a small perturbation from the operating point will decay back to that point. Conversely, if the line \( \Delta p_{\text{line}} \) decreases with \( \dot{m} \), the operation is unstable.

Since \( \Delta p \sim \rho u^2 = \dot{m}^2/\rho \), the pressure drop for vapor is higher than for liquid for a given value of \( \dot{m} \). If the heat input is independent of flow rate, the flow will be close to all-vapor at low \( \dot{m} \) and close to all-liquid at high \( \dot{m} \). At intermediate \( \dot{m} \) the pipeline loss line must transition from vapor to liquid, and the shape of this transition determines whether an instability will occur. Specifically, if the transition exhibits the sigmoidal shape shown in fig. 8, the operation at point O is unstable.

In this section, we propose a simple model where \( \Delta p_{\text{line}}(\dot{m}) \) has a region of negative slope. The model assumes that liquid at temperature \( T_i(\leq T_{\text{sat}}) \) enters a pipe under constant heat flux \( q \). We further assume no gradients in the radial direction, straight pipe line, and the following mixing rules for density and viscosity as a function of mass quality \( \chi \) and the pure liquid and vapor properties
Figure 8: Schematic of Ledinegg instability. (From Brennen [68].)

(denoted by subscripts L and V) [7]:

$$\mu = (1 - \chi)\mu_L + \chi\mu_V$$

$$\frac{1}{\rho} = \frac{1 - \chi}{\rho_L} + \frac{\chi}{\rho_V}.$$  \hspace{1cm} (68)

To calculate the pressure drop, we note that if liquid enters subcooled, there will be an initial pipe length

$$L_i \equiv \frac{\dot{m}_{L} c_p (T_{\text{sat}} - T_i)}{\pi D q}$$

with all-liquid flow in \(z < L_i\) and the liquid temperature being raised to \(T_{\text{sat}}\). For pipes longer than

$$L_{\max} \equiv L_i + \frac{\dot{m}_{\lambda}}{\pi D q},$$

where \(\lambda\) is latent heat, the flow in \(z > L_{\max}\) is all-vapor, with temperature rising above \(T_{\text{sat}}\). Finally, for \(L_i < z < L_{\max}\) the flow is two-phase with \(T = T_{\text{sat}}\).

There are friction and acceleration pressure drops. We model the friction pressure drop with a friction factor, \(f_\phi\), assumed constant,

$$\left.\frac{dp}{dz}\right|_f = -\frac{2}{D} f_\phi \frac{G^2}{\rho} = \frac{32 f_\phi}{\pi^2 D^5} \dot{m}^2 \left(\frac{1 - \chi}{\rho_L} + \frac{\chi}{\rho_V}\right),$$

where \(G \equiv \rho U = \frac{\dot{m}}{A} = \frac{4\dot{m}}{\pi D^2}\) is the mass velocity. This equation may be integrated by noting that, from a heat balance,

$$\chi = 0, \quad z \leq L_i$$

$$\chi = \frac{\pi q D(z - L_i)}{\dot{m}_\lambda}, \quad L_i \leq z \leq L_{\max}$$

$$\chi = 1, \quad z \geq L_{\max}$$

(72)
Table 1: Fluid properties and pipe diameter assumed in our model.

<table>
<thead>
<tr>
<th>Property</th>
<th>Liquid</th>
<th>Vapor</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\mu) (kg/m.s)</td>
<td>(10^{-3})</td>
<td>(2 \times 10^{-5})</td>
</tr>
<tr>
<td>(\rho) (kg/m(^3))</td>
<td>1000</td>
<td>0.58</td>
</tr>
<tr>
<td>(c_p) (J/kg.K)</td>
<td>(4.2 \times 10^3)</td>
<td>—</td>
</tr>
<tr>
<td>(\lambda) (J/kg)</td>
<td>(2.5 \times 10^6)</td>
<td>—</td>
</tr>
<tr>
<td>(q) (W/m(^2))</td>
<td>(1.5 \times 10^5)</td>
<td>—</td>
</tr>
<tr>
<td>(T_{sat}) (K)</td>
<td>100</td>
<td>—</td>
</tr>
<tr>
<td>(D) (m)</td>
<td>(10^{-2})</td>
<td>—</td>
</tr>
<tr>
<td>(f) (fr. factor)</td>
<td>0.002</td>
<td>—</td>
</tr>
</tbody>
</table>

The acceleration pressure drop accounts for the momentum change due to quality increase down the pipe; starting from \(dp/dz = -\rho \frac{du}{dz}\), it may be written as

\[
\frac{dp}{dz} = G^2 \frac{d}{dz} \left( \frac{1}{\rho} \right) = G^2 \left( \frac{1}{\rho_L} - \frac{1}{\rho_V} \right) \frac{d\chi}{dz}. \tag{73}
\]

Since \(d\chi/dz = \pi D q/\lambda \dot{m}\) by the heat balance in eq. 72, we get,

\[
\frac{dp}{dz} = \frac{16\dot{m}^2}{\pi^2 D^4} \left( \frac{1}{\rho_L} - \frac{1}{\rho_V} \right) \frac{\pi q D}{\dot{m} \lambda} \quad \text{for the 2-phase region, and} \tag{74}
\]

\[
\frac{dp}{dz} = 0 \quad \text{for the single-phase regions.} \tag{75}
\]

7.1.2 Model results

We have assumed the properties of liquid water and vapor and typical values for heat input \(q\) and pipe diameter \(D\) as shown in table 1.

Figs. 9-10 show that the pressure drop versus mass flow rate has a region of negative slope, therefore the Ledinegg instability can develop. The maximum pressure drop occurs at \(\dot{m} = \dot{m}^*\). Fig. 9 shows the effect of inlet temperature. As \(T_i\) approaches \(T_{sat}\) the maximum location moves to larger \(\dot{m}\). There is an inlet temperature \(T_i^*\) such that for \(T_i > T_i^* \approx 98.8^\circ C\) there is no region of negative slope and therefore the Ledinegg instability cannot develop. At high \(\dot{m}\) the plots merge with the all-liquid pressure drop —which is independent of temperature and only depends on \(L\) and \(\dot{m}\).

Fig. 10 shows the effect of pipe length in a log-log plot. As \(\dot{m} \to \infty\) the flow approaches the all-liquid pressure drop characteristic. The flow approaches the vapor theory at low \(\dot{m}\), where the flow has a tiny liquid region, followed by an also small 2-phase region, and spending the time in most of the pipe as vapor. This implies that the slope cannot be that of the vapor-only pressure drop.

In conclusion, for typical liquid and water vapor properties, a simple model shows that conditions leading to Ledinegg instability are present for subcooled feeds, up to about 98.8°C; and that these conditions disappear for higher feed temperatures.

7.2 Concentration waves

This is not strictly an instability but it will give rise to a fluctuating unsteady operation. Assume that a closed flow loop with a pump develops a region of slightly different vapor quality. In fig. 11 (after
Figure 9: Effect of inlet temperature $T_i$ on pressure drop versus mass flow rate $\dot{m}$. $L = 40$ m. The system would develop Ledinegg instability. The maximum pressure drop depends on $T_i$ and it occurs at $\dot{m} = \dot{m}^*$. At high $\dot{m}$ the flow is all-liquid and the pressure drop follows the all-liquid line. Regions of $d\Delta p/d\dot{m} < 0$ cease to exist for $T_i \gtrsim 98.8^\circ$C.

Figure 10: Effect of line length on pressure drop versus mass flow rate $\dot{m}$. $T_i = 98^\circ$C. The pressure drop follows the all-liquid theory at high $\dot{m}$ and the all-vapor theory at low $\dot{m}$. The 5 m line has a region of negative slope, thus may develop Ledinegg instability. The 25 m line does not have a negative slope region. Negative slopes cease to exist for $L \gtrsim 13$ m.

Brennen [68]) we can see the line and the pump characteristics for each quality, $\chi$ and $\chi + \Delta \chi$. Assume that the concentration perturbation is slow to homogenize compared with the time of flow around the loop; and that the volume of the perturbation is such that it either resides in the line or in the pump. It is then obvious from fig. 11 that the operation will fluctuate between points A and B, with a frequency close to the time needed for the perturbation to go around the loop. This unstable operation may be avoided through the use of mixing devices or given sufficient time.
7.3 Dynamic instabilities: cavitation

Following the discussion in Brennen, the cavitation instability is a true dynamic instability because it develops even though the slope of the pump $\Delta p$ vs. flow rate characteristic is negative, which implies the system is quasistatically stable. The main points are:

- The phenomenon is observed more often in axial pumps, but has been observed in centrifugal pumps as well. The presence of dissolved gas can cause similar effects as gas comes out of solution.

- The phenomenon develops when the cavitation number

$$N_c \equiv \frac{2(p_i - p_v)}{\rho L R_i^2 \Omega^2},$$

(76)

(where $p_i$, $p_v$ are the inlet and vapor pressures, and $R_i$, $\Omega$ the impeller radius and rotation rate) is smaller than a threshold that depends on the system.

- Dimensional analysis reveals that the cavitation surge frequency $\omega_i$ must have a dependence

$$\frac{\omega_i}{\Omega} = f(N_c, \phi, \text{type of pump}),$$

(77)

where $\phi \equiv (Q/A_d)/(\Omega R_i)$ is the flow coefficient for given volumetric flow $Q$ and discharge area $A_d$. Empirical data suggests that the dominant variation is with cavitation number, and $\omega_i/\Omega \approx \sqrt{2}N_c$ is a crude approximation to the surge frequency.

8 Other topics

8.1 Flow metering and mass gauging

The measurement of two-phase flow flowing in a tube is a difficult issue both in normal and reduced gravity. Flow measurement is typically accomplished using spinning flow meters, Coriolis flow meters, differential pressure measurement, etc. Spinning flow meters, such as gear and turbine, work
on the principle of momentum exchange between the flow and the meter and thus depends on the flow velocity and density. In single phase flows, the fluid density is known, and the unknown quantity is the velocity, which is measured by the meter. In two-phase flows, the flow density depends on the amount of gas and liquid (or the void fraction) and a single measurement cannot determine both the density and velocity. The situation is similar for the differential pressure measurement.

A Coriolis flow meter measures the response in one or more oscillating curved tubes, due to a flow within it. The amount of mass in the tube (and thus the flow density) is determined by the natural frequency of the tube, and the phase shift in upstream and downstream sensors in the tube detects the mass flow rate. Thus, in principle, Coriolis flow meters can be used for two-phase flow. In practice, however, the flow regime (especially slug flow) alters the rate of damping of flow oscillations internal to the tube, and it is believed that measurement of two-phase flow is problematic for gas flow fractions in excess of 20-30%. Henry et al. [69] came up with an empirical methodology to correct the raw readings of a given Coriolis flow meter and a given flow mixture to come up with reliable measurements for gas void fractions up to 80%. The area of two-phase flow measurement using Coriolis meters is still one of active research. We note that there is at least one flow meter commercially available (OPTIMASS 6400, www.krohne.com) whose specification datasheet mentions “high performance with air entrainment, delivering continuous measurement even with 0-100% gas entrainment.”

Assuming that a Coriolis flow meter has been thoroughly tested under normal gravity, no issues are anticipated in low gravity, as all the microgravity flow regimes would occur under normal gravity testing as well.

Void fraction is an important quantity in two-phase flows. It refers to the fraction of gas in the system, and can be defined globally in the entire two-phase system, or locally at locations of interest. It can be measured based on the fraction of gas along a line, in a cross-sectional area, or in a given volume of the two-phases. The void fraction can be measured using a variety of techniques – radiation attenuation, electrical contact probes, impedance measurements using capacitance or conductance sensors, or mechanically using quick-closing valves (Bertani et al. [70], Ahmed [71]). Quick-closing valves are not suitable in low gravity because the individual measurement of liquid and gas volumes relies on gravity for phase separation.

Electrical contact contact probes and other wet/dry sensors rely on the difference in physical properties of a gas and liquid to determine what fluid is in contact with the probe. Capacitance probes are quite attractive and have been used widely for void fraction measurements. The probes can be intrusive, for example installed as a wire mesh within the flow (Prasser et al. [72]) to detect the capacitance on a grid in one plane, or non-invasive by mounting the electrodes on the tube wall (Warsito and Fan [73], Ahmed [71]). Ahmed used both ring type and concave electrodes mounted on the outside of a tube to measure void fraction in air-oil flows. For properly designed electrodes, he found that the volume averaged void fraction in the measurement volume is independent of the flow regime in the tube (for annular, stratified, slug and elongated bubble flow); however, this is unlikely to be true in general. Furthermore, Ahmed found that the power spectrum density of the unsteady void fraction signals could be used to discern the flow regime. Wang et al. [74] have reviewed the design and applications of 2D and 3D electrical capacitance tomography for two-phase flows. Tomography refers to the reconstruction of phase distribution in a domain obtained from measurements taken from sensors placed outside the measurement volume. The sensor shape, electrode configuration and number of electrodes are key elements of capacitance sensors used for tomogra-
phy. Twelve electrodes are commonly used, giving sixty six independent capacitance measurements between each pair of electrodes. Image reconstruction is a major issue, and Wang discusses the current techniques used.

Mass gauging is important to determine the amount of fuel left in partially spent cryogenic fuel tanks in low gravity. This is a practically non-existent problem in normal gravity, as the liquid settles to the bottom of the tank. The height of the liquid in the tank, together with the tank geometry readily determines the amount of liquid. In low gravity, the ullage(s) could be present anywhere in the tank, and the tank walls could be wetted by the liquid. Thruster firings to temporarily settle the liquid together with wet/dry sensors within the tank were used early on in rocketry. Modern methods of mass gauging include (i) PVT techniques (Van Dresar, [75]) which uses the measured temperature and pressure of a pressurant gas (helium) in the fuel tank as well as the pressurant supply tank to determine the pressurant mass and density in the ullage, and ultimately the volume of the ullage in the fuel tank (ii) radio frequency mass gauging which uses the measured electromagnetic resonance frequencies of tank eigenmodes to gauge the amount of liquid in the tank [76].

8.2 Flow through porous media

Two-phase flow in porous media has been and still is very much a research topic, and has important economic impact for a number of industries – oil exploration and production, pharmaceutical, consumer products such as powdered detergents, and personal products such as diapers and feminine pads. While laminar, single-phase flow in porous media is properly described by Darcy’s equation [77], two-phase flow models lack theoretical backing and have to rely on semi-empirical concepts such as relative permeability.

In this section we discuss experimental results that show how gravity level affects the characteristics of gas-liquid flow in a packed column, a kind of a porous medium with a (rather large) millimetric pore size. The experiments have been performed over a period of about 15 years in parabolic flight campaigns aboard the various airplanes in service during that time. We address the effects of zero-gravity on pressure drops and on parametric boundaries between flow regimes.

8.2.1 Friction factors and pressure drop

Using the ideas of friction factor for straight tubes, the laminar velocity \( u \) of a fluid of viscosity \( \mu \) flowing through a packing of effective size \( D_p \) is expressed by the Blake-Kozeny equation [79]:

\[
    u = -\left[ \frac{D_p^2\epsilon^3}{150(1-\epsilon)^2} \right] \frac{\nabla p}{\mu},
\]

where the term in square brackets plays the role of Darcy’s permeability, and \( \epsilon \) is the porosity or gas-solid void fraction. In turbulent flow, the pressure drop is described with a constant friction factor, \( f_t = 7(1-\epsilon)/8\epsilon^3 \). In order to cover from laminar to turbulent flows, the laminar and turbulent pressure drops are added linearly, to yield the Ergun equation [79]:

\[
    \frac{-\Delta P}{L} = 150 \left( \frac{\mu u}{D_p^2} \right) \frac{(1-\epsilon)^2}{\epsilon^3} + \frac{7}{4} \left( \frac{\rho u^2}{D_p} \right) \frac{1-\epsilon}{\epsilon^3},
\]

Darcy’s law gives the average point-wise velocity of the flow in terms of the permeability \( \kappa \), viscosity \( \mu \) and the average pressure gradient: \( u = -\frac{\mu}{\kappa} \nabla p \). The average is taken over a length scale much larger than the pore size but much smaller than the macroscopic size of the medium. While Darcy established this equation by careful experiments, Whitaker has developed a theoretical derivation based on volume-averaging [78]. For incompressible flow, \( \nabla \cdot u = 0 \), which implies that the pressure satisfies the Laplace equation, \( \nabla^2 p = 0 \).
where \( u \equiv |u|, \) \( \rho \) is density, and the pressure drop is understood as taking place in a straight duct over length \( L \) packed with particles of effective size \( D_p \). In dimensionless form,

\[
-\frac{\Delta P}{\rho u^2} \frac{D_p}{L} \frac{e^3}{1-e} = \frac{150}{Re} (1-\epsilon) + \frac{7}{4},
\]

where the left-hand side has the structure of a friction factor, and the Reynolds number is \( Re \equiv u \rho D_p / \mu \).

When the flow is two-phase, these equations are no longer adequate. As gas and liquid are forced through the interstices of the packing, bubbles are deformed, squeezed, broken and reformed, all of which requires work —and therefore additional pressure drop. Motil [80] has developed a correlation valid for zero-gravity from data collected in parabolic flights which incorporates the flow of both phases and the phase interaction via surface tension into the single-phase Ergun equation (eqns. 79 or 80):

\[
f_{TP} \equiv -\frac{\Delta P}{\rho U_{LS}^2} \frac{D_p}{L} \frac{e^3}{1-e} = \frac{1}{Re_{LS}} \left[ 150 + 0.8 Re_{GS}^{1/2} \left( \frac{S u_L}{Re_{LS}} \right)^{2/3} \right] + \frac{7}{4},
\]

where \( L, G \) denote liquid or gas, and \( S \) denotes superficial velocity (or Reynolds number based on superficial velocity), and

\[
Re_{LS} \equiv \frac{\rho_L U_{LS} D_p}{\mu_L (1-\epsilon)}, \quad Re_{GS} \equiv \frac{\rho_G U_{GS} D_p}{\mu_G (1-\epsilon)}, \quad S u_L \equiv \frac{\rho_L D_p \sigma}{\mu_L^2}
\]

are the liquid and gas superficial Reynolds numbers, and the Suratman number, respectively. Figs. 12, 13 show the agreement of the model with data collected in low-gravity aircraft campaigns.

**Figure 12:** Low-gravity aircraft data and model from eq. 81 for \( S u_L = 900 \) and \( S u_L = 4200 \). (After Motil [80])

### 8.2.2 Flow regime maps

In two-phase contacting operations through packed columns, the flow regime greatly affects the efficiency of the transfer —e.g., heat, mass. Of the flow regimes that arise in normal gravity (trickle, bubbly, pulse and spray), only bubbly and pulse are relevant in zero-gravity. Trickle flow can only develop in a gravity environment as the liquid needs gravity to trickle down the column (while gas can either flow co- or counter-currently). And, while spray flow (where a mist of liquid droplets are
entrained by the drag exerted by a fast-flowing continuous gas phase) can in principle develop in low gravity, it does only with extremely low liquid-to-gas flow rate ratios that make it impractical for normal operations. This leaves bubbly and pulse flows as the relevant types of flow in zero gravity.

Bubbly flow, a regime where gas bubbles are dragged by a continuous liquid phase, develops at relatively low gas flow rates for a given fixed liquid flow rate. As the gas flow rate increases, the flow transitions to pulse flow, which is quite similar to slug flow observed in smooth tubes. Pulse flow is characterized by an alternating sequence of packets or regions of gas-rich and liquid-rich flow. Pulse flow starts with ‘weak’ pulses that are not easily detectable by the naked eye through a transparent column. Well-developed pulses, on the other hand, are extremely clear and easy to spot by eye as a front between the gas- and liquid-rich regions, seen as a sharp change in brightness, moves downstream at a speed much higher than the fluid velocity.

Fig. 14 shows the bubbly-to-pulse transition plot extracted from Motil’s low-gravity aircraft data [80]. The transition boundary is well approximated by the equation:

$$\frac{\text{Re}_{GS}}{\text{Re}_{LS}} = 700 \times S_{UL}^{-2/3}. \quad (83)$$

Comparing with eq. 13 for bubbly-slug transition in pipes, we note that eq. 83 exhibits the same power law of $S_{UL}$ with a slightly larger coefficient. For details of flow regime transition maps in normal gravity, the reader is referred to the work of Güray Tosun [81].

### 8.2.3 Open aspects in zero-G

The following observations are offered after the recent operation in the ISS of the Packed Bed Reactor Experiment (PBRE), but are not intrinsic to zero-gravity necessarily.

1) When mixing gas and liquid to be injected into a packed column, formation of large gas bubbles in the liquid must be avoided by proper design of the mixing chamber. If large gas bubbles are allowed to form, the system pressure may develop oscillations with a period driven by the time between formation and dislodgement of the bubble. A properly designed mixing chamber should ensure that gas is always dispersed as bubbles of small enough size that pressure fluctuations are negligible –as determined by some science or technology requirement.

---

**Figure 13:** Low-gravity aircraft data and model from eq. 81 for $S_{UL} = 146000$ and $S_{UL} = 365000$. (After Motil [80])
2) In closed flow loops, oscillations downstream of the packed column may be fed back (or recycled) to the column inlet.

8.3 Heat pipes and capillary pumped loops

A heat pipe is a device used to transport heat from a heat source to a sink. The transfer of heat is efficient, and achieved with a high conductance (or low resistance), though the heat pipe and its components are themselves made of materials whose thermal conductivity is not very large. The latent heat of phase change of a pure working fluid during evaporation and condensation is used to achieve the efficient energy transfer. The heat pipe is a passive device; no external means are required for pumping the working fluid within it.

The principle of operation of a heat pipe is independent of gravity (refer to fig. 15). In its most common form, a heat pipe uses a porous wick to contain the working fluid in the liquid state. The pipe can be demarcated into three regions—the evaporation section where heat is added and vapor is generated, the adiabatic section in which the vapor transports the energy supplied, and the condenser section where heat is removed by external means causing the vapor to condense. The vapor temperature in these regions is nearly uniform, and the operating temperature depends on the heat load. The capillary pressure jump across the liquid/vapor interface in the pore of the wick in the evaporation section results in a higher pressure in the vapor than in the liquid. The vapor, with its increased enthalpy compared to the liquid, carries the energy supplied from the evaporator to the condenser section. There is a gentle pressure drop between these sections to drive the requisite
Figure 15: Schematic of a capillary heat pipe. Evaporation causes the meniscus to curve and create a pressure in the liquid that is below the pressure in the vapor. Vaporization sets a slight pressure gradient in the vapor phase that drives vapor to the condenser end. At the condenser, the meniscus curvature is smaller than in the evaporator; thus, the liquid pressure in the condenser is higher than in the evaporator.

vapor flow. A capillary pressure jump between vapor and liquid can also occur in the condenser section if the pores in the wick are not completely filled. The liquid returns to the evaporator from the condenser by a pressure gradient-induced return flow in the porous wick. For the heat pipe to work and the fluid to be pumped naturally, the capillary pressure jump in the evaporation section must be larger than that in the condenser section, so the condenser liquid pressure is greater than that at the evaporator. If the capillary pressure jump in the evaporator is unable to sustain the pressure differences necessary for the forward vapor flow and the liquid return flow, the heat load cannot be sustained. The evaporation section will become dry and the operation of the heat pipe will cease. This operation limit is termed the capillary limit of the heat pipe. Other operation limits also exist, viz., viscous limit, sonic limit, entrainment limit and boiling limit (see for example Reay et al., [82]).

Looped heat pipes and capillary pumped loops also work on the same principle as described above. Fig. 16 shows a schematic of a capillary pumped loop. In a traditional heat pipe the vapor and liquid flow over each other in opposite directions. In looped devices, the vapor flow from the evaporator to the condenser, and the return flow of the liquid occur in separate paths in smooth pipes that form a closed circuit. A porous wick structure in the evaporator still provides the capillary pressure jump necessary to pump the fluid in the loop. The relatively high pressure drop of the liquid return flow in the wick in the traditional heat pipe is avoided in the looped devices. While the entrainment limit is absent as the vapor and liquid flow paths are distinct, other operation limits (capillary, sonic, etc) apply to looped heat pipes as well. The looped devices also contain a liquid reservoir or a compensation chamber.
For traditional heat pipes the static Bond number (Eq 5), based on the wick pore size, is likely to be small in normal gravity. Hence the meniscus shape in the pores in normal and reduced gravity is unlikely to be significantly different. Gravity or a lack of it, however, can affect the pressure variation within the heat pipe, which must be considered in determining its operation. In the case of looped heat pipes, the two-phase flow regime in the condenser will be gravity dependent, and the pressure drop and heat transfer coefficients will likely be different for operation in normal and reduced gravity. The behavior of an idealized glass capillary pumped loop in low gravity was investigated by Hallinan and Allen [83] aboard the Space Shuttle Columbia in 1997. An unexpected failure mode was observed, wherein liquid collected and blocked the vapor return line, leading to dry-out of the evaporator. Analysis showed that liquid collection and blockage was due to instabilities of the liquid film that form due to condensation on the walls of the vapor return line. A wickless constrained vapor bubble heat pipe experiment using pentane was successfully performed by Plawsky and coworkers [84] on the International Space Station, showing significant differences in the heat pipe operation in microgravity compared to Earth’s gravity. Specifically, the low gravity operation is affected favorably by increased liquid capillary flow, and the heat pipe operates at higher pressure and condenser temperature than on Earth, for the same heat load. The authors report that the interfacial heat transfer coefficient was an order of magnitude higher in low gravity due to the increased liquid flow rate.

Figure 16: Schematic of a capillary pumped loop.
Heat pipes have been designed and tested for a number of space applications. Shukla [85] and Swanson [86] provide a useful overview and historical perspective of many of the applications in space missions. Swanson mentions that the first operational capillary pumped loop was used aboard NASA's TERRA Spacecraft, launched in 1999. It has three scientific instruments that used capillary pumped loops, using ammonia, for tight temperature control with instrument heat loads in the range 25 to 264 W. Further details of the TERRA capillary pumped loops are available in Ku et al. [87].
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