Jet Noise Prediction using Hybrid RANS/LES with Structured Overset Grids
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Hybrid RANS/LES simulations using the structured overset grid approach and a low-dissipation finite-difference method within the Launch Ascent and Vehicle Aerodynamics (LAVA) solver framework are presented for jet noise prediction. The simulations are part of a validation effort to demonstrate jet noise prediction capability, to assess noise characteristics of next generation quiet supersonic commercial jets. Results are compared with experimental data acquired in the Small Hot Jet Acoustic Rig in the Aeroacoustic Propulsion Laboratory at NASA Glenn Research Center. Details of the structured overset grids, numerical discretization, and turbulence model are provided. Near-field comparisons to PIV data and far-field comparisons to microphone data are discussed. Excellent agreement of time-averaged mean quantities along the jet center-line and lip-line are obtained. Good agreement with root-mean-squared (RMS) quantities along the jet center-line are also obtained. An over prediction of lip-line RMS at the nozzle exit is observed leading to a small over-prediction of side-line far-field noise (less than 2 dB). Good agreement with far-field noise in the Mach wave radiation directions is achieved.

I. Introduction

An effort to develop a quiet supersonic business jet has been initiated at the National Aeronautics and Space Administration (NASA). The return of commercial supersonic flight will allow passengers to travel over the continental U.S. within a few hours, and an international business trip could be completed in a single day. Recently, NASA awarded a contract for the preliminary design of a “low boom” flight demonstrator aircraft for the Quiet Supersonic Technology (QueSST) project. In order to reduce or eliminate the sonic boom ground signature, several modifications to the airframe are necessary. These include increased sweep of the wing, a much longer and slender fuselage, as well as several modifications to both the design and placement of the engines. Although the focus of the design is currently being placed on reducing the ground signature at supersonic cruise, in order for the airplane to be certified (assuming the FAA eventually allows over-land supersonic flight), it must also satisfy noise constraints during takeoff and landing when the aircraft is traveling at subsonic speeds. Computational aeroacoustic simulation tools can be used to assess the new designs at these lower speeds. This work represents the first part of a systematic validation effort to demonstrate the jet noise prediction capabilities of the Launch Ascent and Vehicle Aerodynamics (LAVA) solver framework.

Jet noise predictions using CFD have been reported for more than four decades. A review of the methods and accuracy of the simulations prior to 2008 is described in Bodony and Lele. Much has improved over the last decade including high-fidelity simulations approaching flight Reynolds numbers, as well as inclusion of important geometric features such as the wing and nacelle, jet-ground impingement noise, and preliminary models including fan and guide vane effects. Many of the simulations reported in the literature rely on wall-modeled Large Eddy Simulation (LES) and are still limited to simple geometries, and Reynolds
numbers that are a factor of two to ten smaller than realistic Reynolds numbers. The emphasis of this work is on demonstrating jet noise prediction capability within the LAVA framework, which can already handle complex geometry, flight Mach and Reynolds numbers, and has been used for several airframe aeroacoustic problems. Previous jet noise prediction results using the LAVA framework focused on supersonic jets and included jet-ground and jet-jet impingement noise. This work focuses on free-jet noise which can be more subtle than impingement related noise.

Hybrid RANS/LES simulations using the structured overset grid approach and a low dissipation finite-difference method in LAVA are presented for jet noise prediction. In Section II, the jet noise experiments performed in the Small Hot Jet Acoustic Rig in the Aeroacoustic Propulsion Laboratory at NASA Glenn Research Center, and the data from the experiments which are used in the validation comparisons are briefly described. The computational methodology is explained in Section III, including the low dissipation finite-difference method, the hybrid RANS/LES turbulence models, and the synthetic eddy method used in this analysis. The computed results are presented in Section IV including the overset grid system, flow-field visualizations, near-field comparisons to PIV data, far-field comparisons to microphone data, and a posteriori error analysis of the mesh. Section V summarizes the work.

II. Problem Description

The Small Hot Jet Acoustic Rig (SHJAR), which is located in the Aeroacoustic Propulsion Laboratory (AAPL) at NASA Glenn Research Center, was commissioned in 2001 to test jet noise reduction concepts and develop advanced measurement techniques. Details of the SHJAR, the measurement techniques used to acquire the near-field and far-field data, and validation of the experimental results are presented in Refs. 13, 14. Figure 1 shows a perspective diagram of the SHJAR including the test nozzle and microphone layout on the left side of the image. Note that the nozzle axis in the downstream flow direction is marked as 180 degrees in the experimental coordinate system. The baseline axisymmetric convergent Small Metal Chevron (SMC000) nozzle, shown in Figure 2a, is the geometry used for the current test case. While Figure 2b shows the orientation of the PIV planes. The test conditions used for this study are referred to as Set Point 7 with an acoustic Mach number of $U_{jet}/c_\infty = 0.9$, a jet temperature ratio of $T_{jet}/T_\infty = 0.835$, nozzle pressure ratio of $P/P_\infty = 1.861$, a jet Mach number of $U_{jet}/c_{jet} = 0.985$, and Reynolds number of 1 million based on the nozzle diameter $D = 0.0508$ meter (2 inch). These conditions are similar to those reported in Ref. 7, in which experiments where performed at the "Bruit et Vent" jet-noise facility of the PPRIME Institute at the Centre d’Etudes Aerodynamiques et Thermiques (CEAT). The full geometry of the nozzle (interior and exterior), including a large converging section not shown in Figure 2a, was used for the simulations. Near-field PIV data and far-field microphone data acquired in the SHJAR for Set Point 7 using the SMC000 nozzle were provided by NASA Glenn Research Center for validation.

III. Computational Methodology

The LAVA solver framework is utilized for the computational study. LAVA offers flexible meshing options and was developed with the intent of modeling highly complex geometry and flow-fields. The framework supports Cartesian and curvilinear structured grids as well as unstructured arbitrary polyhedral meshes. Overset grid technology is used to couple the solutions across different overlapping meshes. In this study, the structured curvilinear overlapping grid methodology is applied. Best practices on mesh generation for jet noise prediction using structured multi-block grids and unstructured grids are expanded to structured overlapping grids in this work. The Chimera Grid Tools (CGT) software package is used to generate the grids, while the hole cutting and connectivity for the overset grid system is performed within the LAVA framework.

The compressible hybrid Reynolds Averaged Navier-Stokes/Large Eddy Simulation (RANS/LES) equations are solved using a finite-difference formulation applied to the curvilinear transformed system of equations in strong conservation law form. The Spalart-Allmaras (SA) turbulence model is used as the base RANS closure model. Two hybrid RANS/LES modeling approaches are assessed for the jet noise simulations, including a zonal and a non-zonal formulation. Implicit second-order backward differencing is used for time integration and the discretized equations are marched in pseudo-time until a sufficient reduction in the residual has been achieved for each physical time-step (approximately 3 to 4 orders of residual reduction is achieved in the present computations). The nonlinear system of equations are linearized at each pseudo
time-step and an alternating line-Jacobi relaxation procedure is applied. Local pseudo time-stepping is used to accelerate convergence. Domain decomposition and the Message Passing Interface (MPI) are used to enable a scalable parallel algorithm.

III.A. Low Dissipation Finite-Difference Method

High-order accurate finite-difference schemes have been shown to be an effective strategy for accurately and efficiently capturing noise generation phenomenon using LAVA.\textsuperscript{9–12} A thorough study comparing several high-order finite-difference methods on Cartesian grids within the LAVA framework was reported previously.\textsuperscript{21} Results from this study indicated that high-order Weighted Essentially Non-Oscillatory (WENO) schemes\textsuperscript{22} performed well in both resolution (Points-Per-Wavelength PPW), shock capturing, and robustness under harsh flow conditions. A natural extension of finite-difference WENO schemes to curvilinear grids are the high-order Weighted Compact Nonlinear Schemes (WCNS).\textsuperscript{23} The WCNS method, applied to the convective fluxes, consists of WENO interpolation (as opposed to reconstruction) of the left and right states to the half grid points, followed by evaluation of the numerical flux at the half points by an approximate (or exact) Riemann solver or flux vector splitting scheme, and concluding with a high-order central finite-difference operator at the grid points which depends on the numerical fluxes at the half points in either an implicit (i.e. compact) or explicit form. When applying finite-difference methods to the curvilinear equations in strong conservation law form, standard WENO finite-difference methods will not satisfy the Geometric Conservation Law (GCL) making it necessary to combine the WENO interpolation with high-order central-difference operators. It has been shown that free-stream preservation (i.e. the GCL condition) is satisfied up to machine precision provided that identical central difference operators are used for discretizing the metric terms as well as the fluxes.\textsuperscript{24,25} An additional advantage of WCNS over WENO is the ability to use approximate Riemann solvers. Standard finite-difference WENO methods require the use of flux vector splitting methods for numerical flux evaluation. In this work, a modified version of the Roe numerical flux is used.\textsuperscript{26–28}

A consequence of using high-order central difference operators applied to numerical fluxes at the half grid points, which depend on high-order WENO interpolation, is the much wider stencil required for the same order of accuracy compared to the standard finite-difference WENO method. To reduce this pathology, high-order central difference operators using a combination of the numerical fluxes at the half grid points and the physical fluxes at the grid points have been developed.\textsuperscript{29,30} This approach, denoted Hybrid Weighted Compact Nonlinear Scheme (HWCNS), allows for up to fifth-order accuracy using a seven-point stencil by combining fifth-order WENO interpolation with a sixth-order hybrid central difference operator. In the current approach, the convective fluxes (and the metric-terms used within) are discretized with the high-order HWCNS, while the viscous fluxes (and there metric terms) are discretized with standard second-order accurate central differencing. A more detailed description is included in Housman \textit{et. al.}\textsuperscript{10} In addition to the upwind biased WENO interpolation used in the HWCNS, a blending of a sixth-order centered interpolation operator is used to increase the maximum spectral resolution of the scheme. The blending factor between central and upwind biased interpolation can be based on the local Mach number at the half grid point\textsuperscript{31} or set to a constant value (0.3 or 30 percent upwind and 70 percent central was used in the present results). The blending is only applied to the interior nozzle zones near the exit and the shear layer/jet core grids, while the upwind interpolation (which is more dissipative) is used on the highly stretched far-field grids to prevent aliasing errors and reflections.

III.B. Non-Zonal Hybrid RANS/LES model

The Detached Eddy Simulation\textsuperscript{32,33} (DES) and Delayed Detached Eddy Simulation\textsuperscript{34–36} (DDES) turbulence model closures are well-tested hybrid RANS/LES models for highly separated flows. In the original DES model, the transition between RANS and LES models was based strictly on local mesh size relative to the wall-distance. For geometries with a wide range of geometric length scales, such as a high-lift device with finite-thickness leading and trailing edges or nozzles with finite thickness exits, the local mesh spacing may become small enough to force transition from the RANS model to the LES model, but the mesh is typically not small enough to resolve the unsteady fluctuations causing the well-known model stress depletion.\textsuperscript{37} This brought about the modification of the model denoted DDES which attempts to maintain RANS mode in the attached boundary layer.\textsuperscript{34} Inspection of the shielding function often shows a strange behavior of going
from RANS near the wall, to LES, back to RANS just past the edge of the boundary layer, and subsequently back to LES.\textsuperscript{38}

One critique of hybrid RANS/LES models is the slow development of three-dimensional turbulent structures even when the spatial and temporal resolution are more than enough to capture them. This is often caused by the definition of the local length scale in the model, which for the DDES model is the largest edge length associated with the cell (or dual cell) of a grid point. An alternative length scale definition developed using the Zonal Detached Eddy Simulation (ZDES) approach\textsuperscript{39, 40} utilizes a normalized vorticity vector together with combinations of two-dimensional length scale estimates. The normalized vorticity vector allows the span-wise or azimuthal direction to be identified in the initial onset of two-dimensional instabilities, and removes the grid length spacing in that direction (which may be large compared to the streamwise and shear directions) from the local length scale estimate. This reduction is effectively ignored once three-dimensional turbulent structures are formed. At this point the normalized vorticity vector will not be aligned with any particular mesh direction and the standard length scale is recovered. Utilization of the normalized vorticity vector along with a more conservative estimate of the mesh spacing has been developed\textsuperscript{41} and is used in the present work. A detailed description of the length scale definition is included in Housman et. al.\textsuperscript{10}

III.C. Zonal Hybrid RANS/LES model

An alternative strategy appropriate for structured multi-block and overset grids is the Zonal DES (ZDES) approach\textsuperscript{40} in which specific zones are designated to use the RANS, DDES, or LES models explicitly. This idea of zonal specification has been further generalized to include wall distance and $y^+$ based transition between RANS and LES (or numerical LES).\textsuperscript{4, 42} This allows the user to choose, based on a strong understanding of the physics of the problem, which regions should be solved in pure RANS and hybrid RANS/LES mode. When in hybrid RANS/LES mode it also gives the additional freedom for the user to prescribe the transition based on wall $y^+$ to explicitly guarantee that the attached boundary layer remains in RANS mode. This is very important since shielding functions, such as those used in the DDES model, can still fail when the mesh is fine enough to capture some three-dimensional fluctuations, but not fine enough to resolve the largest scales in the boundary layer to predict an accurate skin friction.

In the current approach, denoted RANS-NLES (numerical LES),\textsuperscript{4, 43} the user selects which zones to solve in pure RANS mode and which zones to apply the RANS-NLES model. In the RANS-NLES zones, the user also prescribes a wall distance at which to transition from the RANS turbulent eddy viscosity to a numerical (or implicit) LES model, i.e. $\mu_T = 0$. Accuracy of the HWCNS used for numerical LES has previously been established.\textsuperscript{44} In order to ensure that a proper turbulent eddy viscosity is used in the RANS boundary layers, the standard Spalart-Allmaras turbulence model is solved in the entire domain using running time-average of the velocity and material properties (density and viscosity) instead of the instantaneous values. Since the unsteady hybrid RANS/LES simulations are typically started from a steady or unsteady RANS solution, the turbulent eddy viscosity is already well-established and the attached boundary layers remain relatively unchanged. A simple hyperbolic tangent function is used to modify the turbulent eddy viscosity before it is used in the viscous flux discretization,

$$\mu_T^{mod} = \left[ \frac{1}{2} - \frac{1}{2} \tanh \left( \epsilon_d \left( d_{wall} - d_0 \right) \right) \right] \mu_T, \quad (1)$$

where $d_{wall}$ is the wall distance, $d_0$ is the user-specified transition distance location, and $\epsilon_d$ is a user-specified blending which controls how sharp the transition is between the RANS and LES models. Typically $d_0$ is chosen based on a $y^+$ criteria at a critical location in the flow with values between 50 $\leq y^+ \leq 250$, and the blending parameter is chosen such that the interface is spread over 5 – 20 grid points in the wall-normal direction. Note that the turbulent eddy viscosity used within the Spalart-Allmaras turbulence model is not overwritten by the modified version. This implies that if the time-averaged solution is identical to the steady RANS solution used to initialize the problem, then the turbulent eddy viscosity generated by the RANS turbulence model remains unchanged. This procedure is not limited to the Spalart-Allmaras model and can easily be adapted to any of the standard RANS turbulence models available in the literature. In order to assess which model is being used spatially, an indicator function, denoted $f_d$ to be consistent with the DDES model, is defined by

$$f_d = 1 - \left[ \frac{1}{2} - \frac{1}{2} \tanh \left( \epsilon_d \left( d_{wall} - d_0 \right) \right) \right], \quad (2)$$

when in hybrid mode and $f_d = 0$ when in RANS mode.
III.D. Synthetic Eddy Method

The noise produced by attached boundary layers, such as the boundary layer near a nozzle exit, are highly dependent on the three-dimensional turbulent structures near the wall. These turbulent structures also significantly influence the development of the turbulent jet shear layers emanating from the nozzle exit which dictate the accuracy of the far-field acoustic prediction.\textsuperscript{7} Non-zonal methods, such as DDES, are known to be less accurate for these types of flows, and only Direct Numerical Simulation (DNS) and wall-resolved LES are truly capable of modeling these turbulent structures deep in the boundary layer.\textsuperscript{45} Since wall-resolved LES of even small portions of the nozzle interior, near the nozzle exit, are still not affordable for realistic Reynolds numbers, an alternative strategy must be developed. One approach is to utilize wall-modeled LES\textsuperscript{7,46,47} which substantially reduces the meshing requirements compared to wall-resolved LES. In the current approach, the RANS-NLES model described above is used in the nozzle interior, just upstream of the nozzle exit which transitions to NLES for the jet. The $d_0$ parameter is chosen such that the model transitions from RANS to NLES at approximately $y^+ = 100$ based on the nozzle exit boundary layer predicted using a preliminary RANS analysis. Since no turbulent fluctuations are resolved in the pure RANS zones in upstream nozzle interior, artificial turbulent fluctuations (LES inflow) must be added at the interface between the RANS and hybrid RANS-NLES zones to facilitate the development of resolved turbulent structures in the outer-region of the boundary layer where the NLES model is activated. The Synthetic Eddy Method (SEM)\textsuperscript{48,49} which introduces synthetic eddies at the interface, such that first and second order turbulent statistics are matched with the upstream RANS solution, is used. The eddies are convected at a characteristic velocity in order to mimic the temporal and spatial correlations of actual three-dimensional turbulence. Specification of the eddies and their downstream evolution are illustrated for a turbulent channel flow in Figure 3a. Once the governing equations are integrated forward in time for a sufficiently long duration, the turbulent statistics can be assessed. Figure 3b-d show the time-averaged stream-wise velocity, the RMS stream-wise velocity, and the resolved turbulent kinetic energy. Although the interface will converge to the correct first and second order statistics, there is a delay before physical three-dimensional turbulence is recovered. This can be observed in the RMS of the stream-wise velocity. Some modifications of the formulation have been made regarding the size of the eddies.\textsuperscript{50} For the jet-noise simulations the SEM interface is placed approximately 53 nozzle exit boundary layer thicknesses upstream of the nozzle exit.

IV. Computational Results

High-fidelity time-accurate jet noise simulations were performed to assess the capabilities of the LAVA hybrid RANS/LES models with the low dissipation finite-difference method. Two different approaches to hybrid RANS/LES modeling were included in the analysis and the SEM method is additionally applied to one of the hybrid models. Three different overlapping grids were generated and will be described in detail below. A time-step of one microsecond is used for all of the simulations along with 5 sub-iterations which equated to $3 - 4$ orders of magnitude residual reduction at each physical time-step of the dual-time stepping algorithm. This time-step is equivalent to a $\Delta t^+ = 1.1$ based on the nozzle exit diameter, exit viscosity, and $u_*$ at the exit computed from the RANS analysis. If an explicit time-marching scheme is used with the current mesh and a CFL restriction of unity is enforced, then the time-step would need to be reduced three orders of magnitude compared to the current simulation because of the viscous wall spacing. To begin the simulations, unsteady RANS is performed at a larger time-step of 100 microseconds for a sufficiently long duration until a nearly steady-state solution is obtained. Next, the hybrid RANS/LES models were activated and 20,000 time-steps were performed to flush-out the transients created by activating the hybrid models (this includes activation of the SEM). Finally an additional 30,000 time-steps were performed and turbulent statistics for near-field comparisons were taken over the final 20,000 time-steps. This is equivalent to a simulation of 342 convective time units ($D_{exit}/c_\infty$) with statistics taken over 205 convective time units. The computer resources utilized for the different grids were 260 (Ivy Bridge) cores for 28 million grid points, 960 (Ivy Bridge) cores for 106 million grid points, and 1392 (Haswell) cores for 256 million grid points. This is equivalent to approximately 110,000 – 185,000 points per core. The initial unsteady RANS simulations are run for 24 hours, then the remaining hybrid RANS/LES simulations required 7 – 15 days for the 30,000 – 50,000 time-steps depending on the number of points per core and the number of time-steps. Note the time over which the turbulent statistics is performed is rather small, at 0.03 seconds but consistent with others reported in the literature.\textsuperscript{3,7}
IV.A. Structured Overset Grid System

The advantage of structured overset grids for aeroacoustic analysis of jet noise includes the ability to generate highly anisotropic grids to capture the nozzle boundary layers and shear layers and to locally refine the meshes in the azimuthal direction at different streamwise and radial locations along the jet axis. Structured grid flow solvers are also highly efficient, have a low memory footprint, and offer a straightforward and inexpensive extension to high-order low dissipation finite-difference discretizations. Allowing the structured grids to overlap each other not only simplifies the process of generating the grids (in comparison to structured multi-block abutting grids), it also allows for high quality (less-skewed) meshes. The baseline structured overlapping grid system is generated for the SMC000 nozzle following the specifications detailed in Bogey et al.\textsuperscript{17} which used structured multi-block grids. Tight-clustering is used near the viscous walls to guarantee a $y^+ \approx 1$ throughout the nozzle interior, while 51 points were used along the nozzle lip which has a thickness of 0.027 m. The fine spacing used at the nozzle lip is extended along the downstream jet axis to provide significant resolution across the shear layer of the jet in the radial direction. Square cells are used in the radial and axial directions from the nozzle exit to one nozzle radius downstream, then the axial spacing is stretched at maximum stretching ratio of 1.014 in the jet direction out to 30 D (where D is the nozzle diameter) where the aspect ratio of the radial spacing to the axial spacing is approximately 8 in the shear layer portion of the mesh. After 30 D, the mesh is stretched at a 1.2 stretching ratio to a far-field distance of 280 nozzle diameters. The three-dimensional grid is generated by rotating the two-dimensional slice 360 degrees using 361 uniformly distributed points, resulting in approximately 256 million grid points which is similar to the coarse grid generated in Bogey et al.\textsuperscript{17}

Some important benefits of varying the circumferential spacing at different axial and radial locations were reported in Ref. 7, and a coarser mesh was constructed targeting the same accuracy as the existing 256 million grid point mesh. First, a 28 million grid point structured overlapping grid was generated by relaxing the relatively fine axial grid spacing to just 25 D before stretching to a far-field distance of 60 D and by using adjustable circumferential spacing at different locations along the jet. Next, a refined mesh was generated from the coarse mesh by reducing the grid spacings throughout the mesh resulting in 106 million grid points, and used 721 points in the circumferential direction at the nozzle exit. Figure 4 plots a cutting plane through the jet centerline along with nozzle surfaces of the structured overlapping grid systems for the baseline, coarse, and refined grids. The tight clustering in the nozzle shear layers and the mild stretching in the axial spacing along the jet is observed in all three grid systems. The axial variation in circumferential spacing is illustrated on the surface mesh (shown in green) of the coarse and refined grids where finer circumferential spacing is used as the nozzle exit is approached. Figure 5 plots a streamwise cutting plane of the refined grid which shows the radial variation of the circumferential spacing. In this work, only factors of two increase/decrease are used in the circumferential spacing between grid zones which communicated overset information between each other. It should be recognized that although these grids are relatively large compared to some previous studies\textsuperscript{51,\text{\textsuperscript{52}}} they are significantly coarser than the suggested spacings for wall-resolved or wall-modeled LES.\textsuperscript{53,54} For example, the number of azimuthal grid points suggested in Ref. 54 for wall-modeled LES based on $\Delta s^+_{azimuth} = 0.056\delta_{BL}^{exit}$ is 4911 points, where $\delta_{BL}^{exit}$ is the boundary layer height at the nozzle exit computed from the RANS calculation. While the number of azimuthal grid points suggested for wall-resolved LES based on $\Delta s^+_{azimuth} = 10$ is 25,852 points. Note these estimates may be excessive and high quality results may be achievable using LES with much coarser spacings.\textsuperscript{3,7}

IV.B. Flow Field Visualizations

Simulating aeroacoustic phenomena requires high-resolution turbulence resolving schemes and accurate turbulence models to provide dissipation for the unresolved scales. Figures 6 (a) and (b) show instantaneous plots of the Q-criteria colored by normalized axial velocity and the magnitude of the density gradient on a cutting plane through the jet using the DDES model on the baseline grid. The merging of the three-dimensional turbulent structures in the jet shear layer at the end of the potential core and the acoustic waves generated by these shear layers interacting with the ambient free-stream are clearly illustrated. The iso-contour of Q-criteria also shows some strong two-dimensional structures near the nozzle lip. These structures are not physical and trigger large acoustic waves which travel to the far-field. This is caused by the DDES models delay in generating three-dimensional turbulent structures, even though it appears to transition to LES mode almost immediately after the nozzle exit. Figure 7 plots a comparison of the shielding function, $f_d$, and the turbulent eddy viscosity ratio, $\mu_T/\mu_\infty$, between the DDES model and the RANS-NLES.
model with the SEM activated. The shielding function for the DDES simulation appears to stay in RANS mode along the nozzle interior, and then quickly transitions to LES mode just downstream of the nozzle lip. The manually specified shielding function in the RANS-NLES-SEM model also remains in RANS mode in the nozzle interior, but only up to \( y^+ \approx 100 \), then quickly transitions to LES mode. Comparing the turbulent eddy viscosity ratio, the DDES model retains large eddy viscosity throughout the boundary layer to just past the nozzle exit, while the RANS-NLES-SEM model quickly decays the eddy viscosity after \( y^+ = 100 \) and only maintains an eddy viscosity ratio of 2 to 4 in the inner portion of the boundary layer.

Figure 8 illustrates the effect of the different turbulence model options and mesh resolution effects. In each of the sub-figures (a) - (d), an iso-contour of the Q-criteria is plotted and colored by stream-wise velocity. Examining the left side of the figure, (a) and (c), a reduction in the delay of generating three-dimensional turbulent structures is observed going from the DDES model to the RANS-NLES model. This is because of the reduced turbulent eddy viscosity in the boundary layer for \( y^+ > 100 \) using the RANS-NLES model as shown in Figure 7. Once the SEM is activated, this delay is nearly eliminated completely, and all that remains is a quasi-2D waffle cone structure observed at the nozzle exit. Increasing the mesh resolution allows smaller eddies to be resolved inside the nozzle interior which further reduces any two-dimensional or waffle cone like structures at the exit. Figure 9 (a) blanks out the exterior iso-contours of Q allowing the internal jet structure of the RANS-NLES-SEM simulation on the refined grid to be examined. The size of the structures appear too large inside the nozzle, and the structures deep in the boundary layer appear quasi-2D with very little azimuthal variation. This is expected with the relatively coarse circumferential spacing and the use of RANS in the boundary layer. Figure 9 (b) plots the contour of normalized axial velocity at \( y^+ \approx 27 \) where the RANS model is still activated. The flow appears to be in the early stages of generating resolved three-dimensional structures, but the features are elongated and too highly correlated in both the streamwise and azimuthal directions.

IV.C. Comparison to Experimental Data: Near-Field

Near-field turbulent statistics were computed for the DDES, RANS-NLES, and RANS-NLES-SEM models for comparison with PIV data from the SHJAR.\(^{14}\) Figure 10 plots the (a) time-average centerline axial velocity, (b) time-averaged lip-line axial velocity, (c) RMS centerline axial velocity, and (d) RMS lip-line axial velocity for each of the simulations and the experimental data. The time-average of the centerline and lip-line velocities agree well with the experiment and little variation is observed between the different hybrid RANS/LES models. Each model appears to capture the length of the potential core and the decay rate of the axial velocity. Examining the RMS of the centerline axial velocity, the comparison to the experiment for the different models remains good. In this case, it appears the RANS-NLES and RANS-NLES-SEM simulations capture the increase in RMS along the centerline up to the length of the potential core slightly better than the DDES model, and the RANS-NLES-NLES-SEM performs slightly better than DDES and the RANS-NLES model for the streamwise locations \( 13 < x/D < 17 \). Much larger differences between the models are observed in the RMS along the lip-line near the nozzle exit. The DDES model grossly over-predicts the axial velocity fluctuations until \( x/D \approx 3.5 \) which is caused by the large non-physical two-dimensional structures near the nozzle lip. These structures do not appear to be caused by a delay in the shielding function, but from the lack of any resolved turbulent stresses within the nozzle boundary layer. Switching to the RANS-NLES model greatly improves the accuracy of the RMS with a reduction in both the magnitude and extent of the over-prediction. Activating the SEM within the RANS-NLES model further improves the lip-line RMS prediction and a good match to experimental data is observed for \( x/D > 1.5 \).

There still remains an over-prediction in the lip-line RMS. In order to reduce this over-prediction, physical three-dimensional structures must be resolved in the nozzle boundary layer upstream of the exit. This can be accomplished through further improvements in the mesh, examining the sensitivity to the SEM interface location, and other modeling strategies such as wall-modeled LES in the nozzle interior near the nozzle exit. For example, Bres et. al. 7 showed that the lip-line RMS over-prediction at the nozzle exit can be completely removed by simply applying LES using a numerical scheme with almost no dissipation, an explicit sub-grid scale model, and a locally refined mesh in the boundary layer (but still very coarse compared to the suggested wall-resolved LES mesh resolution levels found in the literature). In their simulations, the flow naturally transitioned far upstream of the nozzle exit, and well-developed three-dimensional flow structures are observed within the nozzle. There nozzle geometry was very straight upstream of the exit which lead to a boundary layer \( \delta_90 \approx 0.07 \) D based on the experimental data, while the SMC000 geometry converges near the exit and the boundary is 5.5 times smaller than the boundary layer generated using the PPRIME
geometry (based on the RANS result). Inclusion of a wall-model and synthetic turbulence did not appear necessary in there case, the near-field and far-field predictions they reported were very accurate, without these additions. With the significantly smaller boundary layer thickness generated by the SMC000 geometry, a wall-model and synthetic turbulence may be necessary. Evidence of this can be inferred from the results of Ingraham and Bridges, whom used MILES but still observed an over-prediction of the lip-line RMS.

IV.D. Comparison to Experimental Data: Far-Field

Time-accurate volume data from the RANS-NLES-SEM simulation was interpolated onto an acoustic surface triangulation, and propagated to the far-field using the permeable surface Flowes Williams-Hawkings (FWH) method within LAVA. The particular formulation of the frequency-domain permeable surface FWH equations used in LAVA is similar to that presented in Lockhart, which was developed for airframe noise propagation. The formulation is equivalent to the one used by Bres et. al. The one exception is the substitution of the density perturbation with pressure perturbation, $\rho' := \rho_\infty + \rho'^2/c_\infty^2$, suggested by Spalart et. al. Construction of the FWH surface followed some of the best practices outlined in Bres et. al. and Mendez et. al. Instead of utilizing end-cap phase averaging to remove spurious contributions from the hydrodynamic fluctuations of the jet, the FWH surface was extended in both the upstream and downstream directions to cover the entire computational domain. It was shown in Ref. 3 that this has the same effect as end-cap averaging, since the coarse mesh and the upwind scheme used for the far-field grids dissipate any hydrodynamic fluctuations. It also greatly simplifies the surface integration process. Figures 11 (a) and (b) plot the permeable FWH surface overlaying a cutting plane of the structured overset grid. The surface contains 312,480 triangles and the solution is interpolated to the triangle centers using the same tri-linear interpolation routines used for the fringe points in the overset solution algorithm. The far-field propagation utilizes the last 24,000 time-steps (24,000$\Delta t_{jet}/D = 148$ convective time-units) of the RANS-NLES-SEM simulation with a sampling rate of every 10 time-steps. This is equivalent to a frequency resolution of $\Delta F = 42$ Hz with a maximum frequency of $F_{\text{max}} = 50,000$ Hz. This corresponds to a Strouhal range of $St_{\text{exp}} = 0.007$ to $St_{\text{max}} \approx 8$. Following the procedure outlined in Refs. 3 and 7, the total time sample is sub-divided into 5 windows (or segments) with 50 percent overlap, each window has a Strouhal resolution of $\Delta St_{\text{window}} = 0.02$. For each time-window a Hanning window (filter) is applied to the time-domain FWH integrands after the mean has been subtracted, then the Fast Fourier Transform (FFT) is applied to transform the integrands into the frequency domain. Windowing (filtering) has the effect of reducing spurious noise at the low frequencies caused by spectral leakage. This is very important for the quieter sideline angles $\phi < 120^\circ$. Once the FFT is complete, the FWH surface integrals are evaluated, in the frequency domain, at each observer location to construct the acoustic pressure $p'$. In the present case of a round jet, 360 observers are azimuthally distributed 100 nozzle diameters from the exit at each of the jet angles $\phi = 60^\circ, 90^\circ, 120^\circ,$ and $150^\circ$. During calculation of the PSD, a factor of $\sqrt{8}/3$ is applied to correct for the energy lost from the Hanning window. The PSD is then averaged over the 360 observers for each jet angle, independently for each of the 5 windows. Finally, the 5 windows are averaged and the resulting spectrum is compared to the smooth spectrum of the experimental results (computed over a much larger time-window, i.e. $\Delta St_{\text{exp}} = 0.002$) in Figure 12 (a)-(d).

Generally a good agreement is observed in the narrow-band spectrum for each of the directions. The qualitative finding of larger noise generated in the downstream angles and the peak Strouhal frequency is well-captured. An over-prediction in the PSD levels is found for $St > 3.5$. The cause of this is unknown, but may be caused by insufficient dissipation of the NLES model at the higher wave numbers (i.e. spectral build-up), mesh stretching/aspect ratio effects, or spurious noise from the SEM. Further investigation is necessary to determine the cause. An under-prediction of the low-frequency levels at $\phi = 150^\circ$ is also observed. The band-limited overall sound pressure level (OASPL) is plotted in Figure 13, where only frequencies associated with $0.08 \leq St \leq 8.0$ are considered. Good agreement is achieved at 120 and 150 degrees where Mach wave radiation is the dominant noise generation mechanism. At the sideline angles of 60 and 90 degrees, where the turbulence in the jet shear layers generates most of the noise, an over-prediction of about 1.8 dB and 1 dB is observed. These are likely caused by the persistence of the quasi-2D waffle cone structures and the associated over-prediction of lip-line RMS near the nozzle exit, as outlined in Ikeda et. al. In order to improve these predictions, three-dimensional turbulent structures must be resolved in the boundary layer, upstream of the nozzle exit.
IV.E. *a Posteriori* Error Analysis

In Toosi and Larsson,\(^60\) an *a posteriori* error estimate procedure for anisotropic grid-adaptation of LES was developed. They showed successful application of the approach to wall-resolved LES of fully developed channel flow as well as flow over a backward facing step. The basis of the procedure is to analyze the difference in turbulent kinetic energy using the resolved velocity field with a filtered version of the resolved velocity field. Since the filtering can be performed in each coordinate direction independently, an anisotropic measure of where the mesh should be refined can be estimated. In this work, we follow the approach in Ref. 60 and apply a simple Laplacian filter in each computational coordinate direction to the RANS-NLES-SEM simulation results to construct the filtered velocity field. Time-averaged contours of the estimated unresolved turbulent kinetic energy in each coordinate direction are shown in Figure 14. It is observed that the refined mesh requires further reduction in the axial spacing along the shear layers of the jet from the nozzle exit past the potential core, while the radial spacing appears adequate. The circumferential direction requires the largest resolution increase based on the magnitude of the error estimate, but the region is confined to the shear layer from the nozzle exit to approximately 1.5 D downstream. Examining a close-up view of the circumferential error estimate in Figures 15 (a) and (b), this region is very narrow and starts slightly downstream of the nozzle exit. It is likely that the nozzle exit itself also needs finer azimuthal spacing, but the estimate does not appear to indicate this. With the current overset grid approach, it would be easy to refine the axial spacing and add an additional level of circumferential resolution confined to the local area where the error estimate indicates. An automated procedure for doing this is currently being explored.

V. Summary

The hybrid RANS/LES approach, within the LAVA framework, using structured curvilinear overlapping grids has been applied to the prediction of jet noise and compared to existing near-field PIV and far-field microphone data. Demonstration of the improvements in lip-line RMS prediction with the RANS-NLES-SEM model when compared to the DDES model have been shown. Far-field acoustic predictions of the narrow band PSD compare well to experimental data in both shape and levels. The band limited OASPL in the Mach wave radiation direction also compares well with the data. A small over-prediction of sideline OASPL levels (less than 2 dB), attributed to the over-prediction of lip-line RMS has been observed. Qualitative evidence of this is shown in the quasi-2D waffle cone like structures in the iso-contour of Q-criteria at the nozzle exit. These structures represent a coherent sound source that is not observed in the experimental data, and is a numerical artifact of the simulation. To better capture the lip-line RMS and sideline PSD levels, improvements in the resolution of three dimensional turbulent structures inside the nozzle boundary layer are required. This can be achieved through increased mesh resolution in the axial and circumferential directions, as well as improvements in the modeling of the flow inside the nozzle. For example, the SEM interface can be moved upstream and the RANS-NLES interface can be moved closer to the wall so that the structures have more time develop and eddies closer to the wall can be resolved. Currently, a wall-modeled LES approach, applied locally near the nozzle exit, and utilization of an explicit sub-grid scale model instead of NLES is being explored.
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Figure 1. Perspective view of a schematic of the Small Hot Jet Acoustic Rig (SHJAR) located in the Aeroacoustic Propulsion Laboratory (AAPL) at the NASA Glenn Research Center.

Figure 2. (a) Drawing of the baseline axisymmetric convergent Small Metal Chevron (SMC000) nozzle. (b) Drawing of the PIV measurement device illustrating the PIV planes (shown in green) and their orientation to the nozzle.
Figure 3. (a) Isometric view of the instantaneous span-wise velocity illustrating the synthetic eddies inserted into the channel flow at the first plane, and their evolution downstream. (b) Time-averaged stream-wise velocity showing a small perturbation in the boundary layer where the synthetic eddies are inserted and the recovery of the boundary layer downstream. (c) RMS stream-wise velocity showing the development of the resolved turbulent content downstream of the SEM interface.
Figure 4. A cutting plane through the jet centerline along (shown in blue) with the upper half of the nozzle surfaces (shown in green) of the structured overlapping grid systems (a) baseline, (b) coarse, and (c) refined. Note the bottom half of the nozzle surface grids have been suppressed to allow the nozzle interior grid to be shown.
Figure 5. An streamwise cutting plane of the refined structured overlapping grid system illustrating the radial variation in circumferential spacing and the core grid generated to remove the axis singularity.

Figure 6. Instantaneous flow-field images of the (a) Q-criteria colored by normalized axial velocity and (b) magnitude of the density gradient showing the resolved three-dimensional turbulent structures and the acoustic waves propagating to the far-field using the DDES model on the baseline grid.
Figure 7. Comparison images of the two hybrid RANS/LES models used in the simulations; (left) DDES and (right) RANS-NLES-SEM; (a-b) showing the shielding function, $f_d$, and (c-d) the turbulent eddy viscosity ratio, $\mu_T/\mu_\infty$. 

(a) $f_d$ (DDES-256M) 
(b) $f_d$ (RANS-NLES-SEM-106M) 
(c) $f_d$ (DDES-256M) Close-up near exit 
(d) $f_d$ (RANS-NLES-SEM-106M) Close-up near exit 
(e) $\mu_T/\mu_\infty$ (DDES-256M) 
(f) $\mu_T/\mu_\infty$ (RANS-NLES-SEM-106M)
Figure 8. Comparison of iso-contour of Q-criteria colored by normalized axial velocity for (a) DDES on the baseline mesh, (b) RANS-NLES-SEM on the coarse mesh, (c) RANS-NLES on the refined mesh, and (d) RANS-NLES-SEM on the refined mesh. Quasi-2D waffle cone like structure is indicated by the rectangular box near the nozzle exit.

Figure 9. (a) Iso-contour of Q-criteria colored by normalized axial velocity using the RANS-NLES-SEM model on the refined mesh with the exterior iso-contour blanked out. (b) Normalized axial velocity contour on the nozzle interior at $y^+ \approx 27$. 
Figure 10. Comparison of turbulent axial velocity statistics between the two hybrid RANS/LES models and the experiment for the (a) time-averaged centerline, (b) time-averaged lip-line, (c) RMS centerline, and (d) RMS lip-line.

Figure 11. Permeable Ffowcs Williams-Hawkings (FWH) surface (translucent) overlaying a cutting plane of the structured overset grid.
Figure 12. Comparison between the experimental consensus and the FWH propagation of the RANS-NLES-SEM simulation for the far-field power spectral density (PSD) at 100 D and (a) $\phi = 60^\circ$, (b) $\phi = 90^\circ$, (c) $\phi = 120^\circ$, (d) $\phi = 150^\circ$.

Figure 13. Band limited ($0.08 < St < 0.8$) overall sound pressure levels at 50D from the nozzle exit, comparing the experiment and the FWH propagation of the RANS-NLES-SEM simulation.
Figure 14. Mesh colored by contour values of the \textit{a posteriori} error estimate of the unresolved turbulent kinetic energy in the (a) axial, (b) circumferential, and (c) radial directions.
Figure 15. Close-up views of the mesh colored by contours values of the \textit{a posterior} error estimate of the unresolved turbulent kinetic energy in the circumferential spacing on (a) a slice through the jet and (b) a streamwise cutting plane near the maximum.