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1 INTRODUCTION

1.1 Project Goals

For.the past two and a half years, we have performed a study
of the feasibility of the use of Charge Transfer Devices (CTDs) in
the classification of multi-spectral image data. This work consis-
ted of two primary sﬁhges: 1) An evaluation of particular'deviqes
to determine their suitability in a matrix multiplication sub-
system of a pattern classifier and 2) The design of a' prototype of
such a system if a suitable device was found. The work centered
around "analog-analog correlator' devices which consist of two
tapped delay lines, on chip multipliers, and a summed output; these

devices will be discussed in more detail in Section 2 of this report.

1.2 Summary of Results

In general, our results have been encouraging; one of the
tested devices showed performance characteristics which warranted
further development, the design of the system was accomplished, and .
construction was begun. Reference is made to two previous progress
reports dated December 20, 1977 and August 28, 1979. These papers
contain detailed reports on the results to the time of their issue,
and the material contained in them will only be summarized in this
report.

The previous reports indicated the following findings:




(1) The first device evaluated, the Reticon AAC-32

was found to be not suitable because of serious linearity problems.

(2) A second series of devices, the Reticon R5402/5403,
was testﬁg and was found to have acceptable accuracy and reason-
able linearity indicating a need to explore its use in a pattern
classifier. .

(3) An architectural design and part of the detailed
design for a multispectral classifier using the Reticon devices
and controlled by an LSI-1l microcomputer was completed.

(4) Software was developed to support communication
between the LSI-11 and a VAX medium scale computer, This software
allowed the reading qf LANDSA; tapes and the subsequent transfer
of the multispectral images to the LSI-1ll1 floppy disk for use by
the classifier,

(5) Software was also developed to support the display

of false colored images on a Chromatics graphics terminal.
Additional accomplishments since the August report are:

(1) The design for the classifier was completed.

(2) A printed circuit layout for the analog boards was
completed, and the boards were fabricated. The other boards will

be wire-wrapped.

(3) A test jig for the analog board was built and check-
out begun,

(4) System software development was begun.
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2 CTD THEORY

This section contains a brief overview of Charge Transfer
Device characteristics. For a detailed explanation of CTD
construction and operation see the 1977 report and its references,

A C;b is simply a monolithic integrated circuit which moves
packets of charge linearly in synchronism with a clock. Depending
upon the application, these charge packets may be used to repre-
sent either digital or analog information, CTDs have been,used for
a wide Yariety of purposes, particularly analog signal processing,
digital memories, and imagiﬁg arrays.

Two very common types of CTDs are the '"Bucket Brigade
Device" (BBD) and th% "ChargeJCoupled Device'" (CCD). The major
difference between these two devices 1s the manner in which the
charge packets are stored and transferred from cell to cell.

This difference results in slightly differing performance char-
acteristics between the two types.

A common use of CTDs is signal processing has been as simple
analog delay lines or shift registers. By modifying the clocking
electrodes complex functions of the input rather than simple
delays have been realized. These functions are of the form:

L aibi where the bis are samples of the input signal and the ays
are weighting coefficients. Such devices are known as 'fixed
tap weight devices' (from their filtering applications) because
the weights are determined at manufacture and cannot be changed
afterward. Fixed tap weight devices have been used to produce
a variety of functions such as matched fiitering, correlation,

or the magnitude of the discrete Fourier transform.




. The versatility of the CTD may be extended by using two
delay lines, adding analog multipliers at each point, and
providing a mechanism for summing the outputs of the multipliers.
Such a dﬁxice may be used to perform sum-of-product operations
in which both of thelaperands are arbitrary. Experimental samples
of these 'variable tap weight devices'" are now available, and

these devices are the subject of this study.




3 PATTERN CLASSIFICATION USING CTDS

A major bottleneck in pattern classification operations has
been the matrix multiplication required in the calculation of the

discrimiqfte function:

[ LR T

where X is the data éoint vector, u is the mean vector of %he ith
class, and Cy (also commonly signified by zi) is the covariance
matrix of the ith class,

Figure 3.1 illustrates a proposed layout of sum of product
CTDs (SOPs) which may be used”to calculate the discriminant
function. 1In this af%angement each of the first group of SOP
devices (Zi --Zm) perform one of the row-column multiplications
of the ilﬁi Tcil term of the discriminant function calculation.
The results from these oberations are then multiplexed into the
final SOP device along with the i?ii term producing the desired
final result. It is seen that this configuration requires at
least two CTD loading times to perform the calculation.

A reduction of the calculation time to one SOP device loading
time would be highly desirable. Figure 3.2 shows an arrangement

which accomplishes this reduction by eliminating the multiplexer

and the final CTD. The diagonal symmetry of the covariance matrix

allows this simplification because the matrix may be transformed

into upper triangular form. In this case the SOP devices perform

1

the C; §Lﬁi calculation as before. These results are then each

squared and the results summed to produce the answer.
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4 DEVICE EVALUATIONS

4.1 AAC-32

Oncé”the matrix multiplier configuration was derived an
evaluation of the available devices was needed. A detailed
account of the evaluation techniques and testing set-up ha;d-
ware is given in the 1977 report, .

The first devipe evaluated was the Reticon AAC-32, a bucket
brigade‘device. This chip contains two tapped 32 cell delay lines
with an untapped or '"dead" ce}l at the start of one delay line
and the end of the other, Thfrty4two on-board multipliers and a
summer compute the su;-of-products function.

After determining values for the various bias voltages and
currents required by the chip, tests were made to determine proper
signal levels and to evaluate the performance of the device.
Zeroing and signal level adjustments were satisfactorily executed,
then linearity, accuracy, and repeatability were examined.

The results showed an accuracy of about 5 bits and a repeat-

ability of about 8-9 bits with the variance appearing to be the

result of random noise. Also noted were short-term and long-term

drifts when the device was left unclocked and a start-up inaccuracy.

These results all appeared to indicate that the device was accept-
able for a matrix multiplication application.

The AAC-32 however, showed a exhibited a serious linearity
problem: in one quadrant, the output was severely clipped.
Adjustments and reductions of the input could not remove the
clipping. The failure appeareq to be caused by thé multipliers;

observations of the delayed signal after it passed through the

g I




bucket brigade showed no distortion problems. This non-linearity
caused the AAC-32 to be ruled unsuitable,

4.2 R5402/5403 Series

\
The Reticon R5402/5403 chips are revised versions of the AAC-32
which do not exhibit many of the earlier chip's problems. The
difference between the 5402/5403 chips is in the number of' taps:
the R5402 has 16 taps; the R5403 has 32. A major change in both
chips from the AAC-32 is the presence of a string of storage
capacitors on one side of the device. The input signal on that
side passes down the string of capacitors and is passed in parallel
to the bucket brigade upon a sample and hold strobe signal.
The tests performed on the AAC-32 were repeated on the
R5402/5403, and the results were encouraging. The chips exhibi-
ted acceptable accuracy (®7;8 bits) and repeatability and did
not have the linearity problems of the AAC-32., The conclusion
of the evaluation of the R5402/5403 was that the chips' perfor-
mance was marginally satisfactory and that the design of a classi-

fier around these devices should proceed.
5 CLASSIFIER SYSTEM DEVELOPMENT

5.1 Organization

Figures 5.1 and 5.2 illustrate the functional blocks and
data flow of the classifier system. Figure 5.1 shows the set-up
of a general classifier system while Figure 5.2 shows the set-up

| of the prototype system designed around the Reticon devices.
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In Figure 5.1 the sensor input could be directly from a
LANDSAT sensor after optical and geometric corrections have been
made, and the dat'. source could be RAM built into the system for
storing the necessary mean and covariance information. 1In the
prototypd. system, however, the LSI-1l1 is the controlling micro-
computer while the floppy disk serves as the sensor input by
storing a LANDSAT image. All of the classifier hardware: CTD's,
signal conditioning ;nd conversion circuitry, RAM, and confrolling
circuitry is contained in one block, and communication witﬁ the
LSI-11 is over two parallel data buses (16 bits in each direction
per interface). The terminal is a 512x256 point color graphics

display and serves as an output for the classified images. A

more detailed description of the system is given in the 1979 report.
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5.2 Hardware

5.2.1 Classifier Module Organization

Thi§.section contains a description of the classifier modules

and their operation, These modules are: analog boards, timing

and control/interface, and analog-to-digital conversion. Figure

5.3 indicates how these modules are integrated to form the class-

ifier system. The modules all plug into a backplane over which

the digital TTL level signals and power pass, The analog signals

. are not sent over the backplane over which the digital TTL level

signals and power pass. The analog signals are not sent over

the backplane to reduce potential noise problems; instead, they

are passed from board to board by shielded cables. Except fo

the A/D converter data output, a single board provides the required
interface with the LSI-11.

5.2.2 Analog Board

The major functional component of the classifier is the analog.

or sum-of-products board. Eight of these boards form the core

of the classifier; each contains a CTD and squaring circuit; the
necessary D/A conversion, signal conditioning, and bias circuitry,

and the RAM which is loaded with the appropriate column of the

covariance matrix inverse. Upon receipt of the proper data and

control signals each of these boards will cycle the CTD producing

the row-column vector dot product and squaring the result. An

analog multiplexer is included for diagnostic monitoring of criti-

éal on-board signal points.
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Appendix A contains the schematic of the analog board along
with a diagram of the printed circuit card layout for the board

and a parts list,

5.2.3 Timing and Interface Modules

¢+

The functions of the timing and control module and the inter-
face module are clgseiy intertwined; for that reason, they'ﬁill
be discussed together in this section. Clocking, control, data
steering, and interfacing with the LSI-11 are accomplished by
these modules. Ten circuit groups make up the two modules:

(1) Transition Detector (TD)

(2) CounteYr Clock Reset/Enabler (CDREC)
(3) Counter and Decoder Circuit (CDC)
(4) Clock Generator Circuit (CGC)

(5) Address Bus Arbitrator (ABA)

(6) Mode Decode (MD)

(7) Subtractor (SUB)

(8) A/D Conversion Decoder (ADCD)

(9) Master Clock Generator (MCG)

(10) Chip Enable Decoder (CED)

The instructions arrive from the LSI-11 in the form of a
16-bit control word (see Figure 5.4). There are three basic
operating modes for the classifier: LOAD, DIAGNOSE, and RUN.

In LOAD mode the LSI-11 has control of the address bus and is load-
ing new information for the classifier to process. In the DIAG-
NOSE mode the LSI-11 is driving different parts of the classifier
to test their performance. In both of these modes the LSI-l1

controls the backplane bus, and the CTD output data is invalid.
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In the RUN mode classifier operations proceed normally with the
backplane bus controlled by the timing circuitry. These modes

are selected by the mode selection bits (13-14) of the control word
which are decoded by the Mode Decoder.

The Address Bus Arbitrator is a three-line multiplexer that
has, as fhputs, the three low order address bits of the control
work and the three low order bits from the CDC, and has the
three low order bits of the backplane address bus as outputs,

When the classifier is in LOAD or DIAGNOSE mode the Arbitrator al-
lows the LSI-11 to control these three bits, otherwise the timing
circuitéy exercises control.

The RAM selection bits (3,4,5 of the control word) go to
the Chip Enable Decoder. This circuit has 6 output lines; the
RAMs on the analog bo;rds are enabled, two at a time, by four of
these, the x-RAM is enabled by the fifth, and the u-RAM is enabled
by the last. During RUN mode this circuit is bypassed and all
RAMs are enabled.

The bata Output Bus Enable selects the pair of RAM output
bus drivers to be enabled. This selection is necessary to avoid
having two RAMs attempting to control the backplane bus. This
circuit is located on each of the analog boards.

The Subtractor is simply an ALU set to continually perform
the necessary subtraction to obtain the X-y term. The inputs come
from the x-RAM which is loaded once per pixel and the y-RAM whie?
is loaded once per image. |

The Transition Detector generates a single pulse to initiate
a new cycle of the CIDs to produce the discriminate function

results. This pulse is generated when the classifier is in the

RUN mode and a change is detected on the three high order address

bits,




The Counter Clock Reset/Enabler generates the signals to
clock the CTD. When the CDC receives a Counter Enable signal
from the CDREC it will begin the loading of the CTD. The Clock
Enable signal is sent to the CGC to enable the CTD clocks.

In %Sdition to the Counter Enable signal, the CDC receives
the Master Clock frog the MCG. The data is loaded into the CTD
twicz (assuming an eight-feature vector)} this method should
yield better accuracy than loading once and padding with zeros.
During loading four outputs are produced. Three of these are low-
order addresses and go to the address arbitrator. The other out-
put is the Count Finished signal issued when the loading cycle
is complete. " .

In addition to the Clock Enable and Count Finished signals
the CGC receives the Master Clock signal and the three decoded
mode signals. The clocks are always enabled during the LOAD
aﬂd DIAGNOSE modes, and during RUN mode the clocks are started
when the Count Enable signal is true. When the Count Finished
signal is received one more clockvéycle is applied to the A side
of the CTD to correctly align the data because of the '"dead" cell.
The clocks are now halted, and the CTD is strobed to pass the
data from the capacitors to the bucket brigades. The Load Ready
strobe is now sent to the A/D Conversion Decoder,

The A/D Conversion Decoder generates the convert command that
activates the A/D converter. In Run mode this command is con-
trolled by the Load Ready Strobe, and in the other modes it is
under the control of the LSI-11, The signal "A/D status'" is
generated by the A/D converter upon complétion of its operation.
This signal is used to restart the CTD clocks to avoid drifts and

to signal the LSI-11 to read the A/D.




5.2.4 A/D Board

The A/D converter is the same 12 bit, 30usec Analog Devices
module used in the chip evaluations and operates in the same
fashion. .

In addition to the A/D converter the board contains the
summers for the eight signals frdm the analog boards. Switching
is also provided between the summer output and a diagnostic
signal jack used for monitoring various points on the analog

boards during testing.

5.3 Testing Software

'

Special arrangements were necessary for testing of the ana-
log boards. A testing stand was constructed to allow the board
to be exercised without the full classifier. A subset of the
control word signals which was necessary for the operation of
the analog board was used. Clocks, control, and data which are
normally provided internally were added. The revised communi-
cation word formats are shown in Figure 5.5. The purposes of the
system were to check out the RAM on the board and to adjust the
signal levels and offsets of the CTD inputs,

The adjustment algorithms are similar to those used for the

device evaluation. These algorithms are discussed in the previous

reports. We are including two new RAM testing programs here;

Appendix D contains program listings.
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1. Program RAMTSB

RAMISB checks the RAM in a bit-by-bit fashion. It loads
the RAM with 1 at the first bit of the first location then checks
the outpyt. It then loads the RAM with 0 and checks the output,
1f the o&tputs are not consistant with the input data an error is
logged. The testing sequence is from the first bit of the first
location to the first bit of the last location (63). The program

then checks the second and remaining bits in the same manner.

2. Program RAMTST

This program is ,an abbreviated version of RAMISB which tests
the RAM in a byte-by-byte fashion. It will not find all possible
errors, but it may serve as a quick first test of the RAM opera-
tion. The program operates by loading each location with all 1's

and all 0's and examining the result,
6 CONCLUDING REMARKS

The principal goal of this project has been the evaluation of
Charge Transfer Devices and their potential use in pattern classi-
fiers. As such, much of the work has been centered around testing
the devices rather than construction of a final system. Since
the devices were experimental and the application was new the
work often involved a 'ground-up" approach. 1In the case of the
AAC-32, for example, very little information was available regard-
ing optimum operating points, etc. In addition, some traditional

types of tests were found to produce misleading results, for




example, the correlation of two sampled analog sine waves appeared
to produce very good performance i.e,, a high signal-

to-noise ratio. It was not until the testing methodo-~

logy was rethought and a different form of test was applied that
the problems with the device became evident. )

Thr%s general conclusions may be drawn from the work:

(1) With the agvent of "variable tap weight" devices there
is a strong potential for the use of CTDs in pattern classifiers.
They can be used to provide matrix multiplication subsystems.
Suitable architectures were developed in this project, and:their
potential performance is good. The time required to produce an
answer has been reduced to éhe CTD loading time, Further, such a
classifier architecture allowg the parallel computation of all of
the discriminate functions (i:e. up to eight in this case) at
once. Such a system of very fast, low power classifiers could be
of tremendous benefit in processing data from sources such as
LANDSAT satellites, particularly by making on-board classification
feasible. This could make the use of pattern classification
techniques and satellite data much more widespread, and could
open the door to new uses of the techniques which are not possible
now because of prohibitive computational requirements and their
resulting delays.or high cost.

(2) The evaluation of the Reticon AAC-32 clearly showed
that it is not suitable for use in a classifier application. The
failure did not, however, rule out the use of CIDs in classi-
fiers because it appeared to result from a design problem in the
analog multipliers rather than the CTD technology. It is inter-
esting to note that if the failing quadraﬂt was avoided, the AAC-32
did show usefulness in other applications such as programmable
transversal filters. (See Appendix C).

'




The Reticon R540Z/5403 indicated the validity of the conclu-
sions since it did not have the problems of the AAC-32. The
performance of these new devices indicated that they were candi-
dates for matrix multiplication applications,

(3)\VA design for a micro-computer controlled classifier
using the R5402/5403 chips was accomplished, and the paper system
has a reasonable si?é, complexity, and power consumption. The
further devleopment of the system for testing and evaluation pur-
poses is recommended. ’

This project has by no means concluded that a CTD based
classifier will operate weli, only that such a system appears
to be possible, The only was to accurately guage the performance
of a CID based classifier is to build and test it as is recommended.
Several questions remain which cannot be answered simply by testing
devices, These questions include: the stability of the system,
particularly the analog interface and signal conditioning circuit-
ry; the effects of long term drifts and aging on the accuracy of
the total system when added together; the speed at which the
total system may be operated, and the reliability of the devices
when operated in such a system, The CTD technology is developing
rapidly, and performance characteristics can certainly be expected
to improve in the future. This project and other novel appli-
cations of the devices Qill certainly aid in indicating areas of
technology development which need improvement and would increase
the chances of the production of future devices which could

operate even better.

.
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\ APPENDIX A

ANALOG BOARD SCHEMATIC AND PARTS LIST
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The schematic is oversized and has been sent to NASA under

separate cover,
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LAYWUL OF THE ANALUC Bunyl

The board vsed is a double sided PCB, with 72 possible gold finger contact
evenly distributed in both sides, the space between contacts 1s .12% in., the

e

base material used is FR4, the overall size of the board is .

2.1 x 5.2 in,

RESISTANCES

PARTS LIST

The following values are given in Kohms and are assumed to be of 5%
tolerance an{ 1/4 W maximum dissipation,unless otherwise especified,

location value(thms) location value(Kohms)
R1 1. R41 150
R2 10. R42 62, i
R3 20. ’ R43 62,
R4 1, R44 100,
RS 10. R45 15, '
Ré& 20. R44 2.
R7 10, R47 68,
RS 1. R48 300.
R9 1.0 R49 33. :
R10 10, RSO 100,
R11t 20. RS1 100.
R12 1, RG22 1,
R13 20. . R53 100.
R14 20. RS54 1.
R1S . RS5 10.
R1& 10. RS5% 5.1
R17 20. RG7 1.
R18 2. RS5S8 10.
R19 10, R59 5.1
R0 0. R&O 1.
Rai 10. R&61 , 62
R22 4.7 R&2 , 62
Raz 20. R&3 , be
R24 10. R&4 oya
Ra25 4,7 R&Y .62
R26 10, R&b , 62

R&7 . b2
R28 20, R&68 , 62
R29 1, R&9 . b2
R30 S56. R70 2.
R31 15. R71 o,
R32 100, ohms 72 2.
R33 20, R73 2,
R34 270, R74 5. tohms
R35 100, R79 5. tohms
R3& be, R76& . 47
R37 160. R77 , 47
R38 120 R78 . A7
R39 150, R77 . 47
R40 100, R8O 20,
CAPACITORS

The following capacitors are given in uF with 15 Vdc ratings and

tolerances better to 10% unless otherwise specified.
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The selected diodes must supply O, 7 forward biased voltage,
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D1
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D4

model
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INTEGRATED CIRCUITS
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Abstract

The potential uses of charge transfer devices (CTD's) in
pattern classification operations are explored. The needs for
a8 hardware-based pattern classifier are established, and a ma-
trix multiplication subsystem based upon a sum of products CTD
is presented. An evaluation process for sum-of-products de-
vices (particularly analog-analog correlators) is developed,
and the feasibility of employing,a particular device in a pat-
tern classifier is determined. Fin.'ly, the possible impact of
future trends in technelogy is considered.

1. Introduction

Recent technological innovations are making general pur-
pose computers cheaper and more accessible. Witness, for ex-
ample, the dramatic increase in computational complexity avail-
able per dollar in just the last five years. These same tech-
nological innovations are making instrumentation packages sim-
pler to use, more computationally dense, and much less .expen-
sive. It thus is becoming more and more reasonable to talk
about special purpose, dedicated pattern recognition
equipment.

We can discuss only a small subset of the "pattern recog-
nition problem" in this context, since that larger problem is
far from well defined, much less solved, and "special purpose
equipment” implies that we are trading away flexibility i
exchange for speed and/or simplicity of use. We have chosen to
deal with the problem of multispectral satellite image classi-
fication. Under certain assumptions, this problem can be con-
sidered well defined, and a pressing need exists for special
equipment which can deal rapidly with the vast amounts of data
coming from satellites every minute.

NASA has been and continues to be concerned about the fact
that present (general purpose computer-based) techniques are
too slow and too expensive to begin to deal with more than a
tiny fraction of the LANDSAT data which are currently
available. This paper is one of the results of an ongoing
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study conducted by NASA to investigate technologies which might
contribute to the solution of this data processing bottleneck.
This paper discusses the use of metal-oxide-semiconductor (l40S)
technology in the construction of special purpose equipment for
pattern classification.

N I1. Device Background

Charge transfer devices may be divided into two classes:
the "bucket brigade device" (BBD) and the "charge coupled de-
vice"” (CCD) with various subclasses within the major groupings.
The two types of CVD's"differ ip the manner in which charge is
stored and transferred from celi to cell and have slightly
differing performance characteristics. Most CCD's have lower
noise figures and higher transfer efficiencies (the percentage
of charge in the original cell which is transferred to the nev
cell) than BBD's.

When used as analog signal processors, charge transfer de-
vices may be employed to obtain gomplex functions of the input

waveform. One such fumction is Zaibi, where the b's are

i
samples of the input waveform and the a's are weighting
coefficients. This function is found in recursive filtering,
correlation, convolution, and a number of other operations.

As shown in Fig. 1 and photographed in Fig. 2, the cor-
responding cells of two CTD delay lines can be connected to
multipliers and the multiplier outputs then summed. In this

case the result is again Zaibi’ but the weighting coefficients
i

are determined by the data stored in the second CTD and may be
changed simply by clocking in new data. ‘

Such variable t~» weight devices may be used as sampled
correlators of continuous analog signals. More important to
this project, however, is the fact that, since they operate on
discrete data samples, variable tap weight devices may be used
to generate the vector dot product,

n
X -V =i£]xiyi

where n is the dimension of the vector and may be as large as
the number of cells in the CTD. This product is obtained
simply by loading one vector into one side of the CTD and the
second vector into the other. The answer thus obtained is the
result of one row by column operation of a matrix
multiplication.




- Unlike conventional filtering application, in which a use-
ful new result is available each clock cycle, dot product oper-
ations with two arbitrary vectors require that the entire CTD
be loaded before a useful answer is produced, Thus, for a
typical 16 component vector, 16 clock cycles are required to
load.the device. However, 5-Mhz clock rates are quite reason-
able, making it possible to perform 16 multiply and add oper-
ations in 3.2 usec.

IIl1. Pattern Classification Hardware

In the case of multispectral image classification, the in-
put X is a vector resulting from measurements of light inten-
sity in several different spectral ranges. Each vector X
corresponds to a single point (pixel) in a scene., A typical
L?ND?AT scene consists of an array of over one million ordered
pixels.

It has been shown] that, for a given class, all pixels
belonging to that class may be reasonably described by a multi-
variate normal distribution. With this assumption, the prob-
ability that a vectdbr X belongs to a class i is

] 1 T -1
P(i]X) = expl-z{X-u;)" 13 (X-u;))
N/2 1/2 i’ L O0TH
(2n )(Iii‘ )
_where Zi and u; are the covariance matrix and mean vectors,
respectively, which.describe the statistics of class i.
Taking the logarithm of the probability gives a discrimi-

nant function

g;(X) & nlP(1]X)] = -1/20-u )T J57(x-u)

+ zn[Zil"]/z + zn(Zn'N/z)

Since the logarithm function is monotonic, the class
having the largest discriminant function for a given
measurement X will also be the class having the largest

probability P(i|X) that X belongs to that class. en(2:"N/2)

is a constant for all classes and therefore does not contribute
to discriminating one class from another. Furthermore, the

term 2n|{|’]/2 needs to be computed only once for each class.

(x-ui)T {;‘(x-ui). however, must be cbmputed for each of the

T R T




millions of measurements made in an image. Consequently, this
matrix computation with a general purpose computer is very
time consuming.,

Figure 3 shows a block diagram for a hardware configura-
tion of a system for classifying multispectral data, Data inay
come Wirectly from a sensor array in analog form, or for pur-
poses of testing, from a digital data source. The microcom-
puter is the control element for the system. 1In a training
mode, it derives the statistics which describe the various
classes. In classification mode, the microcomputer loads
those statistics into an array of paraliel CTD classifiers,
controls steering of data input to those classifiers, and
examines their outputs,

The individual classifiers are shown in Figs. 4 and 5,
In Fig. 4, each of the row-column dot product operations is
performed in a charge transfer device. The outputs are
multiplexed together and fed to one more TTD for the post-
multiplication dot product,

In contrast, Fig. 5 depicts a hardware simpiification
which also results in increased speed, since it eliminates the
multiplexer and a delay. This simplification is made feasible
by the diagonal symmetry of the covariance matrix, which may
be transformed into upper triangular form.

The matrix operation shown in Fig. 5 can be decomposed
into cellular substructures as shown in Figs. 6 and 7. At the
conclusion of the training mode, the processor loads one row
of the covariance matrix into the first-in-first-out memory
associated with each cell. 'The hardware then takes over and
under control of the clock generator, performs the entire
discriminant function computation.

On a pixel-by-pixel basis, the output of the individual
hardware classifiers is digitized and read by the processor,
which then classifies the pixel as belonging to the class
whose discriminant function was maximized, Using 128 CTD's,
a pixel described by 16 multispectral measurements may be
classified into one of nine categories in 3.2 yusec,

IV. In Situ Cell Qualification

The critical element in the pattern classifier system is
the charge. transfer device that performs the row-column
multiply. ‘Extensive testing has been performed on prototype
units which have recently become available from semiconductor
manufacturers.

The hardware test station shown in Fig, 8 has been im-
plemented. 1t tests individual devices in a cellular




bttt ] Ay et

“

structure similar to the structures used in the classifier.
Typical results of one of the tests on one of the devices are
shown in Fig. 9. The figure shows the aggregate linearity
and offset for a Reticon 5402, a 16-element analog-analog

sum of products device. Plotted is the computed output in
expanded scale and inverted decimal form) versus the B input
values, where all of the B cells are filled with the
fractional numbers indicated., Similarly, the A cells are
filled with the numbers indicated, and these point values are
connected to form families. It is apparent from this figure
that there is a small offset, the point where the curves al)
intersect. There is also a small nonlinearity, where the
points fall off the curve, The rotated appearance of the
curve is caused by the small offset in the B side being
multiplied and summed by the data in the A side., These test
results demonstrate adequate linearity and offset at the 8
equivalent bit input and 8 equivalent bit output to

continue further development. Figure 10 is a photograph of
the test system showing the chip under test, the micro-
computer and the associated data conversion circuitry,

' V. Conclusion

This paper has shown one method of implementing dedicated
hardware for pattern classification. Recent technological
developments have made such classifiers feasible using
sampled analog processing. Test results have indicated that
prototype development should continue., It is expected that
continued technological improvement will lead to more
compact, lower power, and even faster system configurations,
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Abstract

The potential uses of Charge Transfer Devices
(CTDs) in pattern classification operations are
explored. The needs for a hardware-based pattern
classifier are established, and a matrix multi-
plication subsystem based upon a sum-of-products
CTD is presented. Applications of the subsystem
to the classification of multi-modal Gaussian
distributions in general and to LANDSAT data
processing in particular are discussed. Finally,
the potential impact of this technology on
satellite data processing methodologies is
discussed.

Key words: Gaussian Classifier, Charge coupled
device -
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1. Introduction

Recent technological innovations are making
general purpose computers cheaper and more
accessible. Witness, for example, the dramatic
technological increase that has been made in just
the last five years. These same technological
innovations are making instrumentation packages
simpler to use, more computationslly dense, and
much less expensive, It is thus becoming more
and more reasonable to talk about special purpose,
dedicated, pattern recognition equipment.

We can discuss only a small subset of the
"pattern recognition problem" in this context
since that larger problem is far from well defined,
much less solved, and "special purpose equipment"
implies that we are trading away flexibility in
exchange for speed and/or simplicity of use. We
have chosen to deal with the problem of multi-
spectral satellite image classification. Under
limiting assumptions, this problem can be
considered well defined and a pressing need
exists for special equipment which can deal
rapidly with the vast amounts of data coming
from satellites every minute.

NASA has been and continues to be concerned
about the fact that present (general purpose
computer-based) techniques are too slow and too
expensive to reduce to classified images more
than a tiny fraction of the LANDSAT data which is
currently available. This paper is one of the
results of an on-going study conducted by NASA to
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investigate technologies which might contributre to
the solution of this data processing bottleneck.

Of particular interest to NASA are
technologies which may )ead to flyable "on-board"
processors, units on the satellite which can
classify a multi-spectral image in real-time and
transmit to the ground only the'classified image.
A unit must meet several requirements before it
can be placed in such an application. First, it
must be.capable of dealing with the analog data
directly as it comes from the sensors. Second,
since the unit is to be placed on a satellite, it
must consume little power, be light in weight, and
be highly reliable, Finally, the unit must be
programmable from the ground and capable of
deriving its own classification parameters.

This paper discusses the use of Metal-Oxide-
Semiconductor (MOS) technology in the construction
of special purpose equipment for pattern classifi-
cation. The computational function of individual
sum-of -products chips is first described, then,

a scheme for the organization of the chips into
a8 pattern classifier is shown.

The potential of on-board classification has
both possible gains and hazards associated with’
it. With the obvious benefits of timely data
availability comes the potential of the unavaila-
bility of the raw data for further processing.
This difficulty is discussed in Section W.

2. Device Background

Charge Transfer Devices may be defined for. .
the purposes of this paper as devices which move
charge linearly in synchronism with a clock. If
the charge is quantized in a binary manner, CTDs
may be used as digital delay lines or as shift
register memories. It is, however, the ability of
CTDs to move analog data that has resulted in
their widest application. They have been used to
acquire analog video data and to process analog
data from other sources. Special classifier hard-
ware fits into this last category.

Charge transfer devices may be divided intic
two classes: the "bucket brigade device" (BBD)
and the 'tharge coupled device" (CCD) with various
subclasses within the major groupings. The two
types of CTDs differ in the manner in which charge
is stored and transferred from cell to cell and
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have slightly differing performance characteris-
tics.

Most CCDs have lower noise figures and higher
transfer efficiencies (the percentage of charge in
the original cell which is transferred to the new
cell) than BBDs.

When used as analog signal processors, charge
transfer devices may be employed to obtain complex
functions of the input waveform. One such

function is “1”1 whbre the 'b's are samples of the

input waveform and the 'a's are weighting
coefficients. This function is found in recursive
filtering, correlation, convolution, and a number
of other operations.

Buss1 shows a simple means for implementing
“fixed tap weight" devices where the tap weights
are the weighting coefficients of the xaibi

function and are fixed at the time of manufacture.
The tap weights are realized by splitting the

transfer electrodes of one clock phase of the CTD
in the ratio (1 + ai): (1 - .i) where a; is the"

fth desired coefficient.

In an alternate and potentially somewhat more
ugseful approach, as shown in Figure 1 and photo~
graphed in Figure 2, the corresponding cells of
two CTD delay lines can be connected to multipliers
and the multiplier outputs then summed. In this
case the result is again x‘ibi' but the weighting

coefficients are determined by the data stored in
the second CTD and may be changed simply by N
clocking in new data. "
Such variable tap weight devices may be used
as sampled correlators of continuous analog
signals, More important to this application,
however, is the fact that since they operate on
discrete data samplés, variable tap weight devices
may be used to generate the vector dot product,

n
XY= [X

i=1
vector and may be as large as the number of cells
in the CTD. This product is obtained simply by
loading one vector into one side of the CTD and
the second vector into the other. The answer thus
obtained is the result of one row by column opera-
tion of a matrix multiplication.

iyi where n is the dimension of the

Unlike conventional filtering applications,
in which a useful new result is available each
clock cycle, dot product operations with two
arbitrary vectors require that the entire CTD be
loaded before a useful answer is produced. Thus
for a typical 16 component vector, 16 clock cycles
dre required to load the device. However, S5 Mhz
clock rates are quite reasonable, making it
possible to perform 16 multiply and add operations
in 3.2 us.
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3, Pattern Classification Hardware

It has been ahovn2 that for the purpose of
LANDSAT data classification, all pixels belonging
to a given class may be described (typically), by
a multimodel multivariate distribution. The
multimodel distribution may be adequately
decomposed into an aggregate of Normal distribu-
tions. Classification then consists of determining
which of several Normal distributions a particular
pixel is most likely to belong to and assign the
pixel to the class having that distribution. With
this assumption, the probability that a vector X
belongs to a class { {s

P(ui|x) =

1
(20" 2(|e, 1M exp-1/20x-uTe, Hx-u)))

Where C, and u, are the covariance matrix and mean

vectors respectively which describe the statistics
of class 1.

The usual definition of the Normal distribu-
tion includes a term representing the a-priori
probability P(wi) that a sample X belongs to a

particular class Wy Experience has shown that

very satisfactory results can be had by treating
all a-priori probabilities as equal. If this is
the case, then for the purposes of classification,
the a-priori probabilities may be neglected.

Taking the logarithm of the probability gives
a discriminant function

g;(X) = lnP(wilx) =

-1/2 -N/Q)

-1/20x-u)7¢, " %u ) + nfe |72 4 an(2n

Since the logarithm function is monotonic,
the class having the largest discriminant function
for a given measurement X will also be the class
having the largest probability P(wi|X) that X

belgngs to that class.
ln(ZW-N/z) is a constant for all classes and
therefore does not contribute to discriminating

one class from another. Furthermore the term
|-1/2

class.

needs to be computed only once for each

(X-p )T Ci-l(x-ui) however must be computed

for each of the millions of measurements mads in
an image. Consequently, this matrix computation
with a general purpose computer is very time
consuming.

Figure 3 shows a block diagram for a hardware
configuration of a system for classifying multi-
spectral data.

Data may ‘come directly from a sensor array in
analog form or, for purposes of <testing, from a

»
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Vipital data ree ! micy mputer ju tiw
Cuntiul ae BY Bof Sthe wytems lu e training
mode, It derfver the steringid which describe
the various classes, In claescificetion mode, the
microcomputer loads those ctatistics into en
erray of parallel CTD classifiers, controls
steering of the data input to those classifiers,
and examines their outputs.

The Individual classifiers are shown in
figures & and 5. 1In figure 4, each of the row-
column dot product operations is performed in a
charge trcn\{:r device. The outputs are multi-
plexed together and fed to one more CTD for the
postmultiplication dot product.

In contrast, figure 5 depicts a hardware
simplification which also results in increased
speed since it eliminates the multiplexer and a
delay. This simplification is made possible by
the following argument:

By the constructed diagonal symmetry of the

C matrix, the product z = IXT) 11 may be
rewritten as

z = IXT]lAlT(A)[xl where A is upper triangular
then T T
z = [X'A")[AX)

= 1)
z Y?

The matrix operation lhow; in figure 5 can be
decomposed into cellular substructures as shown in
figure 6. If 8 features are assumed, then 8 of
the sum-of-products structures in figure € are
needed -- one for each row column operation.

At the conclusion of the training mode, the
processor loads of the covariance matrix
associated with each class into the covariance
memory associated with each cell. 1f 8 possible
classes are assumed, this memory is 64 x B bits
as shown. During this time, the X-u vector for
each class is loaded into the X-y RAM also.

At this point, the hardware controller takes
over and performs the discriminant function
computation. The outputs of all sum-of-products
cells are summed and passed through the analog
to digital converter whose output is read by the
processor as shown in figure 7. This operation
is repeated for each class simply by stepping to
the next group of covariance matrix rows and X-u
vectors in RAM. The processor then classifies the
pixel as belonging to the class where discriminant
function was maximized.

Operating the classifier in this fashion with
longer memories holding all of the statistical
information allows the use of only a single
classifier without the need to reload the
covariance infurmation for each discriminant
function calculation. In this manner a significant
reduction in hardware over the use of a separate
classifier for each class is realized with only a
slight reduction in operating speed.

boterr ] ! cBoard Classification

we have shown in this paper an architecture
which mabes feacible the possibllity of on-board
classification. An on board classifier offers
significant potential gains in performance of the
satellite system; data would be available to the
user in minutes rather than months.

There are significant logistical and technical
problems which must be overcome before these
benefits could become reality. 1In this section,
we demonstrate only a few and their potential
solutions.

A Scenerio

We will make this demonstration through a
scenerio of how a typical classification might be
performed: :

(1) A county agricultural agent reserves the
satellite for its next pass over. In so doing,
he specifies the coordinates of some areas known
to be corn, soybeans, and cotton.

(2) The coordinates of these training sets are
transmitted to the satellite. As the satellite
passes over, image data is acquired and stored.
The on-board classifier performs a cluster
enalysis on the training sets and derives a
Gaussian fit for each cluster.

In an alternative proposed syncm3 the satel-
lite clusters the entire scene, transmits the
cluster statistics, and for each pixel, transmits
the number of the cluster to which that pixel is
assigned.

(3) Once appropriate statistics have been derived
to describe training sets, the classifier described
in section 3 is initialized by loading the
statistics into the RAMS, and the data is then
classified as belonging to one of the classes
jdentified as corn, soybeans, or cotton. The
results of the classification are then encoded

and transmitted to the ground.

(4) The agriculture agent then can receive a false
colored map of the area or a digital tape with the
classification results.

1t should be noted that this scenerio has
passed over a significant amount of pre-processing
which must be done to the sensor output prlor to
classification, including correcting for geometric
distortion.

On board classification provides a tremendous
potential benefit since it makes reasonable direct
user interaction with the satellite; and provides
data for the user in expeditious time. The cne
factor which some users may consider detremental
in such a system is the fact that no longer does
the ground user have the raw data to mull over at
his leisure.

This factor does open up & new area of study,
for in those instances when the user has both a
computer and the time to study the image, he may
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Pattomn Classiication Using Charge Transter Devices®

WE Snydorand J H Reece
North Carolina State University,
Raleigh, NC 27650

Abstract

The potential uses of Charge Transfer Devices
(CTDs) in pattern classification operations are
explored. The needs for a hardware-based pattern
classifier are established, and a matrix multipli-
cation subsystem based upon a sum of products CTD
is presented. An evaluation process for sum of
products devices (particularly analog-analog cor-
relators) is developed, and the feasibility of
employing a particular device in a pattern classi-
fier 1s determined. Finally, the possible impact
of future trends in technology is considered.

1. lntroduction

Recent technological innovations are making
general purpose computers cheaper and more accessi-
ble, Witness, for example, the dramatic increase
in computational complexity available per dollar
in just the last five years. These same techno-
logical innovations are making instrumentation
packages simpler to use, mord computationally
dense, and much less expensive, 1t is thus becom-
ing more and more reasonable to talk about special
purpose, dedicated pattern recognition equipment.

We can discuss only a small subset of the
"pattern recognition problem" in this context since
that larger problem 1s far from well defined, much
less solved, and "special purpose equipment"
implies that we are trading away flexibility in
exchange for speed and/or simplicity of use. We
have chosen to deal with the problem of multispec=-
tral satellite image classification., Under certain
assumptions, this problem can be considered well
defined and a pressing need exists for special
equipment which can deal rapidly with the vast
amounts of data coming from satellites every
minute,

NASA has been and continues to be concerned
about the fact that present (general purpose
computer-based) techniques are too slow and toc
expensive to begin to deal with more than a tiny
fraction of the LANDSAT data which 1is currently
available, This paper is one of the results of an
ongoing study conducted by NASA to investipate
technologies which might contribute to the solution
of this data processing bottleneck.

This paper discusses the use of metal-oxide~
semiconductor (MOS) technology in the construction
of special purpose equipment for pattern
classification.

*This work was supported bv NASA KResearch Grant
NSG 1353,

Harry F Bonz
NASA-Langley Research Center,
Hampton, VA 23665

2. Device Background

Charge transfer devices may be divided into
two classes: the "bucket brigade device" (BBD)
ard the "charpe coupled device" (CCD) with various
subclasses within the major groupings. The two
types of CTDs differ in the manner in which charge
is stored and transferred from cell to cell and
have slightly differing performance characteristics,

Most CCDs have lower noise figures and higher
transfer efficiencies (the percentage of charye in
the original cell which is transferred to the new
cell) than BBDs.

When used as analog signal processors, charge
transfer devices may be employed to obtain complex
functions of the input waveform. One such
function lajb, where the 'b's are samples of the
input waveform and the 'a's are weighting coeffi~
cients, This function is found in recursive
filtering, correlation, convolution, and a nunher
of other operations.

As shown in Figure 1 and photographed in
Figure 2, the corresponding cells of two CTD delay
lines can be connected to multipliers and the
multiplier outputs then summed. In this case the
result 1s again Il‘b‘. but the weighting coeffi~
cients are determined by the data stored in the
second CTD and may be changed simply by clocking
in new data.

Such variable tap weipht devices may be used
as sampled correlators of continuous analog sip~
nals. More important to this project, however, is
the fact that since thev operate on discrete data
samples, variable tap weipght devices may be used
to penerate the vector dot product,

v

: . XgVy where n 1is the dimension of the
i=]

vector and mav be as large as the number of cells

in the CTD, This product is obtained simply by

loading one vector into one side of the CID and

the second vector into the other. The answer thus

obtained is the result of one row by column

operation of a matrix multiplication,

Unlike conventional filtering applicaticn, 1iu
which a useful new result is available eac" cloor
cvele, dot product operations with two arbitrar

vectors require that the entire CTD be loaded
beforc a useful answer 18 produced, Thus for a
typical 16 component vector, 16 clock cvcles are
required to load the device. However, 5 Muz clock
rates are quite reasonable, making it possible ¢
perfoerm 16 pultiply and add operations in 3,..
390
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3. Pattern Clacntffo Moy ’i
In the case of multisnpoctral fray - clansitis-
cation, the dnput, X, I8 o vector resulting fror
measurements of light intensity fo several differ-
ent spectral ranges, Each vector X corresponds
to a single point (pixel) in & scene. A typical
LANDSAT scene consists of an array of over one
million ordered pixels.

It has been shown [1) that for a given class,
all pixels belonging to that class may be reason-
ably described by a multivariate normal distribu~
tion, With this assumption, the probability that
a vector X belongs to a class 1 is
P(1/X) = Bxp(-1/20-u )" 5w )
(2n )(II‘ )

Where l‘ and L, are the covariance matrix
and mean vectors respectively which describe the
statistics of class 1,

Taking the logarithm of the probability gives
a discriminant function

g, (%) 8 En(P(1/X)) = -l/?(x-u1)1 x;'(x-u,)

+ lnlI‘lllz + ln(2w'"12)

Since the logariths function is monotonic, the
class having the largest discriminant function for
a given measurement X will also be the class
having the largest probability P(1/X) that X
belongs to that class.

ln(lﬂ'“lz) 18 a constant for all classes and
therefore does not contribute to discriminating
one class from another, Furthermore, the ternm

in|l Plz needs to be computed only oice for each
class,

(X-u‘)T I;’(X-u’) however must be computed

for each of the millions of measurements made in
an image, Consequently, this matrix computation
with a general purpose computer s very time
consuming,

Figure 3 shows a block diagram for a hardware
configuration of & systexm for classifying multi-
spectral data.

Data may come directly from a sensor array in
analog form or, for purposes of testing, from a
digital data source. The microcomputer is the con-
trol element for the systex. In a training mode,
it derives the statistics which describe the
various classes, In classification mode, the
microcomputer Joads those statistics into an array
of parallel CTD classifiers, controls steering of
data input to those classifiers, and examines their
outputs,

i1y e - } {1}
' ' ' I tiw toe

perations 4u performed In oo
cutputs are multi-
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In contrast, fipure 5 depicts a hardvare
sivplification which also results in increased
speed since 1t eliminates the multiplexer and &
delay. This simplification {s made feasible by
the dfagor»*1 symmetry of the rnzariance matrix
which may be transformed into upper triangular
foru.

The matrix operation shown in figure 5 can
be decomposed into cellular, substructures as
shown in figures 6 and 7. At the conclusion of
the training mode, the processor loads one rov of
the covarfance matrix into the first-in-first-out
wemory associated with each cell, The hardware
then takes over and under contrel of the clock
generator, performs the entire discriminant func~
tion computation,

On a pixel by pixel basis, the output of the
individual hardware classifiers are digitized and
read by the processor, which then classifies the
pixel as belonging to the class whose discriminant
function vas maximized. Using 128 CTDs, a pixel
described by 16 multispectral measurements may be
classified into one of nine catagories in 3,2 us.

4, In Situ Cell Qualification

The critical element in the pattern classifier
system is the charge transfer device which pertorms
the row = column multiply., Extensive testing has
been performed on prototype units which have
recently become available from semiconductor
manufacturers,

The hardvare test station shown in figurce &
has been implemented. It tests individual devices
in a cellular structure similar to the structures
used in the classifier,

Typical results of some of these tests arc
shown in fipure 9, Shown are results of testin;
three different docvices, the Reticon AAC-32, a
32 element unit, the 5403, a modified AAC-32, and
the 5402, a 16 element unit, The figure shows
output numerical computations in families for
varying input numbers.

In going from the AAC-32 to the 5403, Reticon
significantly improved the numerical range of
calculations,

5. Cenclusier

This paper has shown one method of fmplenment-
ing dedicated hardware for pattern classificaty
Kecent technological developments have rade such
classifiers feasible using sampled analog
processing .

39
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