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ABSTRACT

This report addresses research into active (feedback) control of the Satellite Power System (SPS), a large mechanically flexible aerospace structure. The basic objective of this analysis is to develop an overall assessment of the interaction of the SPS structure and its active control systems.
In order to take maximum advantage of the space environment, especially the available solar energy, future spacecraft and satellites will tend to be large (0.1 - 100 kilometers in their largest dimensions) and very mechanically flexible structures. It is likely that such large space structures (LSS) will exhibit the following characteristics:

(a) high total mass but low mass density (mass distributed throughout the structure over a large area);
(b) a very large number of low frequency resonances (many below 1 hz);
(c) very low natural damping (hence, easily excited resonances)

Because of their high level of flexibility, they will tend to react to forces, such as thermal and gravity gradients, solar pressure, and small impulse loadings, in ways which were heretofore ignorable in smaller structures. In particular, a concept like the Satellite Power System (SPS) will be especially vulnerable to these disturbance forces and yet, simultaneously, be expected to meet stringent performance requirements for shape fidelity, orientation alignment, vibration suppression, and pointing accuracy; however, all LSS will face similar difficulties.

Active control must be used to augment such structures in order to meet these specifications. The basic element of active control is feedback: sensors at various critical locations on the structure produce electronic signals proportional to local disturbance-induced errors in position, velocity, or acceleration; these signals are processed by control algorithms implemented in an on-line digital computer; the computer generates new electronic signals which are control commands applied to control
actuators such as thrust engines or torquing devices; the control actuators, placed at various locations on the structure, exert forces to bring the structure back into line and reduce the effects of any disturbances. Although the placement of appropriate actuators and sensors is an important item, the control algorithm, implemented in real-time by the on-line computer, is the principle component in this feedback link from sensors to actuators; it must be carefully designed to carry out its complex tasks within the physical limitations of the actuators and sensors and the computational limitations of the computer.

The essential element of the control algorithm is a model of the structural dynamics. This model is used to predict the behavior of the structure and compare it with the actual sensor measurements. It uses any errors it detects to improve its perception of the instantaneous structural behavior and generate control commands to cause this behavior to meet the system specifications, e.g. to keep the SPS microwave system accurately pointed at the Earth. For the rather rigid structures which comprise current spacecraft and satellites, such models are relatively simple; however, LSS require very complicated sets of partial differential equations and corresponding boundary conditions to predict the behavior at every location on the structure. A LSS is an example of what is called a distributed parameter system (DPS) which in theory must be described by an infinite number of modes of vibration, but even in practice a very large number of these modes is required to adequately approximate the dynamical behavior of the structure.

The number of modes included in the structure model is related to the computer memory capacity and its access time, i.e. how fast the computer
can calculate. If only a few modes are included in the controller's model, the computer can do the calculations very fast and there is imperceptible delay in the feedback system. However, if a large number of modes is included in order to accurately model the structural behavior, the computer must respond more slowly and the actuator feedback commands are delayed and arrive too late to correctly reduce the disturbance effects. In some cases, they arrive so late that they increase the disturbance effects and cause the system to be unstable. This dilemma of how many modes to keep (and which ones to throw out) and still be able to compute control commands rapidly is called model reduction; it is the crux of the LSS active control problem. Even if all the low frequency modes of a structure like SPS were retained in the controller model, they would more than exhaust the available computer capacity. Consequently, a model reduction must be performed and a trade-off made: Some modes are retained and others (thought to be less critical for performance) are left out of the controller's model.

Now we come to the controller-structure interaction problem. By necessity, we are forced to design a controller which actively controls the structure using a reduced model. The controller computer is only aware of the modes included in its model of the structure. The residual (i.e. unmodeled) modes are an intrinsic part of the actual structure, but the controller has no internal knowledge of them. When a particular sensor detects a local displacement error, this error is made up of contributions from all modes - modeled and residual; the part of the sensor output caused by residual modes is called observation spillover. The control computer accepts the sensor signal and compares it with its reduced internal
model to produce control commands. Such a command causes a force to be applied at an actuator; this force excites all modes - modeled or residual. The excitation of the residual modes is called control spillover (control energy "spills over" into the residual modes).

Consequently, through the structure controller we have feedback around the modeled modes of the structure (which we want) and feedback around the unmodeled modes through the control and observation spillover terms. This latter is the controller-structure interaction and it must not be ignored in the design and evaluation of active large space structure control. It may sound foolishly obvious but an actively controlled structure is quite different from a passive structure; by electronic feedback, the active controller changes the structure's characteristics, and its response to disturbances. It is intended that this change will improve the performance of the structure; however, if the controller-structure interaction assessment is not considered as a fundamental part of any active control design for LSS such as SPS, the sought after performance improvements will be lost. In fact, in some cases, the controller interaction with the unmodeled modes can cause them to be unstable which would mean an eventual loss of control of the structure.

This report presents a "top-down" approach to the design and analysis of active control systems for large aerospace structures, like the SPS. The introduction in Section I describes the LSS control issues and the objectives of this study in greater depth and gives some current references on the general problem. Sections II and III describe the main research performed:
(a) development of a mathematical framework for the LSS control problem;
(b) development of methods to synthesize active structure controllers from distributed parameter or finite element models of the structure;
(c) development of methods to analyze and assess the controller-structure interaction and its impact on the successful operation of actively controlled structures.

Section IV describes the application of this approach to a generic model of the SPS which emphasizes the most stringent SPS control requirement: accurately pointing the microwave power transmission sub-system. Section V proposes and assesses methods to compensate and reduce the deleterious effects of the controller-structure interaction; this discussion includes structure, as well as controller, modifications. Section VI discusses an important issue for actively controlled structures: the control is only as good as the model. We have already seen the effects of the unmodeled modes; however, even the modeled modes may be rather poorly described due to our lack of knowledge of the zero gravity behavior of large structures. Consequently, some of the parameters of the structure may be poorly modeled; hence, there is a need for on-board estimation of structural parameters and the ability of the control algorithm to make use of these parameter estimates to adapt (i.e. tune) itself to the structure it is controlling.

Sections VII and VIII present discussions and conclusions of the results of this study and recommendations for future research directions both in systems theory and experiment design. The papers published under this contract appear as Appendices A-E and G; Appendix F contains a paper which
was not supported by this contract but is germane to the topics discussed in Section VI.
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I. INTRODUCTION TO THE SPS ACTIVE CONTROL

1.0 Introduction

The Satellite Power System (SPS), as described in [1], is an extremely large aerospace structure; its operation will require integration of structural design and active control systems to generate and transmit, via microwaves, large quantities of electrical power from geosynchronous orbit to receiving antennae on the earth's surface. The solar collector portion of the satellite is the largest piece of the structure, see [1] Figure 4; it has a low structural mass (in proportion to the total satellite mass) and is mechanically flexible with many low frequency resonances. In addition, the microwave transmitting antenna, although much smaller in size, is a flexible substructure which must be fine-pointed at the earth with minimal structural dynamic interaction with the solar array.

The following areas are most likely to require some active control to augment the structural design during in-space operation:

(a) attitude control for solar orientation of the array structure;

(b) shape or figure control of the array structure to maintain the nominal form;

(c) fine earth pointing control of the microwave transmission antenna.

Active (or feedback) control would be implemented by on-line digital processing of signals, from a variety of sensors located on the structure, to produce control actuator commands, for thrust and momentum devices, to make the necessary corrections to achieve the above control objectives. These control tasks might be achieved with separate, or "decentralized", controllers or by a central control processor or some combination of these; the tasks would have to be accomplished simultaneously on the SPS.
2.0 Technical Discussion

2.1 Problem Statement

Since the SPS is a mechanically flexible structure, its dynamic behaviour is modeled by a continuum description, i.e. a set of coupled partial differential equations which model the flexible substructures, e.g. beams, plates, membranes, and a set of boundary conditions which model the interconnection of these substructures to each other and to rigid masses in the total SPS structure. This means that SPS is in the category of distributed parameter systems (DPS), i.e. those described by partial differential equations as distinguished from lumped parameter systems which are described by ordinary differential equations.

Such a DPS description of SPS would have the form:

\[ m_{tt} + \alpha m_t + \alpha \nabla^2 u = F \]  \hspace{1cm} (2.1)

where \( u(x,t) \) represents the (vector of) displacements (rotational and translational) from the equilibrium position of the structure \( \Omega \) at the point \( x \) and time \( t \) due to the external force distribution \( F(x,t) \). The structural internal restoring forces \( A_0 u \) and damping \( D_0 u_t \) are generated by partial differential operators \( A_0 \) and \( D_0 \) with appropriate boundary conditions on \( u \), e.g.

\[ A_1 u + A_2 u_t = 0, \text{ on boundary of } \Omega \]  \hspace{1cm} (2.2)

The mass distribution of the structure is given by \( m(x) \). The force distribution is composed of disturbance forces \( F_d \) and control forces \( F_c \):

\[ F(x,t) = F_d(x,t) + F_c(x,t) \]  \hspace{1cm} (2.3)

Control may be introduced via \( N \) force or momentum actuators with amplitudes \( f_i(t) \):

\[ F_c(x,t) = \sum_{i=1}^{N} b_i(x) f_i(t) \]  \hspace{1cm} (2.4)

where \( b_i(x) \) are the influence functions of the individual actuators and
f(t) is the vector of actuator commands \( f_t(t) \). Observation of the system is done via \( P \) sensors:

\[
y(t) = C_1 u + C_2 u_t
\]  

(2.5)

where \( \text{dim } y(t) = P \) and (2.5) allows for position, velocity, acceleration, or combinations of these measurements. There would also be sensor and actuator dynamics associated with (2.4)-(2.5) but these dynamics have not been shown; they would be part of the assessment.

The performance desired of the SPS in terms of pointing accuracy, shape control, and solar orientation may be stated in terms of closed-loop transient and steady-state behavior or as a performance function, such as modal energy or pointing error, to be minimized. Both types of performance specification will be taken into account in this assessment.

From DPS theory, the dynamical behavior of the uncontrolled SPS structure is described by an infinite number of vibration modes - the rigid body (zero frequency) modes plus all the independent (resonant frequency) flex modes. In practice, finite element structural analysis techniques are used to produce approximate modal data (mode frequencies and mode shapes) which yields a large-scale, lumped parameter model of the SPS (i.e. a large but not infinite number of modes). This large scale model suffers from model error (i.e. error in the modal data) and unmodeled residual modes of the SPS.

In addition, although the large scale model can be used for analysis and computer simulation purposes, it is usually too large to use for an on-board, real-time controller. The limited capacity of such controllers will require that a reduced-order model of the SPS be produced; this entails selection of a smaller subset of modes (or an aggregation of modes)
that gives a reasonably faithful representation of the total system behavior. The active controller design would be based on this reduced-order model. Such a controller would take the form:

\[
\begin{aligned}
    f(t) &= H_{11} y(t) + H_{12} z(t) \\
    \dot{z}(t) &= H_{21} y(t) + H_{22} z(t)
\end{aligned}
\]

where \(\dim z(t) = S < \infty\). The controller dimension \(S\) and the parameters \(H_{11}, H_{12}, H_{21}, H_{22}\) would be determined directly from the reduced-order model of the SPS. The size of \(S\) and the operations involved in (2.6) are directly related to the capacity of the on-board control computer (or subcomputer).

2.2 Fundamental Research Problems for Active Control of SPS

The most fundamental control research problem for the SPS is the interaction of any on-board active controller (2.6), based on a reduced-order model, with the actual SPS structure (2.1)-(2.5). This structure-controller interaction occurs because of modeling error, control-device dynamics, and spillover due to modes not included in the reduced-order model (for "spillover", see [2]-[3]); this interaction is the most crucial research issue to be considered in this analysis. Other important issues to be assessed are the following:

1. selection of appropriate structure vibration modes to control to achieve desired system performance;
2. the effect of residual (uncontrolled) modes on system performance;
3. the effect of modeling error (i.e. modal approximation) on system performance;
4. the use of appropriate compensation, if needed, to counteract residual mode and model error effects.
(5) the effect of actuator and sensor dynamics on controller design and system performance;

(6) controller design with multiple distributed actuators and sensors;

(7) control device (actuator or sensor) location, quantity, and characteristics necessary to achieve the basic control objectives;

(8) examination of the trade-offs available in the basic control approaches, including structural design, passive dampers, direct output feedback, and modal control with compensation feedback and

(9) separation control of the SPS array structure from the microwave antenna to reduce the effect of vibrations in the main structure on the beam-pointing accuracy.

2.3 Approach

This analysis will use the flexible structure control theory of [2]-[6] to develop a general mathematical framework for the assessment of basic active control systems procedures for the SPS. The development of this framework will be the principle element of this assessment. It will be able to begin with a continuum description of SPS, or a finite element description, or even a simplified continuum model, such as a plate model, and follow through, in a "top-down" manner, to the basic controller logic and provide an assessment of the fundamental issues raised in Section 2.2. Particular emphasis will be given to making the framework broad enough to include new control trends, e.g. [7]-[9], and, yet, capable of yielding answers to the above issues and to the assessment of other approaches to (reduced-order) modeling, e.g. traveling-wave vs. modal descriptions of SPS. It will not be limited to the current SPS reference system [1].
This approach will emphasize:
(a) generic problems of SPS control;
(b) the basic design logic for controller synthesis;
(c) the trade-offs inherent in the basic control approaches for the attitude, figure, and pointing control tasks;
(d) the interrelationship and interaction of the overall structural design and its models with the active controller design and operation;
(e) the distributed parameter nature of the modeling, control and interaction problems.
REFERENCES FOR SECTION I


II. ACTIVE STRUCTURE CONTROL: CONTROLLER DESIGN AND INTERACTION ANALYSIS

Our basic objectives in this study are to develop fundamental controller synthesis approaches for SPS structure control and to assess the interaction of the SPS structure with its active controller(s). An implementable active structure controller is one which can make use of a wide variety of possible sensors and actuators to synthesize on-line, via digital computer(s), the feedback control commands necessary to maintain the structural shape, attitude, and/or pointing requirements in the presence of disturbances. Such a controller must be finite-dimensional. The controller dimension must not be too high because this dimension corresponds to the on-line computer capacity (i.e., the size of the memory and the speed of memory access).

The fundamental issue is the finite-dimensional, implementable control of an infinite-dimensional, distributed parameter structure. Any controller synthesis technique must produce finite-dimensional controllers for the distributed parameter structure; this will always involve some kind of model reduction of the infinite dimensional system. However, due to this model reduction, there will always be a controller-structure interaction with residual (unmodeled) structure dynamics. In general, the sources of controller-structure interaction are the following:

(a) structure modeling error (i.e., poorly known model parameters)
(b) unmodeled control device dynamics
(c) spillover due to structure dynamics unknown to the controller.

Therefore, it is not enough to produce active controller synthesis procedures for structural control; the controller-structure interaction
must be analyzed for any such procedure. This analysis is an intrinsic part of the problem and should be done with a view toward controller redesign for reduced interactions. Without a general mathematical framework which takes the above issues into account, it is impossible to handle the active structure control problem in any but a trial and error fashion.

In Paper A: Feedback Control of Dissipative Hyperbolic Distributed Parameter Systems with Finite Dimensional Controllers (presented at the 1979 IEEE Control and Decision Conference; revised and expanded version submitted to SIAM Journal of Control and Optimization) we have presented such a general mathematical framework for model reduction, controller synthesis, and interaction analysis. This framework is used to assess modal control approaches to active structures. In modal control, it is assumed that the vibration mode frequencies and mode shapes of the structure are known. A group of critical modes are chosen, e.g., by their excitability by the disturbance frequency spectrum or by their contribution to a performance index such as the microwave antenna pointing accuracy; the choice of critical modes is not a trivial issue by any means and merits further investigation. These critical modes form the reduced-order model of the structure. The modal controller is synthesized with only the critical mode data. In Paper A, the most general linear controller is considered; this allows trade-offs in the controller design, the number and location of control devices (actuators and sensors), and the on-line computer capacity. Very simple modal criteria are developed to assist the designer in assessing the available design trade-offs. The controller-structure interaction is analyzed, and bounds on spillover and modal error are produced; these bounds indicate
the tolerable levels of these interaction terms, for stable operation
of the active structure. When the bounds are satisfied it makes sense
to use the modal controller as designed; when they are not satisfied,
the designed controller should be used with caution and, more reasonably,
it should be redesigned or spillover compensation should be added. We
will say more later about spillover compensation. The mathematical
framework presented in Paper A is very general and can handle many other
types of active structure control; it is not limited to modal control.

The most common tool available to structural dynamicists is NASTRAN
which is a large-scale computer code based on a finite element analysis
of a structure. Approximate mode shapes and frequencies are available
from NASTRAN and can be used in active controller synthesis. The fact
that the modal data is approximate adds the effect of model error to that
of spillover to further complicate the controller-structure interaction.

In Paper E: Finite Element Models and Feedback Control of Flexible Aero-
space Structures, the structure control synthesis and analysis problem is
considered in detail for finite element models of the structure. Bounds
on tolerable model error and spillover are produced to indicate when an
implementable active controller based on a consistent finite element
approximation of a structure like SPS makes sense and can be expected
to operate stably.

Among the practical constraints on structure control, we are inclined
to assume that point actuators and sensors will be used; these may be
placed at many locations on the structure. In some special situations
a distributed actuator, e.g., use of electromagnetic field interaction
of the SPS and the earth, may be available. Such distributed actuators
and sensors are not excluded from the framework established in Paper A
and may be used to advantage when they exist.
It should be mentioned that in all of our work on active structure control we are talking about feedback or closed-loop control of the structure. In "Control-Structure Interaction in a Free Beam" by S. Shrivastava and R. Ried (NASA Report JSC 16699, May 1980), an energy approach is used to study the controller-structure interaction for a free beam with on-off thruster control. The paper illustrates the excitability of structure modes to such nonlinear control forces. This is certainly an important consideration; however, one should be careful not to draw many detailed conclusions from such an analysis because the control is open-loop. Many of the controller-structure interaction effects appear because of the feedback nature of active structure control. The analysis of Shrivastava and Ried aids in understanding the complex way in which a flexible structure responds to open-loop thruster loads; it is quite complementary to our analysis which considers linear forces generated by feedback control systems.

The above mentioned papers A and B are Appendices A and B of this report.
III. ACTIVE STRUCTURE CONTROL USING SINGULAR PERTURBATIONS

In the previous section, we presented a general framework for active structure control synthesis and analysis. It was based on a regular perturbation viewpoint, i.e., the spillover and model error terms were taken as perturbations of the desired system; this is how we arrived at our spillover and model error bounds for closed-loop stability. A different viewpoint which uses singular (as opposed to regular) perturbations is described and analyzed in Paper C: Reduced-Order Feedback Control of Distributed Parameter Systems Via Singular Perturbations (presented at the 1980 Princeton Conference on Information Sciences and Systems; revised version submitted to Journal of Mathematical Analysis and Applications) and Paper D: Stability of Distributed Parameter Systems with Finite Dimensional Compensators Via Singular Perturbation Methods (presented at 1980 International Congress on Applied Systems Research and Cybernetics). Applications of the general approaches to aerospace structures are discussed in Paper E: Closed-Loop Stability of Large Space Structures Via Singular and Regular Perturbation Techniques (presented at 1980 IEEE Control and Decision Conference).

The principal difficulty in applying the singular perturbation approach is to arrive at a physically meaningful singular formulation. When this can be done the system separates into a critical subsystem that must be controlled and a residual subsystem whose overall effect can be approximated statically. This makes the controller synthesis and analysis very different from that of Section II and we feel this justifies a separate section devoted to this approach.

No single approach to the active structure control problem can be
expected to yield all the answers. Each one has its special advantages and disadvantages in a given application. In this and the previous section, we have presented two very general viewpoints which incorporate the controller synthesis and the interaction analysis which we feel is crucial to the solution of this complex problem.

Papers C, D, and E are Appendices C, D, and E of this report.
Although the assessment approaches described in the previous sections may be applied to a wide variety of flexible structure models, including finite element models, we have chosen to look carefully at their application to a simple model of SPS and the (potentially) most difficult control problem: accurately pointing the microwave antennae on the flexible solar array structure. Of course, more detailed models will exhibit more aspects of this complex problem but we are operating on the trite-but-true principle: You have to start somewhere!

The generic model we have used for SPS is a flexible beam with lumped masses at both ends; this model was also considered in "Projected Models of Solar Power System" by J. Juang (Jet Propulsion Laboratory Engineering Memo 347-58, Feb. 1980).

The dynamics are given by:

\[
\begin{align*}
\ddot{u} + D_0 \dot{u} + A_0 u &= B_0 f \\
y &= C_0 u + E_0 \dot{u}
\end{align*}
\]  \hspace{1cm} (4.1)

where

\[
A_0 u = \alpha \frac{\partial^4 u}{\partial x^4} - \beta \frac{\partial^2 u}{\partial x^2}
\]  \hspace{1cm} (4.2)

with appropriate boundary conditions and \(u(x, t)\) is the transverse displacement off equilibrium of the beam of length \(l\). The damping operator \(D_0\) is chosen later; its form is not of great importance since it only adds a small amount of dissipation to the structure. We consider several actuator-sensor arrangements.
The performance index is given by:

\[ J = \int_0^\infty [E^2(0, t) + E^2(1, t) + \int R f] \, dt \]  \hspace{1cm} (4.3)

where the pointing error \( E(x, t) \) is given by:

\[ E(x, t) = \theta(x, t) - \theta_r(x) \]  \hspace{1cm} (4.4)

where \( \theta_r(x) \) is the desired pointing direction at the location \( x \) and

\[ \theta(x, t) = \frac{\partial^2 \{ x, t \}}{\partial x} \]

is the angle of the normal (or pointing) vector at location \( x \) at time \( t \). The control penalty term has a positive definite weighting matrix \( R \); this penalty term can be selected to keep the actuator commands within practical limits.

The system (4.2) together with the performance index (4.3) forms a distributed parameter (or pointing) vector at location \( x \) at time \( t \). The control penalty term has a positive definite weighting matrix \( R \); this penalty term can be selected to keep the actuator commands within practical limits.

The system (4.2) together with the performance index (4.3) forms a distributed parameter optimal control problem; this can be brought into the form of an optimal regulator by considering:

\[ e(x, t) = u(x, t) - u_r(x) \]  \hspace{1cm} (4.5)

where \( u_r(x) \) is chosen so that:

\[ \frac{\partial u_r}{\partial x} = \theta_r \]  \hspace{1cm} (4.6)

It is easily shown that

\[
\begin{align*}
\begin{cases}
\sigma_{tt} + 2 \sigma_t + \lambda_0 \sigma = \xi_0 f \\
y = \sigma_0 e + \xi_0 e_t + \sigma_0 u_r
\end{cases}
\end{align*}
\]  \hspace{1cm} (4.7)
when (as is the case by proper choice of $u_r$):

$$A_0 u_r = 0$$

we shall choose to measure

$$\tilde{y} = y - C_0 u_r$$

instead of $y$; this can always be done because $C_0 u_r$ is a known time-invariant term. Also, note that the pointing error becomes:

$$E(x, t) = \frac{\partial e}{\partial x}$$

Combining (4.5), (4.7), (4.9), (4.10), and (4.3), we obtain a distributed parameter optimal regulator problem, as desired. This problem may be analyzed using the methods of Paper A. We have developed active modal controllers by two straightforward methods:

(a) produce the infinite dimensional controller (which cannot be implemented) and truncate it to obtain the finite dimensional controller;

(b) truncate the distributed parameter system and performance index, and generate the finite dimensional controller from this reduced-order model.

The latter method seems the most natural from an engineering viewpoint. When the exact modes are known (as they are in this model), the two methods yield essentially the same controller.

This application and the study of its properties form the basis for the masters thesis of my research assistant, K. Mashayekhi; this thesis will be completed and available by June 1, 1981.
V. COMPENSATION OF THE CONTROLLER-STRUCTURE INTERACTION

1.0 Compensation by Structural Modification

Some alleviation of the controller-structure interaction may be obtained by purely structural modification or redesign. An optimal overall structural design may be done to redistribute the mass and increase the stiffness. From our control point of view, we need increased damping without serious loss of stiffness; since the stiffness is mainly a function of configuration and the damping is a function of materials and construction, this may be attainable with structural reconfiguration and use of composite materials. Also, we need to know the system parameters as well as possible; perhaps, an attempt should be made to structurally isolate subsystems or to yield a structure composed of well-approximated subsystems. One thing is very clear, the best compromise of structural stiffness vs. damping would be made in the preliminary design phase; such decisions require a basic understanding of the effects of structural configuration and materials to meet the mission requirements.

Structural add-ons include coatings to increase high frequency damping and (passive or active) member dampers to increase low frequency damping. The latter are especially desirable because it is the low frequency damping that most needs augmentation; perhaps, some combination of dampers plus a more sophisticated active control can be used to achieve the structural control requirements.

Of course, much of the structural design is constrained by factors other than the ultimate function of the overall structure, e.g., transportability and construction in orbit. Nonetheless, in the more distant
future we would expect to see control-configured structures, i.e.,
structure and active control designed and optimized as one integrated
package. Such an integrated optimization is not simply a matter of
producing a "super computer program"; a much deeper understanding of
structural behavior in the presence of active control will be required
to generate control-configured aerospace structures.
In general, we feel that structural modification alone is quite limited as a means to reduce the controller-structure interaction. The interaction problem occurs because of the combination of mechanical structure and control electronics; this suggests further use of electronic compensation as an alternative.

Actually, there are many ways to introduce this spillover compensation. The basic requirements are the following:

(a) compensation should be added-on to the existing controller

(b) compensation should not substantially increase the number of control devices or the dimension of the controller (i.e., the on-line computer capacity).

The methods we have investigated are prefiltering, cancellation, residual aggregation, and enhancement. Each of these has its advantages and disadvantages; none is a panacea. The most natural seems to be prefiltering, i.e., filtering the sensor outputs to reduce the spillover frequency components; however, phase distortion due to the filter can have as deleterious an effect on the stability as the spillover it removes.

We feel this area has not received sufficient attention; there are many promising directions for electronic compensation methods which need further investigation.

2.0 Special Purpose (Localized) Controllers

Decentralized control in general sounds like a good bet for active structure control. It has been used successfully in the area of electric
power generation and distribution; this application area has some surprising theoretical similarities to flexible aerospace structures. Therefore, we do not want to discount the possible benefits of a decentralized approach to structure control; however, we also do not want to forget the extremely difficult technical problems that continue to impede the development of a general theory of decentralized control.

Still, a localized approach has a great deal of merit if we exploit properties of the particular application. Specifically, the SPS microwave pointing problem might be attacked in the following localized way: treat the flexible antenna as the precision system, i.e., the one in need of accurate control, and the solar array as a disturbance system acting upon the antenna; try to design a disturbance counteracting control to point the antenna and simultaneously reduce disturbances from the solar array structure. Such an approach was first considered in "An Active Modal Control System Philosophy for a Class of Large Space Structures," by M. Balas and J. Canavin (presented at 1977 Blacksburg Symposium).

Of course, a centralized controller with a complete dynamic model of the array structure with antennae attached can do a much better job than the above-described localized control. However, the centralized controller is much more complicated and may prove impractical to implement while the more simple localized controller could be implemented and may prove to be nearly as effective as the centralized scheme. The trade-offs in such localized structure control schemes remain to be more carefully examined.
VI. PARAMETER ESTIMATION AND ADAPTIVE CONTROL OF STRUCTURES

Active control of structures is based on a complete knowledge of certain system parameters; for example, in modal control, the mode frequencies and mode shapes must be known (at least, the mode shapes must be known at the actuator-sensor locations). In practice, these parameters are poorly known and may vary with time. The control designer has two choices:

(a) make the design robust, i.e., capable of carrying out the control task even though the parameters have substantial error;

(b) make the design adaptive, i.e., use the sensor information to estimate poorly known parameters on-line and have the controller tune itself up.

It is difficult to produce robust controllers for highly accurate tasks without introducing unacceptably high gains; therefore, we have concentrated on the adaptive approach. However, one should certainly check the sensitivity of a given structure controller to parameter inaccuracies before proceeding with parameter estimation and/or adaptive control.

A general approach to parameter estimation and adaptive control for aerospace structures is presented in Paper F: Toward Adaptive Control of Large Structures in Space by M. Balas and C. R. Johnson, Jr. (from Applications of Adaptive Control, K. S. Narendra and R. Monopoli, eds., Academic Press, 1980). This paper was not written under this contract; however, we include it because it discusses the special problems of this field within the context of our general mathematical framework. In addition, some preliminary investigation (accomplished with NASA support
this year) on adaptive control of reduced-order systems is presented in Paper G: Reduced-Order Adaptive Controller Studies by C. R. Johnson, Jr., and M. Balas (presented at 1980 Joint Automatic Control Conference).

Papers F and G are Appendices F and G of this report.
VII. DISCUSSION AND CONCLUSIONS

No one who has worked in the field of aerospace structures would argue that active control of a structure as large and unruly as the proposed Satellite Power System is anything but a monumentally difficult task. Furthermore, no one but a fool or a madman would undertake to solve the basic SPS control problems in a one-year study. Hoping not to be judged the former and unsure about the latter, we have nevertheless undertaken the study of some of these problems under this contract.

Throughout this work, our emphasis has been on the generic problems and the distributed parameter nature of SPS active structure control with the goal of obtaining a deeper understanding of structure control technology by focusing on an extremely complicated and difficult structure. We have gone in many directions during this study; often, in order to cover as much ground as possible, we have developed a given direction only to the point where it began to reveal its potential. Still, this work is not without substance. We have developed a mathematical framework for the assessment of the active control of aerospace structures like (although not restricted to) the SPS. From this we have generated quite general techniques to:

(a) synthesize structure controllers from distributed parameter or finite element models of the structure;

(b) analyze the controller-structure interaction on the closed-loop stability;

(c) compensate, by structure or controller modification, to reduce the interaction effects.
This has been done within the constraints of maximum use of existing control and structure knowledge and tools, allowance for a variety of SPS models and configurations, and ability to include new developments in control and/or structure technology.

We have accomplished our principal objectives in this study:

(1) to develop basic active structure control approaches for SPS and assess the design trade-offs

(2) to develop mathematical methods to assess the effects of controller-structure interaction on the closed-loop stability

(3) to develop numerical methods to compute the stability bounds of (2).

This work has produced seven published papers and a masters thesis. We have presented various aspects of the work in several national conferences and in seminars at L. B. Johnson Space Center and the Jet Propulsion Laboratory throughout the year.

We hope our contributions and the perspective presented here will further the understanding of Satellite Power System control and active control of aerospace structures in general.
VIII. RECOMMENDATIONS FOR FUTURE RESEARCH IN LARGE AEROSPACE STRUCTURES

The research reported here has been on the development of systems theory. It is in this area that we shall make our principal recommendations.

Two areas, out of many which we have touched on in this report, stand out as major issues in the successful development of active structure control:

(1) **Structural modeling for active control**, i.e., modeling of the structure explicitly for feedback control purposes as opposed to assessment of dynamical behavior under external loads;

(2) **On-line parameter estimation and adaptive control**.

The first of these really is an indication of the different viewpoints of the structural dynamicist and the structural control designer; emphasis on this problem would go a long way toward a much-needed rapprochement of these two disciplines. One cannot realistically expect to operate large aerospace structures without some resolution of the second issue; yet, on-line parameter estimation and adaptive control techniques lead to some of the most complex theoretical issues in distributed parameter systems.

There is a clear need to look beyond the systems theory aspects of large aerospace structures and to begin to consider the development of ground-based, and eventually in-space, experiments in actively controlled structures. Of course, no successful ground-based experiment can begin to approach the dimensions of something like the SPS; however, this is not necessary to gain the basic understanding that is needed to cope with
this new area of technology.

Instead, we may begin to investigate particular structural behavior. For example, ground-based experiments to determine the dynamical behavior of flexible membranes attached to semi-rigid structures would help us to understand a major component of the SPS: the interaction of the solar-cell blankets with their supporting structure. Furthermore, active suspension control could be introduced into such an experiment to investigate its capacity to suppress the blanket vibrations without seriously increasing vibrations in the supporting structure - a clear application of the systems concepts developed in this report to design and assess the controller-structure interactions.

Other experiments in active control of beams and plates could be designed and carried out to assess the potential of active structures and to illuminate the problems. Although computer simulation is an excellent tool for analysis of structural behavior, it is only as good as the models of the phenomena to be studied. These models require substantial improvement in order to successfully predict the complex behavior of large aerospace structures. Such improvements can only grow out of a better understanding of structures and their interaction with control - an understanding which can be greatly aided by laboratory, and space-shuttle-based, experiments with generic structures.
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APPENDIX A-G
ABSTRACT

The class of dissipative hyperbolic distributed parameter systems is defined here; it includes many physical phenomena such as mechanically flexible structures and certain linear wave propagation problems. Feedback control theory for this class of systems is investigated. Although some results on infinite dimensional controllers are presented, the emphasis is on practical (i.e., finite dimensional) controllers based on reduced-order models of the distributed parameter system and the closed-loop operation of such controllers in the actual system. Sufficient conditions, in terms of "spillover" bounds for the unmodeled residuals, are presented for exponentially stable closed-loop operation.

1.0 INTRODUCTION

Many physical phenomena are best described by partial differential equations, e.g., [1], Chapt. 1, and hence, are distributed parameter systems (DPS). Several books have been written on DPS and control, e.g., [2]-[7], as well as a large number of papers, e.g., the surveys [8]-[9]; applications of DPS control range from mechanically flexible structures to wildfire suppression, e.g., the survey [10]. Our special area of interest has been application to large flexible aerospace structures, e.g., the surveys [11]-[12];
although the results obtained in this paper may be applied to such structures, they can be applied to a much larger class of problems, namely, dissipative hyperbolic DPS.

2.0 DISTRIBUTED PARAMETER SYSTEM DESCRIPTION: DISSIPATIVE HYPERBOLIC SYSTEMS

We consider DPS described by the following:

\[
\begin{align*}
\frac{\partial v(t)}{\partial t} &= A v(t) + B f(t), \\
v(0) &= v_0 \\
y(t) &= C v(t)
\end{align*}
\]

(2.1)

where the system state \( v(t) \) is in a Hilbert space \( H \) with inner product \( \langle \cdot, \cdot \rangle \) and associated norm \( ||\cdot|| \). The differential operator \( A \) is linear, time-invariant, has domain \( \text{D}(A) \) dense in \( H \), and generates a \( C_0 \) semigroup \( U(t) \) on \( H \). The DPS is called dissipative hyperbolic here when the semigroup \( U(t) \) has the following "growth" property:

\[
U(t) : \leq M_0 e^{\epsilon t}, \quad t \geq 0
\]

(2.2)

where \( \epsilon > 0 \) and \( M_0 > 1 \); when \( \epsilon > 0 \), we say the DPS is strictly dissipative. If \( \epsilon = 0 \), we assume \( M_0 = 1 \). For more details on semigroups, see [6]-[7], [13]-[14].

The control is introduced via \( M \) inputs:

\[
3 f(t) = \sum_{i=1}^{M} b_i f_i(t)
\]

(2.3)

where the actuator influence functions \( b_i \) are in \( H \). The system is observed via \( P \) sensors whose outputs \( y_j(t) \) form the vector \( y(t) = [y_1(t), \ldots, y_P(t)]^T \).
and are given by

\[ y_j(t) = (c_j, v(t)) \]  

(2.4)

where the sensor influence functions \( c_j \) are in \( H \). The rank of the input operator \( \mathcal{B} \) is \( M \) and that of the output operator \( \mathcal{C} \) is \( P \). In most UPS applications the control and observation must be done with a finite number of devices; hence, these restrictions on \( \mathcal{B} \) and \( \mathcal{C} \) are natural. Usually, the control devices will be localized, i.e., the influence functions \( b_i \) and \( c_j \) will be nearly Dirac delta functions.

The class of dissipative hyperbolic systems includes mechanically flexible structures, where \( \xi \) is related to the natural or materials damping in the structure, and certain wave propagation problems which are described by symmetric hyperbolic systems of partial differential equations, e.g., [15]; in fact, it includes most oscillatory DPS. It does not include (so called) parabolic problems like the heat equation; for these systems, the semigroup \( \mathcal{U}(t) \) is holomorphic [16] and the control problems are somewhat different.

Control of parabolic DPS has been considered in, for example, [5], [16]-[19].

Our control approach to dissipative hyperbolic DPS emphasizes implementability, i.e., from the sensor outputs \( y(t) \) in (2.4), the controller must synthesize control commands \( f(t) \) in (2.3) to adequately stabilize and improve the performance of the DPS, and these commands must be synthesized with an on-line computer. Consequently, the control synthesizer must be a finite dimensional dynamical system (usually of low dimension). This places reasonable, practical constraints on the DPS control problem [20].

Infinite dimensional controller results are presented in Sec. 3, reduced order modeling and implementable controllers are discussed in Secs. 4 and 5. Our main results on closed-loop stability are presented in Sec. 5 with
application of these concepts to control of large flexible structures in Sec. 7 and general conclusions in Sec. 8.
3.0 INFINITE DIMENSIONAL CONTROLLER

Although the results presented in this section may not be implementable (and, in many applications, they are not), they do give some insight into the DPS control problem.

Control laws for DPS, as in the case for lumped parameter systems, often take the form of gains multiplying full state feedback:

\[ f^*(t) = G v(t) \]  

(3.1)

where \( G \) is a bounded control gain operator; this is especially true when a performance index is optimized, e.g., [6], Chapt. 14. However the states \( v(t) \) for a DPS are in an infinite dimensional space and, in most cases, cannot be recovered with a finite number of sensors as in (2.4). Consequently, one is led to a state estimator (again, as in the lumped parameter case) of the form:

\[
\begin{cases}
\frac{\dot{\hat{v}}(t)}{\dot{}t} = A \hat{v}(t) + B f(t) + K y(t) - \dot{\hat{y}}(t), \quad \hat{v}(0) = 0 \\
\dot{\hat{y}}(t) = C \hat{v}(t)
\end{cases}
\]  

(3.2)

where \( K \) is a bounded estimator gain operator constructed so that \( \hat{v}(t) \) remains in \( D(A) \). The estimator error, \( e(t) := \hat{v}(t) - v(t) \), satisfies

\[
\frac{\dot{e}(t)}{\dot{}t} = (A - K C) e(t), \quad e(0) = -v_0
\]  

(3.3)

It is natural to take the control law

\[ f(t) = 3 \dot{\hat{y}}(t) = G v(t) + 3e(t) \]  

(3.4)

in place of (3.1) and hope for the best.

The following theorem gives sufficient conditions for the exponentially stable operation of the infinite-dimensional controller (3.2) and
THEOREM 3.1

If \((A, B)\) and \((A^*, C^*)\) are exponentially stabilizable, then there exist bounded operators \(G\) and \(K\) such that the infinite dimensional controller produces an exponentially stable closed-loop system and \(\hat{v}(t)\) converges exponentially to the DPS state \(v(t)\).

The proof of this theorem uses results from [21] and appears in Appendix I; a DPS \((A, B)\) of the form (2.1) is exponentially stabilizable if a bounded gain operator \(G\) exists which causes the semigroup \(U_1(t)\) generated by \(A + B G\) to satisfy

\[
||U_1(t)|| \leq M_1 e^{-\varepsilon_1 t}, \quad t > 0
\]

where \(M_1 \geq 1\) and \(\varepsilon_1 > 0\).

It is known from [22] that, if \(\varepsilon = 0\) in (2.2), then neither \((A, B)\) nor \((A^*, C^*)\) can be exponentially stabilizable because \(B\) and \(C^*\) are finite rank (and, hence, compact). This means that, if the open-loop DPS is not strictly dissipative (no matter how small \(\varepsilon\) is), then no amount of controller feedback will make the closed-loop system exponentially stable.

The infinite dimensional controller may also be written in convolution form:

\[
f(t) = \int_0^t G\hat{U}(t - \tau) K y(\tau) \, d\tau
\]

where \(\hat{U}(t)\) is the \(C_0\) semigroup generated by \(A + B G - K C\). However, it may not be possible to implement either (3.6) or (3.2) and (3.4) with finite dimensional devices. Of course, either version of the infinite dimensional controller may be approximately implemented and this is the subject of the next section.
4.0 REDUCED-ORDER MODELS OF DPS

Even though the underlying structure of a DPS may be described by (2.1)-(2.4) and, hence, is infinite dimensional, the controller may have to be based on a finite dimensional approximation of the original DPS, in order to be implementable in the sense of Section 2.0. Such an approximation or reduced-order model (ROM) is a projection (not necessarily orthogonal) of the DPS on \( H \) onto an appropriate finite dimensional subspace \( H_N \) of \( H \). The ROM subspace \( H_N \) has dimension \( N \) and its projection is denoted by \( P_N \); the residual subspace \( H_R \) associated with \( H_N \) completes the decomposition \( H = H_N \oplus H_R \) and its projection is denoted by \( P_R \). The total DPS state \( v \) is the sum of the ROM state \( v_N = P_N v \) and the residual state \( v_R = P_R v \):

\[
v(t) = v_N(t) + v_R(t)
\]  

(4.1)

The choice of subspace \( H_N \) and the projection \( P_N \) completely specifies the residual subspace \( H_R \) and its corresponding projection \( P_R \); this choice is usually dictated by the physical application and knowledge (or lack of knowledge) about the specific DPS involved. In many situations, the partial differential equations or the corresponding boundary conditions are too complicated to permit simple closed-form solutions. Consequently, an approximation of DPS, such as the Rayleigh-Ritz-Galerkin or finite element method, [23]-[24], must be used to deal with the problem numerically; this is one way to produce a ROM of the DPS but it is by no means the only way to generate such approximations.

We will restrict our attention in this paper to consideration of ROM's obtained from projection (not necessarily orthogonal) onto a pair of reducing subspaces \( H_N, H_R \) for the differential operator \( A \), i.e., the following
conditions hold:
\[
H = H_N \oplus H_R \tag{4.2a}
\]
\[
P_N (D(A)) \subseteq D(A) \tag{4.2b}
\]
\[
P_N A P_R v = 0 \tag{4.2c}
\]
\[
P_R A P_N v = 0 \tag{4.2d}
\]

From [25], p. 172, these conditions are equivalent to the condition that

\[P_N\] commutes with \(A\):

\[
v \in D(A) \Rightarrow P_N v \in D(A) \tag{4.3a}
\]
\[
A P_N v = P_N A v \tag{4.3b}
\]

Of course, \(P_R\) also commutes with \(A\).

Throughout the rest of this paper, any ROM considered for (2.1) will be based on some pair of reducing subspaces \(H_N\) and \(H_R\) for \(A\). The projection onto these subspaces may or may not be orthogonal; when it is orthogonal, we will have \(H_R = H_N\) and

\[
\|v\|^2 = \|v_N\|^2 + \|v_R\|^2 \tag{4.4}
\]

and

\[
\|P_N\| = \|P_R\| = 1 \tag{4.5}
\]

An example of reducing subspaces occurs when \(H_N\) is a modal subspace, i.e.,

\[
H_N = \text{span} \{\psi_1, \ldots, \psi_N\}
\]

where \(A \psi_k = \lambda_k \psi_k\) for eigenvalues \(\lambda_k\) with corresponding eigenfunctions \(\psi_k\); these eigenvalues \(\lambda_k\) must be separated from the rest of the spectrum of \(A\) (i.e., a rectifiable, simple closed curve can be drawn in the complex plane
so as to enclose an open set containing $\lambda_1, \ldots, \lambda_N$ in its interior and the rest of the spectrum of $A$ in its exterior). From [25], p. 178, $H_N$ and $H_R$ form a pair of reducing subspaces for $A$ and $A_N \equiv P_N A P_N$ is a finite dimensional operator whose spectrum is exactly \{\lambda_1, \ldots, \lambda_N\} while the spectrum of $A_R \equiv P_R A P_R$ is the rest of the spectrum of $A$. Note that the projections are orthogonal when $A$ is normal [25], p. 277.

We emphasize that other reducing subspaces may exist for $A$ but the modal one is useful when a finite set of separable eigenvalues, and their corresponding eigenvectors, can be found; this is the case, for example, when $A$ has compact resolvent ([25], p. 187). Also, the modal subspace is physically reasonable for producing ROMs of many DPS such as mechanically flexible structures. It should be noted that, when the exact modes are not immediately available (even though they may be known to exist) and approximate modes are used for $H_N$, the subspaces $H_N$ and $H_R$ are not necessarily reducing subspaces.

We have the following result for dissipative hyperbolic DPS:

**THEOREM 4.1**

If $H_N$ and $H_R$ are reducing subspaces for $A$ in (2.1), then this DPS decomposes into

$$\dot{v}_N(t) = A_N v_N(t) + B_N f(t), \quad v_N(0) = P_N v_0$$

(4.6)

$$\frac{3v_R(t)}{3t} = A_R v_R + B_R f, \quad v_R(0) = P_R v_0$$

(4.7)

$$y(t) = C_N v_N(t) + C_R v_R(t)$$

(4.8)

where $v_N = P_N v$, $v_R = P_R v$, $A_N = P_N A P_N$, $B_N = P_N B$, $C_N = C P_N$, etc.

In addition, the projections $P_N$ and $P_R$ commute with the semigroup $U(t)$ generated by $A$ and $A_R$ generates the $C_0$ semigroup $U_R(t) \equiv P_R U(t) P_R$.
with the growth property:

\[ ||U_R(t)|| \leq M_R e^{-st}, \quad t \geq 0 \]  \hspace{1cm} (4.9)

where \( M_R = ||P_R|| M_0 \) with \((M_0, \varepsilon)\) as in (2.2).

The proof of this theorem uses results in [25] and appears in Appendix II.

The ROM corresponding to the projection of (2.1) onto the reducing subspaces \( H_N \) and \( H_R \) is defined by (4.6) and (4.8) with \( C_R \) assumed zero:

\[
\begin{align*}
\dot{v}_N(t) &= A_N v_N(t) + B_N f(t), \quad v_N(0) = P_N v_0 \\
\dot{y}(t) &= C_N v_N(t)
\end{align*}
\]  \hspace{1cm} (4.10)

or (4.10) may be abbreviated as \((A_N, B_N, C_N)\). In particular, when \( H_N \) is the modal subspace for \( N(\text{separated}) \) eigenvalues of \( A \), we call the corresponding ROM - the modal ROM.

The interaction terms \( B_R f \) and \( C_R v_R \) are called control and observation spillover, respectively. It is through these terms that a feedback controller can interact with the residual subsystem (4.7). This would not be the only interaction if the ROM had been based on nonreducing subspaces for \( A \); in that case model error terms - \( P_N A P_R v_R \) and \( P_R A P_N v_N \) - would have appeared in (4.6) and (4.7), respectively. However, these terms are zero when reducing subspaces are used for the ROM (as pointed out in Theorem 1).

Henceforth, the ROM \((A_N, B_N, C_N)\) will be assumed to be controllable and observable. It is not difficult to verify whether a given ROM satisfies this assumption via the usual finite dimensional space techniques; when the modal ROM is used, it is especially easy to verify, e.g., [12].

5.0 IMPLEMENTABLE FEEDBACK CONTROLLERS FOR DPS

The performance of the controlled DPS will usually be expressed in
terms that can be accomplished with ROM state feedback, e.g., pole placement or optimization of a performance index for the ROM. For example, when the modal ROM is used, the modes chosen would be the most critical (i.e., easily excited by whatever disturbance sources are present) modes; increased damping and/or stiffening of these modes would be the main goal of feedback control. We will suppose that the desired control law for the DPS (2.1) is given (or adequately approximated) by

$$f^*(t) = G_N v_N(t)$$  \quad (5.1)$$

where the gain operator $G_N$ can be selected via pole placement or optimal regulator methods, [26], applied to the ROM (4.10).

If this control law (5.1) could be implemented, the closed-loop system (2.1) and (5.1) would have the form (using (4.6)-(4.7)):

$$\dot{v}_N(t) = (A_N + B_N G_N) v_N(t)$$  \quad (5.2)$$

$$\frac{3v_R(t)}{3t} = B_R G_N v_N(t) + A_R v_R(t)$$  \quad (5.3)$$

where $v(t) = v_N(t) + v_R(t)$. The closed-loop stability of (5.2)-(5.3) would follow from the result:

**THEOREM 5.1**

Let the control law be given by (5.1). If $(A_N, B_N)$ is controllable, then $G_N$ can be chosen so that $\Delta_N = \sigma_N - \varepsilon > 0$ and

$$\|v(t)\| \leq M_0 M_N M^* e^{-\varepsilon t} \|v_0\|, \quad t \geq 0$$  \quad (5.4)$$

where

$$M^* \equiv \begin{cases} \|P_N\| + \|P_R\| + \|z_N\| \|P_R\| \|P_N\| \\ (1 + z_N^2)^{1/2} \end{cases}$$

if nonorthogonal projections $P_N$ and $P_R$ are used

if orthogonal projections are used
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and \( c_N = B/A \), \( \beta = \| B_{R} R_{N} \| \) (the control spillover coefficient),

\[
\overline{A}_N = A_N + B_N G_N \text{ generates } e_N^t \text{ with }
\]

\[
\| e_N^t \| \leq M_N e^{-\sigma_N t}, \quad t \geq 0
\]

(5.5)

and \( (M_0, \sigma) \) are as in (2.2).

The proof of this theorem appears in Appendix III. Note that only control spillover \( \beta \) is present in (5.4); this is because direct access to \( v_N(t) \) has been assumed.

Of course, one rarely has direct access to the ROM states \( v_N(t) \); at best, one could try to recover them from the outputs of \( P = N \) sensors but observation spillover would interfere with this approach. Therefore, the control law (5.1) can not be exactly implemented (except in the special case that the observation spillover in (4.8) is zero). Instead, estimates of \( G_N v_N(t) \) must be generated from the sensor outputs \( y(t) \). This can be done via the following implementable, finite dimensional controller:

\[
\begin{align*}
  f(t) &= H_{11} y(t) + H_{12} z(t) \quad (5.6a) \\
  \dot{z}(t) &= F z(t) + H v(t) + E f(t), \quad z(0) = 0 \quad (5.6b)
\end{align*}
\]

where \( \text{dim } z = S \leq N = \text{dim } v_N \).

Let \( e_N(t) = z(t) - T_N v_N(t) \) and, from (4.6), (4.8) and (5.5b), we obtain:

\[
\begin{align*}
  \dot{e}_N(t) &= F e_N(t) + H C_R v_R(t) \quad (5.7) \\
  e_N(0) &= -T_N P_N v_0 \\
\end{align*}
\]

when the following assumptions are made about \( T_N \) and \( E \):

\[
F T_N - T_N A_N + H C_N = 0 \quad (5.8)
\]

\[
E = T_N B_N \quad (5.9)
\]
We will assume that the matrix $F$ can have any desired stability margin $\sigma_F$, i.e.,

$$||e^Ft|| \leq M_F e^{-\sigma_F t}, \quad t \geq 0$$  \hfill (5.10)

This means that $F$ can be chosen so that it shares no common eigenvalues with $A_N$; therefore, by [27], Chapt. 8, there will exist a unique solution $T_N$ of (5.8) and hence, $E$ can be chosen to satisfy (5.9).

From (5.6a) and the definition of $e_N(t)$, we obtain:

$$f(t) = G_N \psi_N(t) + H_{12} e_N(t) + H_{11} C_R \psi_R(t)$$  \hfill (5.11)

when we make the assumption that $H_{11}$ and $H_{12}$ can be chosen to satisfy:

$$H_{11} C_N + H_{12} T_N = G_N$$  \hfill (5.12)

This last assumption, plus (5.10), can be satisfied when $N - P < S < N$, e.g., [28], but it can often be satisfied for $S < N - P$, e.g., [29]; the special case $S = N$ is the usual full state estimator or Kalman filter based on the ROM, e.g., [30]. Therefore, the assumptions (5.10) and (5.12) can always be satisfied by some implementable controller (5.6) whose dimension $S$ is less than $N$; the actual design of such a controller is a well-studied problem in finite dimensional space and will not concern us further; such a controller may be synthesized directly with a digital computer, [26], Chapt. 6. However, please note that the design of the controller (5.6), and all necessary assumptions, can be done entirely in terms of the ROM. This is a reasonable approach since the residual subsystem parameters ($A_R, B_R, C_R$) may be much less accurately known than those for the ROM; in most cases only bounds on these parameters would be available in practice.

The question remains: How well can this implementable controller be made to perform? This is the subject of the next section.
6.0 CLOSED-LOOP OPERATION OF THE IMPLEMENTABLE ROM-BASED CONTROLLER

Even though the design of the controller (5.6) is based entirely on the ROM (4.10), this controller must operate in closed-loop with the actual DPS (4.6)-(4.8). Consequently, the residual subsystem (4.7) is involved in this operation via the control and observation spillover terms. It is a rare situation when these spillover terms are zero; this occurs if the actuator and sensor influence functions $b_i$ and $c_j$ lie entirely in the ROM subspace $H_N$. Most practical DPS problems will involve a certain amount of spillover even though it may be small; this can lead to degraded performance and, in some instances, instability [30].

Let $\mathbf{q}(t) = \mathbf{C} \mathbf{N}(t) e_N(t)^T$. From (4.6)-(4.9), (5.7) and (5.11), we obtain the closed-loop system:

\[
\begin{align*}
\dot{\mathbf{q}}(t) &= \mathbf{A}_{11} \mathbf{q}(t) + \mathbf{A}_{12} \mathbf{v}_R(t) \\
\frac{3 \mathbf{v}_R(t)}{\partial t} &= \mathbf{A}_{21} \mathbf{q}(t) + \mathbf{A}_{22} \mathbf{v}_R(t)
\end{align*}
\]

where

\[
\mathbf{A}_{11} = \begin{bmatrix} A_N + B_N G_N & B_N H_{12} \\ 0 & F \end{bmatrix},
\]

\[
\mathbf{A}_{12} = \begin{bmatrix} B_N H_{11} C_R \\ H C_R \end{bmatrix},
\]

\[
\mathbf{A}_{21} = \begin{bmatrix} B_R G_N & B_R H_{12} \end{bmatrix}, \quad \text{and} \quad \mathbf{A}_{22} = A_R + B_R H_{11} C_R
\]

with the initial conditions $\mathbf{q}_0 = [\mathbf{B}_N \mathbf{v}_0, -\mathbf{B}_N \mathbf{v}_0^T]$ and $\mathbf{v}_R(0) = \mathbf{B}_R \mathbf{v}_0$. Define

\[
||\mathbf{q}(t)|| = (||\mathbf{v}_N(t)||^2 + ||\mathbf{e}_N(t)||^2)^{1/2}
\]

We have the following useful result:
THEOREM 6.1

If no observation spillover is present \((C_R = 0)\) in (6.1), then \(F\) can be chosen so that \(\Delta_C = \sigma_F - \sigma_N > 0\) and

\[
\|q(t)\| = (\|v_N(t)\|^2 + \|e_N(t)\|^2) \leq M_C e^{-\sigma_N t} \|q(0)\|, \quad t \geq 0 \quad (6.3)
\]

where

\[
M_C \leq M_N M_F (1 + \frac{||B_N H_1|| ||T_N||}{\Delta_C}) \quad (6.4)
\]

and \((M_N, \sigma_N), (M_F, \sigma_F)\) are as in (5.5) and (5.10), respectively.

The proof of this result appears in Appendix IV. Note that (6.4) is not the only bound for \(M_C\); in fact, the "sharper" we can make the bound on \(M_C\), the better our later results become.

The next two results are the principal ones in this paper; they give sufficient conditions for exponential stability of the closed-loop system in terms of spillover bounds:

THEOREM 6.2

Assume that \((A_N, B_N, C_N)\) is controllable and observable, that \(S_N\) is chosen in (5.12) so that \(\Delta_N = \sigma_N - \varepsilon > 0\), and that \(F\) is chosen in (5.6b) so that \(\sigma_F > \sigma_N\). If no observation spillover is present (i.e., \(C_R = 0\)), then the closed-loop system (6.1) satisfies:

\[
\|w(t)\| \leq M_C M_G M^* e^{-\varepsilon t} \|w_0\|, \quad t \geq 0 \quad (6.5)
\]

where
\[ w(t) = [v_N^T(t) \ e_N^T(t) \ v_R^T(t)]^T. \]

\[ v(t) = v_N(t) + v_R(t). \]

\[ ||w(t)|| = (||v(t)||^2 + ||e_N(t)||^2)^{1/2} \] and \( M^* \) is given by (5.4) in Theorem 5.1 and \( M_c \) is bounded as in (6.4) in Theorem 6.1.

The proof of this theorem appears in Appendix V.

**THEOREM 6.3**

Let the open-loop system (2.1) be a strictly dissipative hyperbolic DPS (i.e., \( \epsilon > 0 \)). Under the same assumptions as Theorem 6.2 except that observation spillover is present, the closed-loop system (6.1) stability margin is at least \( \epsilon' \) where

\[ \epsilon' = \epsilon - M_c M_0 M^* \gamma \] (6.6)

when \( \gamma = ||B|| + ||H_1 C_R|| + ||H C_R|| \) is sufficiently small \( \epsilon' > 0 \). In that case,

\[ ||w(t)|| \leq M_c M_0 M^* e^{-\epsilon' t} ||w_0||, \ t \geq 0 \] (6.7)

The proof of this theorem appears in Appendix VII. There is no point in considering such a result when (2.1) is not strictly dissipative hyperbolic, because \( \epsilon' \) could not ever by positive in (6.6).

**7.0 APPLICATION: CONTROL OF FLEXIBLE STRUCTURES**

Feedback control of vibrations in mechanically flexible structures has application to many current engineering problems. Control of flexible structures, in general, was addressed in [30], [36] and [38]. A new applica-
The current control theory trends in this area have been surveyed in [12].

The results obtained in this paper have direct application to control of flexible structures, in general, and large aerospace structures, in particular; this application will be discussed in this section in order to illustrate the use of the results of Sec. 6.0. This section will follow the format established in [38]; for clarity's sake, some of the format will be repeated here.

We consider the class of flexible systems that can be described by a generalized wave equation; this represents the idealization of many mechanically flexible structures. The generalized wave equation is given by:

\[
\frac{\partial^2 u}{\partial t^2} + b \frac{\partial u}{\partial t} + A_0 u = F
\]  

which relates the vector of displacements \( u(x,t) \) of a body \( \Omega \), a bounded open set with smooth boundary \( \partial \Omega \) in \( n \)-dimensional Euclidean space \( \mathbb{R}^n \), to the applied control forces \( F(x,t) \). The operator \( A_0 \) is a time-invariant, symmetric differential operator with compact resolvent and lower semibounded spectrum. The domain \( D(A_0) \) of \( A_0 \) is dense in the Hilbert space \( L^2(\Omega) \) with \( (\cdot,\cdot) \) denoting the usual inner product and \( \| \cdot \| \) denoting the associated norm. The natural damping in the structure is modeled by the term \( b \frac{\partial u}{\partial t} \) where \( b \) is a non-negative constant. The control forces

\[
F(x,t) = M f(t) = \sum_{i=1}^{M} b_i(x) f_i(t)
\]

are provided by \( M \) actuators with influence functions \( b_i(x) \). The displacements are measured by \( P \) averaging sensors

\[
y(t) = C_0 u(x,t)
\]

where \( y_j(t) = \int_{\Omega} c_j(x) u(x,t) \, dx \) with \( j = 1, 2, \ldots, P \). The actuator and sensor functions \( b_i(x) \), \( c_j(x) \) are in \( L^2(\Omega) \) and normalized to have unit integral.
When the support of \( b_i(x) \) is in a small neighborhood of a point \( x_i \), we say it is a point actuator and, similarly, we define a point sensor. The point actuator and point sensor situation is of special interest here. This class of distributed parameter systems includes interior and boundary control of vibrating strings, membranes, thin beams and thin plates. Although, only displacement sensors are considered in (6.3), this is not a restriction – more general sensors may be modeled.

It is well known ([25], p. 277) that the spectrum of \( A \) contains only isolated eigenvalues \( \lambda_k \) with corresponding eigenfunctions \( \varphi_k \) such that
\[
\lambda_1 \leq \lambda_2 \leq \ldots
\]
and \( A \varphi_k = \lambda_k \varphi_k \). We will assume that \( \lambda_1 \) is positive. The resonant mode frequencies \( \omega_k \) of the structure are given by \( \omega_k = (\lambda_k)^{1/2} \) and the corresponding eigenfunctions \( \varphi_k \) are the mode shapes. Thus \( A \) satisfies
\[
(A_0 u, u) \geq a ||u||^2, \quad a > 0
\]
and has a square root \( A_0^{1/2} \). Every vector \( u \in L^2(\Omega) \) has a unique representation
\[
u(x) = \sum_{k=1}^{\infty} u_k \varphi_k(x)
\]
where \( u_k = \int_\Omega u \varphi_k dx \) and we define the orthogonal projections \( p_N, p_R \) by
\[
p_N u = \sum_{k=1}^{N} u_k \varphi_k
\]
\[
p_R u = \sum_{k=N+1}^{\infty} u_k \varphi_k
\]
Let \( V \) be the domain of \( A_0 \) and \( W \) be the domain of \( A_0^{1/2} \). A new operator \( A \) is defined in \( H \) by
\[
a) \quad D(A) = V \times W \cong H;
\]
\[
b) \quad A \begin{bmatrix} u \\ w \end{bmatrix} = \begin{bmatrix} w \\ -bw - A_0 u \end{bmatrix} \text{ for } u \in V, \ w \in W
\]
The energy inner product \( (\cdot, \cdot)_E \) is defined on \( H_1 \) by
\[
\begin{bmatrix}
u_1 \\ w_1 \\
\end{bmatrix}_E \cdot \begin{bmatrix}
u_2 \\ w_2 \\
\end{bmatrix}_E = (A_0 \frac{1}{2} u_1, A_0 \frac{1}{2} u_2) + (w_1, w_2)
\]
(6.8)
for \( u_1, u_2 \in V \) and \( w_1, w_2 \in W \), and the Hilbert space \( H \) is defined as the closure of \( H_1 \) in this energy inner product. The associated energy norm is denoted by \( \| \cdot \|_E \) and is a measure of the total potential and kinetic energy in \( (u, \frac{3u}{\partial t}) \) where \( u \) is a solution of (6.1). Let \( v = [u^T, \frac{3u}{\partial t}]^T \) be in \( H \) and write (6.1), (6.2) and (6.3) as
\[
\begin{aligned}
\frac{3v}{\partial t} &= Av + Bf, \quad v_0 \in H_1 \\
y &= Cv
\end{aligned}
\]
(6.9)
where \( B = \begin{bmatrix} 0 \\ B_0 \end{bmatrix} \) and \( C = [C_0 0] \); this is in the form (2.1).

It is easy to see that
\[
v = \sum_{k=1}^{\infty} \begin{bmatrix} u_k \\ \dot{u}_k \end{bmatrix}_{\dot{\cdot}k}
\]
(6.10)
and \( \|v\|_E^2 = \sum_{k=1}^{\infty} (\dot{u}_k^2 + u_k^2) \). Also, \( A \) generates a \( C_0 \) semigroup \( U(t) \) by [14] p. 1159. The following result, due to Goldstein and Rosencrans [39], gives conditions under which this semigroup \( U(t) \) satisfies (2.2) and hence (6.9) is a (strictly) dissipative hyperbolic system:

if \( b < 2a \) then
\[
\|v(t)\|_E^2 \leq \gamma e^{-bt} \|v(0)\|_E^2, \quad t \geq 0
\]
(6.11)
where \( \gamma = [1-(b/2a)][1-(b/2a)]^{-1} \). Consequently, \( U(t) \) satisfies (2.2) with \( M_0 = (\gamma)^{1/2} \) and \( \varepsilon = b/2 \). Note that the hypothesis for this result means that \( \varepsilon < a \), i.e. the damping must be smaller than the square of the lowest
mode frequency. Another bound of the type (6.11) is available in [36] without
the restriction $\varepsilon < a$; however, the damping coefficient $b$ is not quite so
directly related to $\varepsilon$ in (2.2). The bound used above will be very convenient
to illustrate our results.

Recalling (6.6), we define the projections $P_N$, $P_R$ on $H$ by

$$
P_N \begin{bmatrix} u \\ w \end{bmatrix} = \begin{bmatrix} p_O^N u \\ p_O^N w \end{bmatrix}$$

$$
P_R \begin{bmatrix} u \\ w \end{bmatrix} = \begin{bmatrix} p_O^R u \\ p_O^R w \end{bmatrix}
$$

and note that they are orthogonal in the energy inner product and that $H_N = P_N H$ and
$H_R = P_R H$ form reducing subspaces of $H$, as described in Sec. 4.0. In fact, $H_N$ is a modal
subspace, and $v_N = P_N v$ and $v_R = P_R v$ satisfy (4.1), (4.4)-(4.5). Consequently, the
system (6.9) partitions into the form (4.6)-(4.8), and the corresponding modal
ROM is given by (4.10) where $A_N$, $B_N$, $C_N$ may be identified with the matrices

$$
\begin{bmatrix} 0 & I_N \\ -A_N & -b I_N \end{bmatrix}, \begin{bmatrix} 0 \\ B_N^O \end{bmatrix}, \begin{bmatrix} C_N^O & 0 \end{bmatrix}
$$

respectively, with $A_N = \text{diag} [\lambda_1, \ldots, \lambda_N]$, $B_N^O = [(x_j, x_k)]^T$, and $C_N^O = [(c_j, c_k)]$. Thus, the controllability and
observability of the ROM can be determined from $(A_N, B_N^O, C_N^O)$ when the damping
$b$ is small ([38], Theorem 2.1). Of course, it is quite easy to assess the con-
trollability and observability of this latter system and the conditions depend
on the interaction of the actuator-sensor influence functions with the mode
shapes $\phi_1, \ldots, \phi_N$.

If the ROM is controllable and observable, the usual finite-dimensional
state space controller can be designed based on the modal ROM (e.g. [26]). It
has the form:
\[ f(t) = G_N \dot{y}_N(t) \]  
\[ \begin{cases} 
\dot{\hat{y}}_N(t) = A_N \hat{y}_N(t) + B_N f(t) + K_N (y(t) - \hat{y}(t)) \\
\hat{y}(t) = C_N \hat{y}_N(t), \hat{y}_N(0) = 0 
\end{cases} \]  
(6.13)  
(6.14)

This is a particular case of (5.6) with dimension \( S = 2N \) (twice the number of modes in the ROM) and parameters: \( H_{11} = 0, H_{12} = G_N, F = A_N - K_N C_N, H = K_N \) and \( E = B_N \). Also, note that \( e_N(t) = \hat{y}_N(t) - y_N(t) \), i.e. \( T_N = I_{2N} \). Since ROM is controllable and observable, \( G_N \) and \( K_N \) can be chosen to achieve (5.5) and (5.10) with any desired stability margins \( \gamma_N \) and \( \gamma_F \).

Thus, (6.13)-(6.14) represents an implementable (finite dimensional) modal controller for the flexible structure (6.1)-(6.3), or equivalently (6.9). It is based on a modal ROM, i.e. it is designed to control the first \( N \) modes of the structure (of course, different sets of \( N \) modes could have been used - it is not necessary that they be the first \( N \) modes). The basic assumption made in synthesizing such a modal controller is that the \( N \) modes chosen for control will adequately represent the important vibrational behavior of the whole flexible structure; this assumption can often be satisfied in practice, and it is the basis for many structure controllers.

Having synthesized an implementable modal controller to adequately tailor the vibrational response of \( N \) critical modes in the flexible structure, we must not think we are done. The closed-loop behavior of our controller is affected by the residual modes in \( H_R \) for which we have not designed, as well as the controlled modes in \( H_N \) for which we have designed. These interactions occur through the control and observation spillover terms defined in Sec. 4.1 and can drastically alter the desired performance of the controlled structure; in fact, an example is presented in [30] where the closed-loop system becomes unstable.
Consequently, the analysis of closed-loop behavior discussed in Sec. 6.0 is especially pertinent. The principal results Theorems 6.2-6.3 give an indication of how much spillover can be tolerated in the closed-loop system. In the context of flexible structures, Theorem 6.2 may be compared with the results of [38] where observation spillover was assumed negligible (however, note that no damping was present in [38]). Combining the results of Theorems 6.2 and 6.3 for this application, we find that the closed-looped system, consisting of the flexible structure (6.1)-(5.3) and the finite dimensional modal controller (6.13)-(6.14), will remain exponentially stable with stability margin $\varepsilon'$ given by (6.6), if the observation spillover coefficient $\Gamma$ is sufficiently small to make $\varepsilon' > 0$, or equivalently:

$$\Gamma < \frac{\varepsilon}{M_0 M_*}$$  (6.15)

In this application, $\varepsilon = \frac{b}{2}$ where $b<2a$ in (6.1) and (6.4), $M_0$ is given by

$$M_0 = \left( \frac{2a-b}{2a+b} \right)^{1/2}$$  (6.16)

Also, from (5.4) since orthogonal projections are used:

$$M_* = (1 + \Sigma_N + \Sigma_N^2)^{1/2}$$  (6.17)

where $\Sigma_N = \Sigma^2$ and $\Sigma_N = \Sigma_N - \varepsilon$, and from (6.4),

$$M_C \leq M_N M_F \left( 1 + \frac{|B_N^* G_N|}{\Delta_N} \right)$$  (6.18)

where $\Delta_N = \Sigma_N - \varepsilon_N$ and $M_N, M_F$ come from (5.5) and (5.10) respectively. The "single bar" norm denotes the matrix norm compatible with the euclidean norm. Finally, the control and observation spillover coefficients $\delta$ and $\Gamma$ are given by

$$\delta = \left\| B_R^* G_N \right\| \leq \left( \sum_{i=1}^{M} \sum_{k=1}^{N} \left( b_{ik} \right)^2 \right)^{1/2}$$  (6.19)
and

$$\Gamma = \| \mathbf{K}_N \mathbf{C}_R \|_E \leq \| \mathbf{K}_N \| \left( \sum_{j=1}^{P} \sum_{k=1}^{n} (c_j, \phi_k)^2 \right)^{1/2}$$

(6.20)

It may seem like quite a complicated business to obtain all the data to check (6.15); however, most of the information can be obtained from the finite dimensional ROM and its corresponding controller, and the rest comes from the structure properties a,b. The spillover coefficients (6.19)-(6.20) depend on the controller gains $G_N$, $K_N$ and the actuator-sensor influence on the residual modes. Consequently, (6.15) gives an indication of how much spillover can be tolerated in the closed-loop system.

Additionally, (6.15) gives the control system designer an aid to redesign the system for better overall stability; quite simply, either the controller gains must be reduced or the actuator-sensor influence functions $b_i$, $c_j$ must be chosen to minimize their influence on the residual modes. Of course, this latter could be accomplished if one had completely free choice of $b_i$, $c_j$; one would choose them to be in $H_N$ which is orthogonal to $H_R$ and both $J$ and $J_0$ would be zero. Please note, for a flexible structure this would mean the influence functions were linear combinations of the controlled modes only. Yet, in practice, most actuators and sensors have a very localized influence (they are nearly point devices), and this practical constraint would make it very unlikely that zero spillover could be achieved. Nonetheless, adjustments in the location of actuators and sensors could be made in order to reduce the spillover. Further, one could reduce spillover by controlling more modes at the cost of increasing the controller complexity and corresponding computational burden on the on-line computer. Other approaches to spillover reduction and compensation (e.g. prefiltering) are surveyed in [12]. The a posteriori bound (6.15) can be used to assess the trade-offs in these approaches for flexible structure control.
8.0 CONCLUSIONS

In order to better understand the behavior of highly oscillatory distributed parameter phenomena such as mechanically flexible structures, the class of dissipative hyperbolic distributed parameter systems (DPS) has been introduced. The fundamental property of such DPS is that the open-loop system \((2.1)\) must be exponentially stable, i.e., satisfy \((2.2)\) for \(c > 0\).

Conditions have been presented in Section 3 for exponentially stable operation of the infinite dimensional controller, \((3.2)\) and \((3.4)\) or \((3.6)\), in closed-loop with the DPS; however, the principal concern of this paper has been with finite dimensional controllers for the DPS. Such controllers are practical in the sense that they can be implemented with a small number of actuators and sensors and one, or more, small on-line computers.

The finite dimensional controllers \((5.6)\) developed here in Section 5 are based on reduced-order models (ROMs), i.e., finite dimensional approximations, of the actual DPS. The class of ROMs used here has been derived in Section 4 from reducing subspaces; a large subclass of reducing subspaces contains the modal subspaces which have been used extensively in flexible structure modeling and control. The controller synthesis is done entirely in terms of the ROM.

Since the finite dimensional controllers developed in Section 5 must operate in closed-loop with the actual DPS and not just the ROM, it is crucial to analyze the spillover, i.e., controller interaction with the residual (unmodelled) part of the DPS. One cannot expect to be able to do this in utmost detail since the residuals of the DPS are the part that is least known; however, spillover bounds can be prescribed for stable operation of the closed-loop system and this has been done in Section 5. The principal
results are Theorems 6.2 - 6.3; the value of these results is that the stability conditions may be checked using only knowledge of the ROM and bounds, \( \beta \) and \( \Gamma \), on the spillover present in the open-loop DPS. The bounds \( \beta \) and \( \Gamma \) may be calculated directly, or estimated where necessary, from the ROM projections of the actuator and sensor influence functions \( b_i \) and \( c_j \). When the spillover bounds are small enough to satisfy the stability conditions, the finite dimensional controller will function to enhance the behavior of the ROM subsystem of the DPS without causing any instability in the residual subsystem. When the stability conditions are not satisfied, the system may be stable or it may not; however, this should be a warning that some spillover compensation be added and the conditions rechecked.

Several closely related CPS topics seem to require further investigation:

1. sharper spillover bounds
2. bounds obtained from singular perturbations
3. nonreducing subspaces and model error
4. nonlinear control
5. adaptive control

Since the spillover bounds have been obtained from regular perturbations, they may be sharpened by making tighter estimates, e.g., for \( M_c \) in (6.4); connections need to be made between our results and other stability results for large scale and DPS obtained by Siljak [31] and Michel and Miller [32]. In addition, bounds obtained for DPS via singular perturbations look promising for many applications, e.g., [33].

Many ROMs are projections onto nonreducing subspaces; for example, when approximate modes are substituted for exact modes, the approximate modal...
subspaces are not reducing subspaces. In the case of nonreducing subspaces, the controller interaction with the residual subsystem can occur through non-zero model error terms $A_{NR} = P_N A_P R$ and $A_{RN} = P_R A_P N$, as well as the spillover terms. The bounds obtained here for spillover should be extended to model error bounds, as well.

Finally, preliminary results in nonlinear and bilinear control of DPS have been obtained in [34]-[36] and the surface has barely been scratched in adaptive (or self-tuning) control of DPS, e.g., the survey [37]. Much more remains to be done in both of these areas.
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APPENDIX I: PROOF OF THEOREM 3.1

Since \((A, B)\) and \((A^*, C^*)\) are exponentially stabilizable, there exist bounded \(G\) and \(H\) such that \(A + BG\) and \(A^* + C^* H\) generate \(U_1(t)\) and \(V(t)\), respectively; \(U_1(t)\) satisfies (3.5) and \(V(t)\) satisfies

\[
||V(t)|| \leq M_2 e^{-\varepsilon_2 t}, \quad t \geq 0
\]  

(I.1)

where \(M_2 \geq 1\) and \(\varepsilon_2 > 0\). Choose \(K = -H^*\) and from [21], p. 251, \(A - K C\) generates \(U_2(t)\) where \(U_2(t) = V^*(t)\); consequently, \(||U_2(t)|| = ||V^*(t)|| = ||V(t)||\).

Therefore,

\[
||e(t)|| \leq M_2 e^{-\varepsilon_2 t} ||v_0||
\]  

(I.2)

Also, from (3.3)-(3.4) and (2.1),

\[
\frac{3v(t)}{3t} = (A + BG) v(t) + BG e(t)
\]  

(I.3)

or, from (3.5) and (I.2),

\[
||v(t)|| \leq M_1 e^{-\varepsilon_1 t} \left(1 + M_2 \int_0^t e^{\Delta t} dt ||BG|| ||v_0|| \right)
\]  

(I.4)

where \(\Delta = \varepsilon_1 - \varepsilon_2\). Let \(M_E = M_1, M_2\) and \(\delta = \min(\varepsilon_1, \varepsilon_2)\).

If \(\delta > 0\), \(||v(t)|| \leq M_E e^{-\varepsilon_1 t} ||v_0|| \left(1 + ||BG|| \frac{1 - e^{-\varepsilon_2 t}}{\varepsilon_2} \right)\). If \(\delta < 0\),

\[
||v(t)|| \leq M_E e^{-\varepsilon_1 t} ||v_0|| \left(1 + ||BG|| \frac{1 - e^{\varepsilon_1 t}}{-\varepsilon_1} \right).
\]

In either case, for \(t \geq 0\),

\[
||v(t)|| \leq M_E e^{-\varepsilon_1 t} ||v_0|| \left(1 + ||BG|| |\Delta| \right)
\]  

(I.5)

From (I.2), for \(t \geq 0\),

\[
||e(t)|| \leq M_2 e^{-\varepsilon_2 t} ||v_0||
\]  

(I.6)

Therefore, the closed-loop system is exponentially stable.
APPENDIX II: PROOF OF THEOREM 4.1

By the definition of reducing subspaces (4.2c and d), $A_{NR} \equiv P_N A P_R = 0$ and $A_{RN} \equiv P_R A P_N = 0$ and (2.1) becomes (4.6)-(4.8). Since the definition of reducing subspaces is equivalent to $P_N$ and $P_R$ commuting with $A$ (see 4.3b), then, by [25], p. 173, they also commute with the resolvent operator $R(\lambda, A)$ of $A$ for any $\lambda$ in the resolvent set; because $A$ generates a semigroup, the resolvent is non-empty. But $R(\lambda, A)$ is the (unique) Laplace transform of the transform of the semigroup $U(t)$, e.g. [25], p. 482; therefore, the projections must commute with $U(t)$.

Let $U_R(t) \equiv P_R U(t)$ $P_R$ then $U_R(t)$ is a $C_0$ semigroup on $H_R$ because

$U_R(t) U_R(t') = P_R U(t) P_R U(t') P_R = P_R U(t) U(t') P_R = P_R U(t + t') P_R = U_R(t + t')$ for $t, t' > 0$; this uses the fact that $P_R$ commutes with $U(t)$. Of course, $U_R(0) = P_R$ which is the identity on $H_R$ and the strong continuity follows from that of $U(t)$. It is also clear that $A_R$ generates $U_R(t)$ because, for $v$ in $H_R$, $\lim_{t \to 0} \frac{U(t)v - v}{t} = \lim_{t \to 0} \frac{1}{t} P_R U(t)v - \frac{v}{t} = P_R \lim_{t \to 0} \frac{U(t)v - v}{t} = P_R A v = P_R A_R v - A_R v$ by the continuity of $P_R$. The growth property (4.3) follows from (2.2) and $\|U_R(t)\| = \|P_R U(t)\| \leq \|P_R\| \|U(t)\|$ because $P_R$ commutes with $U(t)$. 
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APPENDIX III: PROOF OF THEOREM 5.1

Since \((A_N, B_N)\) is controllable and finite dimensional, \(G_N\) can be chosen so that \(\sigma_N > \varepsilon\). From (5.2)-(5.3) and (5.5),

\[
\|v_N(t)\| \leq M_N e^{-\Delta_N^t} \|v_N(0)\| \quad \text{(III.1)}
\]

\[
\|v_R(t)\| \leq M_R e^{-\varepsilon t} \left( \|v_o\| + \int_0^t e^{\varepsilon \tau} \|B_R G_N\| \|v_N(\tau)\| \, d\tau \right) \quad \text{(III.2)}
\]

because \(U_R(t) v_R(0) = P_R U(t) v_o\) from Theorem 4.1. Combining III.1 and III.2, obtain

\[
\|v_R(t)\| \leq M_R e^{-\varepsilon t} (1 + M_N (1 - e^{-\Delta_N^t}) \varepsilon_N ) \|P_N\| \|v_o\| \quad \text{(III.3)}
\]

Therefore, using (III.1) and (III.3),

\[
\|v(t)\| \leq \|v_N(t)\| + \|v_R(t)\| \leq e^{-\varepsilon t}
\]

\[
[M_R + M_N (e^{-\Delta_N^t} + M_R (1 - e^{-\Delta_N^t}) \varepsilon_N ) \|P_N\|] \|v_o\| \quad \text{(III.4)}
\]

Note that (III.4) is the same as Triggiani’s bound in [17], Theorem 6.1.

From (III.4), obtain (5.4) for nonorthogonal projections because \(e^{-\Delta_N^t} - M_R \varepsilon_N (1 - e^{-\Delta_N^t}) \leq e^{-\Delta_N^t} + M_R \varepsilon_N \leq 1 + M_R \varepsilon_N\) and \(M_R = M_0 \|P_R\| \geq 1\) from Theorem 4.1. However, when the projections are orthogonal, then \(\|v_R(t)\| \leq M_R e^{-\varepsilon t} (\|v_R(0)\| + M_N \varepsilon_N \|v_N(0)\|)\) and \(\|v(t)\|^2 = \|v_N(t)\|^2 + \|v_R(t)\|^2\)

\[
\leq (M_0 M_N e^{-\varepsilon t})^2 [\|v_R(0)\|^2 + M_N \|v_N(0)\|^2 + \|v_N(0)\|^2]
\]

\[
\leq (1 + \varepsilon_N^2) (M_0 M_N e^{-\varepsilon t})^2 [\|v_N(0)\|^2 + \|v_R(0)\|^2]
\]

\[
\|v(t)\| \leq (1 + \varepsilon_N^2)^{1/2} M_0 M_N e^{-\varepsilon t} \|v_o\|
\]

because \((a + b)^2 - a^2 \leq (1 + \varepsilon_N^2) (a^2 - b^2)\) which is Lemma 3.1 in [13].
APPENDIX IV: PROOF OF THEOREM 6.1

With $C_R = 0$ in (6.1),

$$q(t) = e^{\frac{A}{\Delta t}} q_0$$  \hspace{1cm} (IV.1)

From (5.5) and (5.10), it is easy to obtain

$$||e_N(t)|| \leq M_F e^{-\sigma_F t} ||T_N v_N(0)||$$  \hspace{1cm} (IV.2)

and

$$||v_N(t)|| \leq M_N e^{-\sigma_N t} \left[ ||v_N(0)|| + \int_0^t e^{\Delta_N t} \right]$$

$$||B_N H_{12}|| ||e_N(t)|| dt$$  \hspace{1cm} (IV.3)

But, using (IV.2), (IV.3) becomes

$$||v_N(t)|| \leq M_N M_F e^{-\sigma_N t} \left[ 1 + \frac{||B_N H_{12}|| ||T_N||}{\Delta_C} \right] ||v_N(0)||$$  \hspace{1cm} (IV.4)

because $F$ can be chosen so that $\Delta_C > 0$. From (IV.2) and (IV.4), the desired result follows because $M_R$ and $M_N$ are not less than unity and $\Delta_C > 0$. 
APPENDIX V: PROOF OF THEOREM 6.2

Let $C_R = 0$ in (6.1) and note that $\bar{A}_{12} = 0$ and $\bar{A}_{22} = A_R$. From (6.1), obtain

$$\begin{cases} \dot{q}(t) = A_{11} q(t) \\ \frac{3v_R(t)}{3t} = \bar{A}_{21} q(t) + A_R v_R(t) \end{cases} \quad (V.1)$$

where $|q(t)|$ satisfies (6.3) in Theorem 6.1 by appropriate choices of $F$ and $G_N$. From Theorem 4.1, $A_R$ generates the semigroup $U_R(t)$ with growth property (4.9). Using this in (V.1) produces

$$||v_R(t)|| \leq M_R e^{\gamma t} (||v_0|| + \int_0^t e^{\gamma \tau} ||\bar{A}_{21}|| ||q(\tau)|| d\tau) \quad (V.2)$$

where $||\bar{A}_{21}|| = ||B_R G_N||$

Since (6.3) is similar to (III.1) and (V.2) is similar to (III.2), the proof of this theorem - Theorem 6.2 - can be carried out in the same manner as the proof of Theorem 5.1 in Appendix III (where $q(t)$ takes the place of $v_N(t)$ and $M_0$ replaces $M_N$.)
APPENDIX VI: PROOF OF THEOREM 6.3

Let \( w(t) = [q^T(t) \nu^T_R(t)]^T \) and, from (6.1), obtain

\[
 w(t) = A_o w(t) + \Delta A_o w(t) \tag{VI.1}
\]

where \( A_o = \begin{bmatrix} A_{11} & 0 \\ A_{21} & A_R \end{bmatrix} \) and \( \Delta A_o = \begin{bmatrix} 0 & A_{12} \\ 0 & B_R H_{11} C_R \end{bmatrix} \)

From Theorem 6.2, \( A_o \) generates a semigroup \( S_o(t) \) with growth property, from (6.5):

\[
 \|S_o(t)\| \leq M_E e^{-\lambda t} \tag{VI.2}
\]

where \( M_E \equiv M_C M_o M^* \). Also, from (6.1),

\[
 \|\Delta A_o\| = (\|A_{12}\|^2 + \|B_R H_{11} C_R\|^2)^{1/2} \leq \Gamma \tag{VI.3}
\]

Since \( \Delta A_o \) is bounded, \( A_o + \Delta A_o \) generates a semigroup \( S(t) \) (e.g., [13] p. 80 or [6] p. 210); therefore

\[
 w(t) = S(t) w(0) \tag{VI.4}
\]

However, from (VI.1),

\[
 w(t) = S_o(t) w(0) + \int_0^t S_o(t-\tau) \Delta A_o w(\tau) \, d\tau \tag{VI.5}
\]

Taking bounds in (VI.5) and using (VI.3), obtain

\[
 \|w(t)\| \leq M_E e^{-\lambda t} \left[ \|w(0)\| + \int_0^t e^{\lambda \tau} \|w(\tau)\| \, d\tau \right] \tag{VI.6}
\]

Let \( n(t) \equiv e^{\lambda t} \|w(t)\| \) and, from (VI.5), obtain

\[
 n(t) \leq M_E n(0) - \int_0^t n(\tau) \, d\tau \tag{VI.7}
\]

From the Gronwall Inequality (e.g., [6] p. 124 or [14] p. III-45) applied to (VI.7),
\[ h(t) \leq M_e e^{\epsilon t} h(0) \quad (VI.8) \]

or, equivalently,

\[ ||w(t)|| \leq e^{-\epsilon' t} ||w(0)|| \quad (VI.9) \]

where \( \epsilon' \) is given by (6.6) and this is the desired result (6.7). Clearly, the semigroup \( S(t) \) is exponentially stable when \( \epsilon' \) is positive.
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ABSTRACT

Large flexible aerospace structures, such as the solar power satellite, are distributed parameter systems with very complex continuum descriptions. This paper investigates the use of finite element methods to produce reduced-order models and finite dimensional feedback controllers for these structures. Our main results (Section 5.0) give conditions under which stable control of the finite element model will produce stable control of the actual structure.
1.0 Introduction

Large flexible aerospace structures, such as the solar power satellite\cite{1}, are distributed parameter systems with very complex continuum descriptions. Often, their dynamics are modeled by large-scale systems of ordinary differential equations which are obtained via the finite element method for structures. To obtain implementable, i.e. finite dimensional, feedback controllers for these structures, we shall use this model as the basis for the control synthesis.

The question of closed-loop operation of such controllers within the actual structure is certainly a fundamental one. In this paper, we shall point out some connections between the finite element models and the closed-loop stability. These results will be used to give an answer to the following version of the above fundamental question: When does stable control of the finite element model ensure stable control of the actual structure?

For distributed parameter systems, in general, the finite element method (FEM) for time-dependent problems is very well explained in \cite{2} Chapter 7, \cite{3} Chapter 9, and the excellent survey \cite{4}. The related approaches called "spectral methods" are described in \cite{5}. The use of FEM for analysis of distributed parameter control problems involving interior and boundary controls has been considered, for example, in \cite{6} - \cite{10}; all of these references are concerned with parabolic (i.e. diffusion-like) distributed systems and, with the exception of \cite{10}, they are concerned with open-loop (i.e. non-feedback) control.

In contrast, our concern is feedback control of hyperbolic (i.e. highly oscillatory) distributed parameter systems and the use of FEM
to develop low-order finite dimensional controllers for such systems.

Control approaches for structures have been surveyed in [11]-[13]. The most popular approach for structural control is the resolution of the structural vibration into normal modes, (semi) discretization of the distributed system by truncation of this modal expansion, and controller design based on the truncated modal model; this is called modal control. Modal analysis of structures has been described in many references but an enjoyable survey is [14]. The use of modal analysis in feedback controller design depends on a complete knowledge of the modal data which is rarely available for something as complex as a large aerospace structure. Instead, this modal data is approximated by finite element structural analysis computer codes (e.g. NASTRAN), and it is this approximate modal model that is used for the controller design, e.g. [15].

The stability of closed-loop operation of the finite dimensional modal controller in the infinite dimensional distributed parameter structure is questionable even when the actual modes are known, as shown by a simple example in [16]. The mechanism for instability is the combination of control and observation spillover in the residual (unmodeled) modes of the structure [13]. However, closed-loop stability bounds have been obtained for highly oscillatory distributed parameter systems with low-order finite dimensional controllers [17]. These bounds indicate the tolerable levels of spillover for stable operation, but they are based on "reducing" subspaces. For large aerospace structures, this corresponds to exact knowledge of the modal data used in the controller, although the residual modal data need not be so precisely known. This paper addresses the closed-loop stability question.
for structure controllers based on finite element approximation of the modal data. The distributed parameter control problem for flexible structures is described in Section 2 and the finite element approximation in Section 3. The corresponding finite element modal controllers are presented in Section 4, and our main results on the closed-loop stability are Theorems 1 and 2 in Section 5.

2.0 The Distributed Parameter Control Problem for Flexible Structures

We consider the class of flexible structures that can be described by a generalized wave equation; this represents an idealization of many mechanically flexible structures. The generalized wave equation is given by:

\[ \frac{\partial^2 u}{\partial t^2} + b \frac{\partial u}{\partial t} + A_0 u = F \]  

(2.1)

which relates the (vector of) displacements \( u(x,t) \) of a body \( \Omega \), a bounded open set with smooth boundary \( \partial \Omega \) in \( n \)-dimensional Euclidean space \( \mathbb{R}^n \), to the applied control forces \( F(x,t) \). The operator \( A_0 \) is a time-invariant, self-adjoint differential operator with compact resolvent and lower semi-bounded spectrum. The domain \( D(A_0) \) of \( A_0 \) is dense in the Hilbert space \( L^2(\Omega) \) with \( (.,.)_0 \) denoting the usual inner product and \( \|\cdot\|_0 \) denoting the associated norm. The natural damping in the structure is modeled by the term \( b \frac{\partial u}{\partial t} \) where \( b \) could be any bounded self-adjoint operator commuting with \( A_0 \) but is taken here to be a non-negative constant, for convenience.

The control forces

\[ F(x,t) = B_0 f(t) = \sum_{i=1}^{M} b_i(x)f_i(t) \]  

(2.2)

are provided by \( M \) actuators with influence functions \( b_i(x) \). The displacements are measured by \( P \) averaging sensors.
\[ y(t) = c_0 u(x, t) \]  
(2.3)

where \( y_j(t) = \int_{\Omega} c_j(x) u(x, t) \, dx \) with \( j = 1, 2, \ldots, P \). The actuator and sensor functions \( b_j(x), c_j(x) \) are in \( L^2(\Omega) \) and normalized to have unit integral. When the support of \( b_j(x) \) is in a small neighborhood of a point \( x_i \), we say it is a \textbf{point actuator} and, similarly, we define a \textbf{point sensor}. The point actuator and point sensor situation is our principal interest here. This class of distributed parameter systems includes interior and boundary control of vibrating strings, membranes, thin beams and thin plates. Although, only displacement sensors are considered in (2.3), this is not a restriction - more general sensors may be modeled.

It is well known ([18], p. 277) that the spectrum of \( A_0 \) contains only isolated eigenvalues \( \lambda_k \) with corresponding eigenfunctions \( \phi_k \) such that

\[ \lambda_1 \leq \lambda_2 \leq \ldots \]

and \( A_0 \phi_k = \lambda_k \phi_k \). We will assume that \( \lambda_1 \) is positive. The resonant mode frequencies \( \omega_k \) of the structure are given by \( \omega_k = (\lambda_k)^{1/2} \) and the corresponding eigenfunctions \( \phi_k \) are the mode shapes. Thus \( A_0 \) satisfies

\[ (A_0 u, u)_0 \geq a \| u \|_0^2, \quad a > 0 \]  
(2.4)

and has a square root \( A_0^{1/2} \). Every vector \( u \in L^2(\Omega) \) has a unique representation

\[ u(x) = \sum_{k=1}^{\infty} u_k \phi_k(x) \]  
(2.5)

where \( u_k = (u, \phi_k)_0 \) and we define the orthogonal projections \( P_0^N, P_0^R \) by

\[ P_0^N u = \sum_{k=1}^{N} u_k \phi_k \]

\[ P_0^R u = \sum_{k=N+1}^{\infty} u_k \phi_k \]  
(2.6)
Let \( V \) be the domain of \( A_0 \) and \( W \) be the domain of \( A_0^{1/2} \). A new operator \( A \) is defined in \( H \) by

\[
\text{a)} \quad D(A) = V \times W \cong H_1
\]

\[
\text{b)} \quad A[w] = [b - A_0 u] \text{ for } u \in V, w \in W
\]

The energy inner product \((\cdot, \cdot)\) is defined on \( H_1 \) by

\[
(\begin{bmatrix} u_1 \\ w_1 \end{bmatrix}, \begin{bmatrix} u_2 \\ w_2 \end{bmatrix}) = (A_0^{1/2} u_1, A_0^{1/2} u_2)_0 + (w_1, w_2)_0
\]

for \( u_1, u_2 \in V \) and \( w_1, w_2 \in W \), and the Hilbert space \( H \), called the state space, is defined as the closure of \( H_1 \) in this energy inner product. The associated energy norm is denoted by \( || \cdot || \) and is a measure of the total potential and kinetic energy in \((u, \frac{\partial u}{\partial t})\) where \( u \) is a solution of (2.1).

Let \( v = [u^T, \frac{\partial u}{\partial t}] \) be in \( H \) and write (2.1), (2.2) and (2.3) as

\[
\begin{align*}
\frac{\partial v}{\partial t} &= Av + Bf, \quad v_0 \in H_1 \\
y &= Cv
\end{align*}
\]

where \( B = \begin{bmatrix} 0 \\ B_0 \end{bmatrix} \) and \( C = [C_0 \ 0] \).

It is easy to see that

\[
v = \sum_{k=1}^{\infty} \begin{bmatrix} u_k \\ \hat{u}_k \end{bmatrix} \phi_k
\]

and \( ||v||^2 = \sum_{k=1}^{\infty} [\lambda_k u_k^2 + \hat{u}_k^2] \). Also, \( A \) generates a \( C_0 \) semigroup \( U(t) \) by [19], p. II-59. The following result, due to Goldstein and Rosencrans [20], gives conditions under which this semigroup \( U(t) \) is (slightly) exponentially stable and hence (2.9) is a (strictly) dissipative hyperbolic system:
if \( b < 2a \) then

\[
\|v(t)\| \leq M_0 e^{-\gamma t} \|v(0)\|, \quad t \geq 0
\]

(2.11)

where \( M_0 = (\gamma)^{1/2}, \gamma = b/2, \) and \( \gamma = [1+(b/2a)][1-(b/2a)]^{-1} \). Note that the hypothesis for this result means that \( \gamma < a \), i.e. the damping must be smaller than the square of the lowest mode frequency. Another bound of the type (2.11) is available in [21] without the restriction \( \gamma < a \); however, the damping coefficient \( b \) is not quite so directly related to \( \gamma \) in (2.11). The bound used above will be very convenient to illustrate our results.

Recalling (2.6), we define the projections \( P_N, P_R \) on \( H \) by

\[
P_N \begin{bmatrix} u \\ w \end{bmatrix} = \begin{bmatrix} P_N^u \\ P_N^w \end{bmatrix}
\]

(2.12)

\[
P_R \begin{bmatrix} u \\ w \end{bmatrix} = \begin{bmatrix} P_R^u \\ P_R^w \end{bmatrix}
\]

and note that they are orthogonal in the energy inner product and that \( H_N = P_N^\perp H \) and \( H_R = P_R^\perp H \) form reducing subspaces of \( H \), as described in [17]. In fact, \( H_N \) is a modal subspace, and \( v_N = P_N^u v \) and \( v_R = P_R^u v \) satisfy:

\[
\begin{cases}
\frac{\partial v_N}{\partial t} = A_N v_N + B_N f \\
\frac{\partial v_R}{\partial t} = A_R v_R + B_R f \\
y = C_N v_N + C_R v_R
\end{cases}
\]

(2.13)
where $A_N = P_N^A P_N$, $B_N = P_N B$, $C_N = C P_N$, and, correspondingly, for $(A_R, B_R, C_R)$. Note that $A_N$, $B_N$, $C_N$ may be identified with the matrices

$$
\begin{bmatrix}
0 & I_N \\
-A_N & -B N
\end{bmatrix} \cdot \begin{bmatrix}
0 \\
B_N^O
\end{bmatrix},
$$

respectively, with $A_N = \text{diag} \{ \lambda_1, \ldots, \lambda_N \}$, $B_N^O = [(b_j, \phi_j)]^T$, and $C_N^O = [(c_j, \phi_j)]$, and, if point sensors and actuators are used, then $B_N^O$ and $C_N^O$ involve only mode shapes $\phi_k$ evaluated at the actuator and sensor locations. The terms $B_R f$ and $C_R v_R$ are called, respectively, control and observation spillover, and it is through these terms that the residual modes $v_R$ are affected by any feedback controller which accepts the sensor outputs $y$ and generates control commands $f$.

Modal controllers can be based on the reduced-order model (ROM) whose states are $v_N$ and whose parameters are $(A_N, B_N, C_N)$; such a model is obtained by ignoring (for the purpose of controller synthesis) the residual modes, i.e. setting $B_R = 0$ and $C_R = 0$. The controllability and observability of the ROM can be determined from $(A_N, B_N^O, C_N^O)$ when the damping $b$ is small ([22], Theorem 2.1). Of course, it is quite easy to assess the controllability and observability of this latter system, and the conditions depend on the interaction of the actuator-sensor influence functions with the mode shapes $\phi_1, \ldots, \phi_N$.

If the ROM is controllable and observable, the usual finite dimensional, state space controller can be designed based on the modal ROM (e.g. [23] or [24]). It has the form:

$$
\begin{align*}
\dot{v}_N(t) &= A_N \hat{v}_N(t) + B_N f(t) + K_N (y(t) - \hat{y}(t)) \\
\hat{y}(t) &= C_N \hat{v}_N(t), \quad \hat{v}_N(0) = 0
\end{align*}
$$

(2.13)
This controller has dimension $2N$ (twice the number of modes in the ROM). Since the ROM is controllable and observable, $G_N$ and $K_N$ can be chosen to achieve any desired stability margins $\sigma_N$ and $\sigma_F$ for $A_N + B_N G_N$ and $A_N - K_N C_N$ respectively; optimal control, as well as pole placement techniques, may be used successfully for the controller design.

Thus, (2.13)-(2.14) represents an implementable (finite dimensional) modal controller for the flexible structure (2.1)-(2.3), or equivalently (2.9). It is based on a modal ROM, i.e. it is designed to control the first $N$ modes of the structure (of course, different sets of $N$ modes could have been used - it is not necessary that they be the first $N$ modes). The basic assumption made in synthesizing such a modal controller is that the $N$ modes chosen for control will adequately represent the important vibrational behavior of the whole flexible structure; this assumption can often be satisfied in practice, and it is the basis for most structure controllers.

Having synthesized an implementable modal controller to adequately tailor the vibrational response of $N$ critical modes in the flexible structure, we must not think we are done. The closed-loop behavior of our controller is affected by the residual modes in $H_R$ for which we have not designed, as well as the controlled modes in $H_N$ for which we have designed. These interactions occur through the control and observation spillover terms defined in (2.13) and can drastically alter the desired performance of the controlled structure; in fact, an example is presented in [16] where the closed-loop system becomes unstable. Consequently, the closed-loop stability analysis presented in [17] is extremely important; these results give an indication of the amount of spillover that can be tolerated in the closed-loop system without loss of stability.
3.0 The Finite Element Approximation and Open-Loop Convergence

Unfortunately, all of the controller synthesis and closed-loop analysis presented so far is based on reducing subspaces $H_N$ and $H_R$ and, in particular, on exact knowledge of the system modes $\phi_1, \ldots, \phi_N$ used in the ROM; this modal data must be approximated in most cases due to the complexity of the actual partial differential equations and associated boundary conditions which describe the structure (2.1). Such approximations do not lead to reducing subspaces, in general; therefore, further discussion is necessary.

The most natural approach (and the one we shall use) seems to be to approximate the modal data required for the modal ROM $(A_N, B_N, C_N)$ via the finite element method (FEM) for time-dependent distributed parameter systems (2.9); the data required will be the ROM mode frequencies $\omega_k$ and the corresponding mode shapes $\phi_k(x)$ evaluated in neighborhoods of the actuator and sensor locations when point devices are used. Once this FEM approximated modal data is available, the controllability and observability of the ROM may be tested, and the FEM based modal controller may be synthesized using the approximate modal data in (2.13)-(2.14) as though it were exact. Although the FEM approach requires a great deal of "number-crunching" to obtain the approximate modal data, this data is needed for the open-loop structural analysis and is calculated anyway, regardless of control considerations. Also, the large scale computer codes necessary for such FEM calculations are available and in general use (e.g. NASTRAN and others).

This makes the FEM approach to structure controller synthesis appealing; however, the closed-loop stability analysis is much more diffi-
cult. The fundamental question to be answered is - when does stable control of the FEM model produce stable control of the actual structure? To begin to answer this question, we must give a more precise description of the FEM approach.

A precise description of the FEM approximation of time-dependent distributed parameter systems like (2.9) is given, for example, in [2] Chapter 7, [3] Chapter 9, or the survey article [4]. We point out that, historically, the FEM was developed specifically to numerically approximate the behavior of a given distributed parameter system or set of partial differential equations; in control terms, it was intended to give a close approximation of the dynamic behavior of open-loop systems like (2.9). However, we will use it in a very different way, namely to develop reduced-order models of the system (2.9) for synthesis of finite dimensional, feedback controllers to be used in closed-loop with the system (2.9). In the usual applications, the stability of the ROM plays a big role, and hyperbolic systems like (2.9) are notorious for their lack, or very low margin, of stability when the FEM is used. In our application, the stability of the ROM is less important because the feedback controller will be designed to improve its stability; more important to our application is the stability of the residual (unmodeled) part of the system over which we have no direct control.

We describe the FEM approach to finite-dimensional controller synthesis for the distributed parameter system (2.9). Let $H_N$ be an increasing sequence of finite dimensional subspaces of the state space $H$ for (2.9). Each subspace $H_N$ has dimension $N$. To make life easier, we assume that each $H_N$ is a subspace of $D(A)$ so that its elements satisfy
the boundary conditions for \( A \); however, so called non-conforming elements may be used in the more general case. In the FEM, each subspace \( H_N \) consists of splines (i.e. piecewise-polynomial functions) of fixed degree defined over a mesh (usually, of triangles) laid out to approximately cover the structure \( \Omega \) (see [3] Chapter 6). No matter how irregular the shape of the boundary of \( \Omega \) such meshes can be fitted very closely; this is one of the principal assets of the FEM. To each mesh, a normalized mesh parameter \( h \) (where \( 0 < h \leq 1 \)) is assigned so that the mesh is refined as \( h \to 0 \) and the dimension \( N \) of the subspaces increases indefinitely.

3.1 The Galerkin Approximation

Let \( P_N \) be the orthogonal projection from \( H \) into \( H_N \); this is called the Galerkin projection. The corresponding orthogonal projection onto \( H_N \) is called \( P_R \) (i.e. \( P_R = I - P_N \)). The "rate of convergence" of \( H_N \) to \( H \) is said to be of order \( q \) when

\[
\| P_R v \| \leq K h^q
\]

for \( v \) in \( H \) (or \( D(A) \)); this rate is related to the ability of splines in \( H_N \) to interpolate functions in \( H \). We shall not be concerned with the rate of convergence consequently we write (3.1) as

\[
\lim_{N \to \infty} \| P_R v \| = 0 \quad \text{for } v \text{ in } H
\]

and suppress the dependence on \( h \) for our discussion.

Let \( \psi_1(x), \ldots, \psi_N(x) \) form a basis in \( H_N \) (i.e. they are linearly independent). These functions are called patch functions or assumed mode shapes. An approximation of the solution \( v(x,t) \) of (2.9) can be formed in \( H_N \) by

\[
v_N(x,t) = \sum_{k=1}^{N} v_k(t) \psi_k(x)
\]
i.e. assume separation of time and space variables with all spatial variation lumped into the patch functions $\psi_k(x)$. The choice of the coefficients $v_k(t)$ remains; these are obtained by substitution of (3.3) into (2.9):

$$\frac{\partial v_N}{\partial t} = A v_N + Bf + E$$

where $E$ is the equation error, and the $v_k(t)$'s are chosen so that

$$p_N(E) = 0$$

This is called the Galerkin approximation; when it is carried out with the spline subspaces $H_N$ described above, it produces the FEM approximation (3.3) where the coefficients $v_k(t)$ are given by the entries of the solution vector $v_N(t) = [v_1(t), \ldots, v_N(t)]^T$ for the system of ordinary differential equations:

$$\tilde{M}_N \ddot{v}_N = \tilde{A}_N v_N + \tilde{B}_N f$$

where

$$\tilde{M}_N = [(\psi_k', \psi_k')]$$

$$\tilde{A}_N = [(\psi_k', A \psi_k')]$$

and

$$\tilde{B}_N f = [(\psi_k', Bf)]$$

The matrix $\tilde{M}_N$ is symmetric and positive definite because $\{\psi_k(x)\}_{k=1}^N$ are linearly independent:

$$Z^T \tilde{M}_N Z = \sum_{\ell=1}^N \sum_{k=1}^N z_{\ell}^T(\psi_k', \psi_k) z_k = \left( \sum_{\ell=1}^N z_{\ell} \psi_{\ell}, \sum_{k=1}^N z_k \psi_k \right) > 0$$

and

$$0 = Z^T \tilde{M}_N Z$$

if and only if $\sum_{k=1}^N z_k \psi_k = 0$ which leads to the $z_k = 0$ due to the linear independence of the $\psi_k$. Therefore, (3.6) can be solved uniquely for $v_N(t)$ whenever $v_N(0)$ is specified, and hence the FEM approximation (3.3) is obtained. It is assumed that $v_N(0)$ is given by the vector of coefficients of
\[ v_N(0) = P_N v_0 \]  
(3.7)

expanded in the basis \( \{ \psi_k(x) \}_{k=1}^{N} \). Note that

\[ v_N = P_N v_N \]  
(3.8)

The approximation (3.3) is called a semidiscretization of (2.9) because time \( t \) remains continuous in (3.6).

It should be noted that to obtain the most analytical benefit from the FEM, the approximation (3.3) should be obtained from the "weak" form of (2.9); however, we omit discussion of this technicality and refer the interested reader to [3].

3.2 Convergence of the Approximation

Let \( e(x,t) = v(x,t) - v_N(x,t) \), the FEM solution error, and consider from (2.9), (3.4), (3.5) and (3.8):

\[
\begin{align*}
\frac{\partial v_N}{\partial t} &= A_N v_N + B_N f, \quad v_N(0) = P_N v_0 \\
\frac{\partial e}{\partial t} &= A_{RN} e + A e + B_R f, \quad e(0) = P_R v_0 \\
y &= C_N v_N + Ce
\end{align*}
\]  
(3.9)

where \( A_N = F_N A P_N, B_N = P_N B, C_N = C P_N, B_R = P_R B, \) and \( A_{RN} = P_R A P_N \).

Since \( P_N \) is orthogonal projection onto the finite dimensional subspace \( H_N \), \((A_N, B_N, C_N)\) may be identified with appropriate matrices easily related to the ones in (3.6) by choosing the orthonormalized basis for \( H_N \) obtained from \( \{ \psi_k \}_{k=1}^{N} \); in addition, \( A_{RN} \) is a bounded, linear operator. In general, \( A_{RN} \) is not zero, and hence \( H_N \) and \( H_R \) are not reducing subspaces for \( A \); furthermore, \( v_N \neq P_N v \), and so \( v_N \) and \( e \) are not orthogonal to each other. Consequently, except for the special case where the exact modal data is known and \( H_N \) is chosen to be a modal subspace, the FEM
does not partition (2.9) into the previous form (2.13) analyzed in [17]. The FEM partition (3.9) must be analyzed separately.

From (3.9b) and the fact that $A$ generates the $C_0$ semigroup $U(t)$, obtain:

$$e(t) = U(t) P_R v_0 + \int_0^t U(t-\tau)[A_{RN} \nu_N(\tau) + B_R f(\tau)] \, d\tau$$  \hspace{1cm} (3.10)$$

Take norms in (3.10) and use (2.11) to obtain:

$$||e(t)|| \leq M_0 e^{-\varepsilon t} (||P_R v_0|| + \int_0^t e^{\varepsilon \tau} ||A_{RN} \nu(\tau)||$$

$$+ ||B_R|| ||f(\tau)|| + ||A_{RN}|| ||e(t)||) \, d\tau$$ \hspace{1cm} (3.11)$$

Now use Gronwall's Inequality ([25], p. 124) on (3.11) to obtain:

$$||e(t)|| \leq M_0 e^{-\varepsilon N t} (||P_R v_0|| + \int_0^t e^{\varepsilon \tau} ||A_{RN} \nu(\tau)||$$

$$+ ||B_R|| ||f(\tau)||) \, d\tau$$ \hspace{1cm} (3.12)$$

where $\varepsilon_N = \varepsilon - M_0 ||A_{RN}||$. This can be used to prove the following convergence result:

Theorem 3.1: The following two conditions guarantee convergence, over any finite interval of time, of the FEM approximation (3.3) to the actual open-loop solution of (2.9):

(a) $||A_{RN}|| < \alpha$ where $\alpha$ is independent of $N$

(b) The approximation is consistent, i.e. $\lim_{N \to \infty} ||A_{RN} \nu|| = 0$ for all $\nu$ in $D(A)$.

Furthermore, conditions (a) and (b) are equivalent to

$$\lim_{N \to \infty} ||A_{RN}|| = 0$$ \hspace{1cm} (3.13)$$

Proof: From [18], p. 151 Lemma 3.5, we obtain that (a) and (b) imply (3.13) because $D(A)$ is dense in $H$. Conversely, it is easy to see that (3.13) implies (a) and (b); so
these conditions are equivalent. Use (3.12) with \( \varepsilon_0 \) replaced by \( \varepsilon - M_0 \alpha \) and let \( 0 \leq t \leq T \). From (3.2) and (3.13), obtain \( \lim_{N \to \infty} ||e(t)|| = 0 \). This is only a slight modification of the usual open-loop convergence results (e.g. [5] Sec. 4), but it will be convenient for our needs. A priori estimates of the convergence rate of \( e(t) \) as a function of the mesh parameter \( h \) can often be made.

3.3 An Alternate Form of The FEM Approximation for Flexible Structures

We want to carry the development of the FEM approximation (3.3) and (3.6) a bit further. We can rewrite (3.3) as

\[
v_N(x,t) = [u_N(x,t), w_N(x,t)]^T
\]

where

\[
\begin{align*}
\begin{cases}
\dot{u}_h(x,t) = \sum_{k=1}^{N} v_k(t) \psi_k^1(x) \\
\dot{w}_h(x,t) = \sum_{k=1}^{N} v_k(t) \psi_k^2(x)
\end{cases}
\end{align*}
\]

(3.14a) (3.14b)

where \( \psi_k = [\psi_k^1, \psi_k^2]^T \) is in \( H_N \). Now the entries in the matrices \( M_N, A_N, B_N \) in (3.6) are given by:

\[
\begin{align*}
(v_\xi, \psi_k) &= (\psi_k^1, A_0 \psi_k^1)_0 + (\psi_k^2, \psi_k^2) \\
(v_\xi, A \psi_k) &= (\psi_k^1, A_0 \psi_k^1)_0 - (\psi_k^2, A_0 \psi_k^1)_0 - b(\psi_k^2, \psi_k^2)_0 \\
(v_\xi, B \xi) &= \sum_{i=1}^{M} (\psi_k^2, b_i) f_i
\end{align*}
\]

(3.15a) (3.15b) (3.15c)

From this data (3.6) may be solved for the coefficients \( v_k(t) \) of the FEM approximation (3.3).

An alternate form of the FEM approximation is obtained by choosing spline subspaces \( S^0_N \) in \( H_0 \) with \( \theta_1(x), \ldots, \theta_N(x) \) as a basis for \( S^0_N \).
Instead of making the approximation in the state space formulation (2.9), we do it directly on (2.1):

\[ u_N(x,t) = \sum_{k=1}^{N} u_k(t) \phi_k(x) \]  

(3.16)

where \( u_k(t) \) satisfy the system of ordinary differential equations:

\[ M_N \ddot{u}_N + b M_N \dot{u}_N + A_N^O u_N = B_N^O f \]  

(3.17)

where \( u_N = [u_1, \ldots, u_N]^T \), \( M_N = [(\phi_x, \phi_x)] \), \( A_N^O = [(\phi_x, A_O \phi_x)] \), and \( B_N^O = [(\phi_x, b_i)] \). It is easy to see that \( M_N \) and \( A_N^O \) are positive definite matrices because \( A_O \) is a self-adjoint, positive differential operator.

From the extended eigendata problem:

\[ A_N^O \phi_k = \lambda_k \phi_k \]  

(3.18)

we obtain the approximate mode frequencies

\[ \hat{\omega}_k = (\lambda_k)^{1/2} \]  

(3.19a)

and approximate mode shapes:

\[ \hat{\phi}_k(x) = \sum_{l=1}^{N} \phi_k \phi_l(x) \]  

(3.19b)

where \( \phi_k = [\phi_{k1}, \ldots, \phi_{kN}]^T \). When we form the nonsingular matrix

\[ V_N = [\phi_{11}, \ldots, \phi_{kN}] \]  

(3.20)

we find that

\[ V_N^T M_N V_N = I \]  

(3.21a)

\[ V_N^T A_N^O V_N = \Lambda_N^O = \text{diag} [\lambda_1, \ldots, \lambda_N] \]  

(3.21b)

The modal coordinates \( q_N \) are defined by

\[ u_N = V_N q_N \]  

(3.22)

and (from (3.17) we obtain

\[ \ddot{q}_N + b \dot{q}_N + \Lambda_N^O q_N = V_N^T B_N^O f \]  

(3.23)
This system of ordinary differential equations is decoupled into $N$ second order systems and, hence, is quite easy to solve for $q_N$. From (3.22), we can obtain the coefficients for the alternate approximation (3.16).

The alternate formulation (3.16) of the FEM for flexible structures is the standard one used in structural analysis; it is related to the one obtained in (3.3) or, equivalently, (3.14). Appropriate versions of (3.2) and (3.9) and a convergence result similar to Theo. 3.1 can be produced; for example, see [2] Sec. 7.3. For convenience we shall continue to use (3.3); however, alternate versions of our later results hold for (3.16).

4.0 Feedback Controllers Associated with the FEM Approximation

The FEM reduced-order model associated with (2.9) is defined on $H_N$ and given by

\[
\begin{align*}
\frac{3v}{3t} &= A_N v_N + B_N f, \quad v_N(0) = P_N v_0 \\
y &= C_N v_N
\end{align*}
\]

(4.1)

where $(A_N, B_N, C_N)$ are defined in (3.9) and are determined by approximate modal data. Since $H_N$ is a finite dimensional subspace, $(A_N, B_N, C_N)$ may be identified with their matrices in an appropriate basis of $H_N$, and (4.1) is equivalent to a lumped parameter, state variable system for which a well developed feedback control theory exists, e.g. [23] or [24].

The controllability and observability of $(A_N, B_N, C_N)$ are easily checked via simplified conditions obtained in [16]. These conditions are the same even though approximate, rather than exact, modal data are used; the conditions apply because of the low level of natural structural damping present in these structures (i.e. $b$ is small in (2.1)).
The **FEM Feedback Controller** is based on the ROM (4.1) and defined by

\[
\begin{align*}
\dot{v}_N &= A_N \hat{v}_N + B_N f + K_N (y - \hat{y}) \\
\hat{y} &= C_N \hat{v}_N ; \quad \hat{v}_N(0) = 0
\end{align*}
\tag{4.2}
\]

where, due to the controllability and observability of the ROM, we can adjust the controller gains $G_N$ and $K_N$ so that $A_N + B_N G_N$ and $A_N - K_N C_N$ have any desired stability margin. The controller (4.2) has finite dimension $N$ (where $N = \text{dim } H_N$); so we can abuse notation by using $\hat{v}_N$ instead of $\frac{\partial v_N}{\partial t}$. This controller consists of a linear feedback control law and full order state estimator (full order in the sense that it is matched to the full order ROM). Much lower order controllers than (4.2) may be developed, but we leave that issue for another time.

We define the **estimator error** $e_N = \hat{v}_N - v_N$ and, from (3.9c) and (4.2), obtain:

\[
\dot{e}_N = (A_N - K_N C_N) e_N + K_N C e
\tag{4.3}
\]

Also, from (3.9a) and (4.2), we have

\[
\dot{v}_N = (A_N + B_N G_N) v_N + B_N G_N e_N
\tag{4.4}
\]

If there were no FEM solution error (i.e. $e = 0$), then (4.3) and (4.4) would be designed with a desired stability margin. Consequently, the controller (4.2) would stabilize the model (4.1) by design; however, our principal interest is the closed-loop stability of the actual structure (2.9) with the controller (4.2).
5.0 Closed-Loop Stability: Main Results

The closed-loop system consists of the actual structure (2.9) with the FEM controller (4.2). The closed-loop system state is \([v \ e_N]^T\) where

\[ v = v_N + e \text{ and } e_N = \hat{v}_N - v_N; \]
equivalently, this state may be written

\[
\omega = [v_N \ e_N \ e_T]^T
\]

where \(\omega\) satisfies (from (3.9), (4.3) and (4.4)):

\[
\frac{d\omega}{dt} = A_C \omega
\]  

(5.1)

where \(A_C = \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix}\) and

\[
A_{11} = \begin{bmatrix} A_N + B_N G_N & B_N G_N \\ 0 & A_N - K_N C_N \end{bmatrix}, \quad A_{12} = \begin{bmatrix} 0 \\ K_N C \end{bmatrix},
\]

\[
A_{21} = [A_{RN} + B_R G_N \ B_R G_N] \quad \text{and} \quad A_{22} = A
\]

Since \(A_{11}\) represents a finite dimensional system, it is bounded and generates a \(C_0\) semigroup \(U_N(t)\) with the following growth property:

\[
\|U_N(t)\| \leq M_N \ e^{-\varepsilon_N t}, \quad t \geq 0
\]  

(5.2)

where \(M_N \geq 1\) and \(\varepsilon_N > 0\); \(\varepsilon_N\) is the designed stability margin obtained in Sec. 4.0 by the choice of controller gains \(G_N\) and \(K_N\). We have the following closed-loop stability result:

**Theorem 5.1:** If the FEM model \((A_N, B_N, C_N)\) is controllable and observable for every \(N\) and if conditions (a) and (b) of Theo. 3.1 are satisfied, then controller gains \(G_N\) and \(K_N\) can be chosen so that \(A_C\) generates a \(C_0\) semigroup \(U_C(t)\) such that
\[ \omega(t) = U_C(t) \omega(0) \quad (5.3) \]

and

\[ ||U_C(t)|| \leq M_C e^{-\epsilon_C t}, \quad t \geq 0 \quad (5.4) \]

where \[ ||\omega|| = (||v_N||^2 + ||e_N||^2 + ||e||^2)^{1/2} \] .

\[ M_C = M_N M_O \left( 1 + \frac{||K_N C||}{\epsilon_N - \epsilon} + \frac{||K_N C||^2}{\epsilon_N - \epsilon} \right)^{1/2} \]

\[ \epsilon_C = \epsilon - M_C \epsilon_N \]

\[ \epsilon_N = ||A_{RN}|| + 2||B_R|| ||G_N|| \quad \text{and} \quad M_0, \epsilon \text{ are obtained from (2.11)} \]

The closed-loop system is stable, if \( G_N \) is bounded for all \( N \) and, for \( N \) sufficiently large,

\[ M_C \epsilon_N < \epsilon \quad (5.5) \]

Proof: Choose \( G_N \) and \( K_N \) so that \( \epsilon_N > \epsilon \) since \( (A_N, B_N, C_N) \) controllable and observable. Let \( A_C = A_O + \Delta A \) where

\[ A_O = \begin{bmatrix} A_{11} & A_{12} \\ 0 & A_{22} \end{bmatrix} \quad \text{and} \quad \Delta A = \begin{bmatrix} \epsilon & 0 \\ A_{21} & 0 \end{bmatrix} \]

Note that \( A_O \) generates a \( C_0 \) semigroup \( U_O(t) \) such that

\[ ||U_O(t)|| \leq M_C e^{-\epsilon_0 t}, \quad t \geq 0 \]

where \( \epsilon_0 = \min \left( \epsilon_N, \epsilon \right) = \epsilon \); this follows from arguments similar to those used to prove Theo. 5.1 in [17]. Since \( ||\Delta A|| = ||A_{21}|| \leq \epsilon_N \), \( \Delta A \) is a bounded perturbation of the semigroup generator \( A_O \); hence, by [25], Theo. 10.8, p. 270, \( A_C \) generates a \( C_0 \) semigroup \( U_C(t) \) which satisfies (5.4). The conditions (a) and (b) of Theo. 3.1 imply that
\[ \lim_{N \to \infty} \| A_{RN} \| = 0 \]

and this, together with (3.2) and the boundedness of \( G_N \), implies
\[ \lim_{N \to \infty} \beta_N = 0. \]

If \( N \) can be chosen large enough to satisfy (5.5), then \( \epsilon_C > 0 \) and the closed-loop system (5.3) is exponentially stable. Note that \( M_C \) may increase as \( N \to \infty \) so it is not always certain that (5.5) can be satisfied even though \( \beta_N \to 0. \)

**Theorem 5.2:** In Theo. 5.1, if there exist positive constants \( \alpha_1 \) and \( \alpha_2 \) such that
\[ M_C \leq \alpha_1 \beta_N^{\alpha_2} \quad (5.6) \]

then there is a finite integer \( N^* \) such that, for all \( N > N^* \), (5.3) is exponentially stable.

**Proof:** This is a corollary to Theo. 5.1. From (5.6), we obtain
\[ M_C \leq \alpha_1 \beta_N^{\alpha_2} \to 0 \quad \text{as} \quad N \to \infty. \]

Therefore, choose \( N^* \) such that \( \alpha_1 \beta_N^{\alpha_2} < \epsilon \) and, for all \( N > N^* \), (5.5) is satisfied; the result follows from Theo. 5.1.

The above results provide conditions under which the closed-loop system (5.3) is stable and the FEM solution error \( e(t) \) satisfies
\[ \| e(t) \| \leq \| \omega(t) \| \leq 2 M_C e^{-\epsilon_C t} \| v_0 \| , \quad t > 0 \quad (5.7) \]

because
\[ \| \omega(0) \|^2 = 2 \| P_N v_C \|^2 + \| P_R v_0 \|^2 \leq 2 \| v_0 \|^2. \]

This is an a priori convergence estimate for the closed-loop system.
Since \( e = v - v_N = (v - P_N v) + (P_N v - v_N) \) and \( v - P_N v = P_R v \to 0 \) as \( N \to \infty \) by (3.2), we may be interested in the behavior of the term \( P_N v - v_N \) as \( N \to \infty \). However, from the properties of the Galerkin projection \( P_N \),

\[
\begin{align*}
P_N e &= P_N P_R v + P_N (P_N v - v_N) = P_N v - v_N \\
P_R e &= P_R P_R v + P_R (P_N v - v_N) = P_R v
\end{align*}
\]

(5.8a)

(5.8b)

i.e., \( P_N v - v_N = P_N e \) and \( v - P_N v = P_R e \) form the orthogonal components of \( e \) in \( H_N \) and \( H_N^\perp \), respectively. From (3.9b) and (4.2), obtain:

\[
\begin{align*}
\frac{\partial P_N e}{\partial t} &= A_N P_N e + A_{NR} v_R \\
\frac{\partial v_R}{\partial t} &= A_{RN} P_N e + A_R v_R + (A_{RN} + B_R G_N) v_N + B_R G_N e_N
\end{align*}
\]

(5.9a)

(5.9b)

where \( v_R = P_R v_R', A_{NR} = P_N A P_R \), etc. Also, (4.3) becomes

\[
\dot{e}_N = (A_N - K_N C_N) e_N + K_N C_N P_N e + K_N C_R v_R
\]

(5.10)

Let \( \omega = [v_N, e_N, P_N e, v_R]^T \) be the closed-loop system state, and, from (4.4), (5.9) and (5.10), obtain

\[
\frac{\partial \omega}{\partial t} = Q_C \omega
\]

(5.11)

where \( Q_C = \begin{bmatrix} Q_{11} & Q_{12} \\ Q_{21} & Q_{22} \end{bmatrix} \) and

\[
Q_{11} = \begin{bmatrix} A_N + B_N G_N & B_N G_N & 0 \\ 0 & A_N - K_N C_N & K_N C_N \\ 0 & 0 & A_N \end{bmatrix}, \quad Q_{12} = \begin{bmatrix} 0 \\ K_N C_R \\ A_{NR} \end{bmatrix}
\]

\[
Q_{21} = [A_{RN} + B_R G_N & B_R G_N & A_{RN}], \quad Q_{22} = A_R
\]
The following alternate closed-loop stability result may prove useful in those cases where conditions (a) and (b) of Theo. 5.1 are not satisfied by the FEM approximation:

**Theorem 5.3:** Assume, for every $N$,

1. the ROM $(A_N, B_N, C_N)$ is controllable and observable
2. $A_N$ is (exponentially) stable with margin $\sigma_N$
3. $A_R$ generates an exponentially stable $C_0$ semigroup $U_R(t)$ with
   \[ ||U_R(t)|| \leq M_R e^{-\sigma_R t}, \quad t \geq 0 \]
4. \[ \lim_{N \to \infty} ||A_{NR}|| = 0 \]

Then controller gains $G_N$ and $K_N$ can be chosen so that $Q_C$ in (5.11) generates a $C_0$ semigroup $U_C(t)$ with
\[ ||U_C(t)|| \leq M_C e^{-\epsilon_C t}, \quad t \geq 0 \]
(5.12)

where $M_C = \max (M_{11}, M_R)$,
\[ \epsilon_C = \epsilon_0 - \frac{M_C}{\gamma_N}, \quad \epsilon_0 = \min(\sigma_N, \sigma_R), \]
\[ \gamma_N = ||K_N|| ||C_N|| + ||A_{NR}|| \]
and $Q_{11}$ generates the $C_0$ semigroup $U_{11}(t)$ with
\[ ||U_{11}(t)|| \leq M_{11} e^{-\sigma_{11} t}, \quad t \geq 0. \]

If $K_N$ is bounded for all $N$ and, for $N$ sufficiently large,
\[ M_C \gamma_N < \epsilon_0 \]
(5.13)
the closed-loop system (5.11) is exponentially stable.

The proof of this result is sufficiently similar to that of Theo. 5.1 that we shall omit it. In some cases, the conditions (1)-(4) of Theo.
5.3 may be easier to verify than those of Theo. 5.1. Again, the stability of (5.12) leads to an a priori convergence bound on the FEM solution error:

\[ ||e(t)|| \leq 2M_C e^{-\varepsilon_C t} ||v_0|| , \quad t \geq 0 \]  

(5.14)

6.0 Conclusions

The use of the finite element method (FEM) for numerical simulation of complex distributed parameter systems is well known. In this paper the use of the FEM to produce reduced-order models and finite dimensional feedback controllers for distributed parameter systems has been investigated with emphasis on application to control of large aerospace structures. Our principal concern has been to determine the stability of the controller in closed-loop with the actual distributed parameter system even though the controller is synthesized using a FEM approximation. Our main results, Theorems 5.1-5.3, give conditions under which stable closed-loop operation can be expected. Such conditions are especially desirable for large aerospace structure control because the FEM model is the tool most widely accepted for structural analysis and large scale computer codes already exist to produce such models for very complex structures.
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ABSTRACT

Implementable feedback control of distributed parameter systems must often be based on reduced-order models due to the infinite dimensional nature of the actual open-loop system. In this paper, we analyze the behavior of controllers designed via reduced-order models obtained with singular perturbations techniques. When such controllers are used in the actual distributed parameter system, the closed-loop stability is in question. The results presented here provide bounds on the smallness of the singular perturbations parameter to ensure stable operation; such a priori bounds may be used to evaluate potential reduced-order controllers for distributed parameter systems.
1. INTRODUCTION

Distributed Parameter Systems (DPS) are described by partial differential equations. Examples of DPS include heat diffusion and chemical processes, wave propagation, and mechanically flexible structures, such as large flexible spacecraft and satellites, high-speed aircraft and surface vehicles, and large civil engineering structures, e.g., bridges and tall buildings.

The state spaces for these systems have infinite dimension. Thus, it is impractical or impossible to implement feedback controllers based on complete models of these systems; hence, reduced-order models must be used for the controller design. A great variety of reduced-order modeling techniques exist for general systems, e.g., the bibliography of [1], and new techniques are presently being developed in the specialized areas like large aerospace structures, e.g., [2], [3]. Of particular interest are the model reduction techniques based on asymptotic methods, such as multiple time scales and singular perturbations, e.g., [4]-[7] and the excellent survey [8]. These papers address the large scale, but finite dimensional or lumped parameter, systems; to our knowledge, very little has been done with asymptotic methods for DPS with the exceptions: [9] Chapt. 5, [10], and the survey [11].

Our interest here is less in the area of derivation of reduced-order models for DPS (although that is an important topic in its own right); rather, we are concerned with the successful operation of the controller, designed on a reduced-order model, in closed-loop with the full system. Other work on this basic topic may be found, for example, in [2], [12]-[15], and, for singular perturbations methods, [16]-[24]; none of these singular perturbations papers deals with DPS, with the exception of [24]. This paper
extends the preliminary results on singular perturbations and stability for DPS obtained in [24] and obtains an upper bound on the singular parameter for stable, closed-loop operation. Our results for DPS are in the same spirit as those of [21]-[23] for lumped parameter systems; the method of proof is different due to the infinite dimensional nature of the DPS problem.

We consider linear, time-invariant distributed parameter systems with the following form:

\[
\begin{align*}
\dot{v}(t) &= Av + Bf, \\
v(0) &= v_0 \\
y(t) &= Cv + Df
\end{align*}
\]  
(1.1)

where the state \(v\) is in a Hilbert space \(H\) with inner product \((.,.)\) and associated norm \(\|\cdot\|\) and the control vector \(f\) and observation vector \(y\) have dimensions \(M\) and \(P\), respectively, which denote the number of (independent) actuators and sensors. When the system (1.1) is a distributed parameter system (DPS), the \(\dim H = \infty\) and the operator \(A\) is (usually) an unbounded, differential operator with domain \(D(A)\), containing all states which satisfy the boundary conditions of the problem densely in \(H\), while the input and output operators \(B\) and \(C\) have finite rank \(M\) and \(P\), respectively, and \(D\) is a \(P \times M\) matrix.

The operator \(A\) generates a \(C_0\) semigroup \(U(t)\) on \(H\). This semigroup \(U(t)\) is usually exponentially stable, i.e., it has the growth property:

\[\|U(t)\| \leq K_0 e^{-\delta_0 t}, \quad t \geq 0\]  
(1.2)

where \(K_0 > 1\) and \(\delta_0 > 0\). In physical systems of "hyperbolic"-type, energy dissipative mechanisms make (1.2) true, even for DPS; however, \(\delta_0\) may be quite small, as it often is in the case of large aerospace structures [2].

In the following sections, we develop the general idea of reduced-order models for the systems of type (1.1) and obtain results on the operation.
of controllers, based on these reduced-order models, in closed-loop with
the actual system (1.1).

2. REDUCED-ORDER MODELING AND CONTROLLER DESIGN

Let \( H_N \) and \( H_R \) be subspaces of the total state space \( H \) with \( \dim H_N = N < \) and \( H = H_N \bigoplus H_R \). Define the projection operators \( P_N \) and \( P_R \) (not necessarily orthogonal) and let \( v_N = P_N v \) and \( v_R = P_R v \). This decomposes \( v \) into \( v = v_N + v_R \) and the system (1.1) into

\[
\begin{align*}
\dot{v}_N &= A_N v_N + A_{NR} v_R + B_N f, \quad v_N(0) = P_N v_0 \\
\dot{v}_R &= A_{RN} v_N + A_R v_R + B_R f, \quad v_R(0) = P_R v_0 \\
y &= C_N v_N + C_R v_R + D f
\end{align*}
\]

(2.1)

(2.2)

(2.3)

Note that all parameters, \( A_N, A_{NR}, \) etc., with the exception of \( A_R \), are bounded operators because they involve projection onto the finite dimensional subspace \( H_N \). We abuse notation slightly by writing \( \dot{v}_R \) for \( \partial v_R / \partial t \).

Henceforth, we assume that \( A_R \) generates a semigroup \( U_R(t) \) on \( H_R \) which satisfies the growth condition:

\[
\|U_R(t)\| \leq K_R e^{-\delta_R t}, \quad t \geq 0
\]

(2.4)

where \( K_R \geq 1 \) and \( \delta_R > 0 \). In the special case of reducing subspaces (i.e., both \( H_N \) and \( H_R \) are \( A \)-invariant), \( \delta_R = \delta_0 \) and \( K_R = \|P_R\| K_0 \) where \( \delta_0, K_0 \) are as given in (1.2). In general, \( K_R \) and \( \delta_R \) depend on the choice of \( H_N, H_R \) subspaces. The growth condition (2.4) will hold for "parabolic", as well as "hyperbolic" systems even though the more stringent (1.2) does not hold.

The reduced-order model (ROM) for the system is (2.1) and (2.3) with \( C_R \) and \( A_{NR} \) assumed to be zero:

\[
\begin{align*}
\dot{v}_N &= A_N v_N + B_N f, \quad \dot{v}_N(0) = P_N v_0 \\
y &= C_N v_N + D f
\end{align*}
\]

(2.5)
Thus, the ROM depends on what choice of subspace $H_N$ is made and what type of projection $P_N$ is used (or alternatively, what $H_R$ is). The subspace $H_N$ is called the ROM subspace and the subspace $H_R$, the residuals subspace. The terms $A_{NR} v_R$ and $A_{RN} v_N$ are called model error and $B_R f$ and $C_R v_R$ are called control and observation spillover, respectively.

3. REDUCED-ORDER MODELING AND CONTROLLER DESIGN VIA SINGULAR PERTURBATIONS

For certain choices of subspaces $H_N$, $H_R$ in Sec. 2, it is possible to produce ROM's such that (2.1)-(2.3) become:

\begin{align}
\dot{v}_N &= A_N v_N + A_{NR} v_R + B_N f \\
\epsilon \dot{v}_R &= A_{RN} v_N + A_R v_R + B_R f \\
y &= C_N v_N + C_R v_R + D f
\end{align}

where the singular perturbation parameter $\epsilon \geq 0$ represents some small parameter dependence, such as electrical networks with parasitics or dynamical systems with small masses and time constants (see [25]); alternatively, $\epsilon$ may represent a ratio of time-scales in the system (see [7]). This approach is especially valuable when the ROM is based on vibration modes for a mechanically flexible structure and the frequency separation of slow and fast modes can be used to provide the decomposition of (3.1)-(3.3). A survey of singular perturbation techniques for model reduction is presented in [8]. It should be noted that one of the most difficult tasks may be to formulate a particular DPS problem into the singular perturbations format (3.1)-(3.3).

The parameters such as $A_N$ may involve regular perturbations in $\epsilon$, as well, i.e.,

$$A_N = A^0_N + \epsilon \tilde{A}_N^\epsilon$$

where $\tilde{A}_N^\epsilon$ is bounded for all $\epsilon$ and $\tilde{A}_N^0 = 0$. Also, it is possible to have multi-
parameter singular perturbations where several $\varepsilon$ parameters are present; see e.g., [26]-[27]. To simplify the presentation, we shall not consider either of the above situations here.

The singular perturbations ROM is obtained when $\varepsilon = 0$ and is given by

$$\begin{align*}
\dot{v}_N &= \bar{A}_N v_N + \bar{B}_N f, \quad \bar{v}_N(0) = P_N v_0 \\
\bar{y} &= C_N v_N + D f
\end{align*}$$

(3.5)

where $\bar{A}_N = A_N - A_{NR} A_R^{-1} A_{RN}$, $\bar{B}_N = B_N - A_{NR} A_R^{-1} B_R$, $\bar{C}_N = C_N - C_R A_R^{-1} A_{RN}$, and $\bar{D} = D - C_R A_R^{-1} B_R$. This is somewhat different from the usual ROM (2.5) due to the parameter correction terms involving $A_R^{-1}$. In the special case of reducing subspaces $H_N, H_R$ (as in [24]), the model error terms $A_{NR}$ and $A_{RN}$ are zero, and $A_N = A_N, \bar{B}_N = B_N$, and $\bar{C}_N = C_N$; however, $\bar{D} \neq D$. Therefore, even in this special case the ROM (3.5) is not quite the same as the usual ROM (2.5).

Note that the ROM (3.5) is finite dimensional ($\dim v_N = N$) and the parameters $(\bar{A}_N, \bar{B}_N, \bar{C}_N, \bar{D})$ may be identified with their corresponding matrices in an appropriate basis for $H_N$. Henceforth, we assume the ROM (3.5) is controllable and observable; for any ROM, this is easy to verify with the usual rank tests for finite dimensional systems ([28] Chapt. 11).

Also, note that, although $A_R$ is usually not bounded for a DPS, $A_R^{-1}$ is bounded due to (2.4). In fact, from [28], Theo. 8.9,

$$||A_R^{-1}|| \leq \frac{K_R}{\delta_R}$$

(3.6)

The reduced-order controller based on the ROM (3.5) is given by

$$\begin{align*}
\dot{f} &= \bar{C}_N z \\
\dot{z} &= \bar{A}_N z + \bar{B}_N f + \bar{K}_N (y - y) \quad , \quad z(0) = 0 \\
\hat{y} &= \bar{C}_N z + \bar{D} f
\end{align*}$$

(3.7)
where dim z = N. This finite dimensional controller can be implemented for the DPS, and the gains $G_N$, $K_N$ can be designed for closed-loop stability when $\varepsilon = 0$; however, successful closed-loop operation is in question when $\varepsilon > 0$.

4. MAIN RESULTS: CLOSED-LOOP STABILITY

The fundamental question is whether a stable closed-loop reduced-order system ($\varepsilon = 0$) will remain stable when the same controller (3.9) is used with the actual system (3.1)-(3.3) when $\varepsilon > 0$ (although small). The answer, as given below, is that it will when $\varepsilon$ is small enough; bounds on the smallness of $\varepsilon$ are obtained.

The closed-loop behavior of the total system (3.1)-(3.3) with the controller (3.7) is governed by

$$\begin{bmatrix} w_1 \\ \varepsilon w_2 \end{bmatrix} = \begin{bmatrix} H_{11} & H_{12} \\ H_{21} & H_{22} \end{bmatrix} \begin{bmatrix} w_1 \\ w_2 \end{bmatrix}$$

(4.1)

where $w_1 = [v_N^T \ e_N^T]^T$, $e_N = z - v_N$, $w_2 = v_R$, and

$H_{11} = \begin{bmatrix} A_N + B_N \bar{G}_N & B_N \bar{G}_N \\ Q_N & A_N - \bar{K}_N C_N + Q_N \end{bmatrix}$

$Q_N = (\bar{K}_N C_R - A_{NR})A_R^{-1}(A_{RN} + B_R \bar{G}_N)$

$H_{12} = \begin{bmatrix} A_{NR} \\ \bar{K}_N C_R - A_{NR} \end{bmatrix}$

$H_{21} = \begin{bmatrix} A_{RN} + B_R \bar{G}_N \\ B_R \bar{G}_N \end{bmatrix}$

and $H_{22} = A_R$. Note that $H_{11}$, $H_{12}$, $H_{21}$ are all bounded operators, and $H_{22}^{-1}$ is bounded by (3.6); therefore let
When $e = 0$, (3.1) reduces to

$$\dot{w}_1 = H_1 \dot{w}_1$$

(4.3)

which represents the reduced-order design consisting of the ROM (3.5) and the reduced-order controller (3.7) in closed-loop. The reduced-order closed-loop operator is given by:

$$H_1 = H_{11} - H_{12} H_{22}^{-1} H_{21} = \begin{bmatrix} \bar{A}_N + \bar{B}_N \bar{G}_N & \bar{B}_N \bar{C}_N \\ 0 & \bar{A}_N - \bar{K}_N \bar{C}_N \end{bmatrix}$$

which can be made stable by the choice of gains $\bar{G}_N$, $\bar{K}_N$, since the ROM (3.5) is assumed controllable and observable in Sec. 3. Therefore, let the transition matrix $U_1(t)$ associated with $H_1$ satisfy:

$$||U_1(t)|| \leq K_1 e^{-\delta_1 t}, \quad t \geq 0$$

(4.4)

Furthermore, $H_1$ is bounded:

$$||H_1|| \leq M_6$$

(4.5)

where

$$M_6 = M_1 + M_2 M_5 \leq K_1 / \delta_1$$

When $e > 0$, we can write (4.1) as

$$\dot{w} = H w = \begin{bmatrix} H_{11} & H_{12} \\ H_{21} / e & H_{22} / e \end{bmatrix} w$$

(4.6)

where $w = [w_1 \, w_2]^T$. The primary question to be answered in this section is whether the semigroup $U_c(t)$ generated by $H$ in (4.6) remains stable for small, positive $e$, i.e.,

$$||U_c(t)|| \leq K_c e^{-\delta_c t}, \quad t \geq 0$$

(4.7)
The answer is that it does remain stable and the following theorem -- our main result -- gives a bound on the smallness required of $\varepsilon$:

**THEOREM 1:** Let the controller gains $\overline{R}_N$, $\overline{K}_N$ be chosen so that $H_1$ in (4.3) has stability margin $\delta_1$ as in (4.4). There exists an $\varepsilon_0 > 0$ such that, for all $0 < \varepsilon \leq \varepsilon_0$, the closed-loop system (4.6) -- consisting of the full-order DPS (1.1) and the reduced-order controller (3.7) based on the ROM (3.5) -- is (exponentially) stable and the controller state $z$ converges (exponentially) to the reduced state $v_N$; this means (4.7) is satisfied. An upper bound for $\varepsilon_0$ is given by:

$$
\varepsilon_0 < \frac{\delta_R}{(1 + M_5) K_R M_2 (M_2 + M_6)} \cdot \min \left( \frac{\delta_1}{K_1}, \gamma M_2 \right) \tag{4.8}
$$

where $\gamma$ is defined later in Lemma 1, and $K_c$, $\delta_c$, in (4.7), are given by:

$$
\delta_c = \min (\hat{\delta}_1, \hat{\delta}_2/\varepsilon_0) \tag{4.9}
$$

$$
K_c = K_1 K_R (1 + \alpha + \alpha^2)^{1/2} (3 + 3 M_5 + M_5^2) \tag{4.10}
$$

where

$$
\hat{\delta}_1 \equiv \delta_1 - \varepsilon_0 K_1 M_2 M_4 (1 + M_5) (M_2 + M_6)
$$

$$
\hat{\delta}_2 \equiv \delta_R - \varepsilon_0 K_R M_2 (1 + M_5)
$$

$$
\alpha \equiv M_2/|\Delta|, \quad \Delta \equiv \hat{\delta}_1 - \hat{\delta}_2/\varepsilon_0,
$$

and the constants are obtained from (2.4), (4.2), (4.4), and (4.5).

The proof of Theo. 1 requires the following two lemmae:

**LEMMA 1:** There exists $\varepsilon_1 > 0$ such that, for all $0 < \varepsilon \leq \varepsilon_1$, the nonlinear mapping $h(L) = H_{22}^{-1} H_{21} + \varepsilon H_{22}^{-1} L (H_{11} - H_{12} L)$ defined on

$$
\Omega = \{L | ||L - H_{22}^{-1} H_{21}|| < 1\}
$$

has a unique fixed-point $L^* = L^*(\varepsilon)$.
in \( \Omega \) (hence, \(||L^*|| < 1 + M_5\)). Furthermore, \( z_2 = w_2 + L^* w_1 \) transforms (4.1) into

\[
\begin{bmatrix}
\dot{w}_1 \\
\varepsilon z_2
\end{bmatrix} = \begin{bmatrix}
H_1 - \varepsilon W_1 & H_{12} \\
0 & H_{22} + \varepsilon L^* H_{12}
\end{bmatrix} \begin{bmatrix}
w_1 \\
z_2
\end{bmatrix}
\]

(4.11)

where \( W_1 \equiv H_{12} H_{22}^{-1} L^* (H_{11} - H_{12} L^*) \). An upper bound for \( \varepsilon_1 \) is

\[
[M_4 (1 + M_5) (M_2 + M_6)]^{-1}
\]

and we write \( \varepsilon_1 = \gamma [M_4 (1 + M_5) (M_2 + M_6)]^{-1} \)

where \( 0 < \gamma < 1 \).

**LEMMA 2:** There exists \( \varepsilon_0 \) such that, for all \( 0 < \varepsilon < \varepsilon_0 \),

\[
\left( ||w_1(t)||^2 + ||z_2(t)||^2 \right)^{1/2} \leq \tilde{K}_C e^{-\delta_c t}
\]

\[
\left( ||w_1(0)||^2 + ||z_2(0)||^2 \right)^{1/2}
\]

where \( \tilde{K}_C = K_1 K_R (1 + \alpha + \alpha^2)^{1/2} \) and \( \alpha, \delta_c \) the same as in Theo. 1.

An upper bound for \( \varepsilon_0 \) is given by (4.8). The proof of Lemma 1 involves a contraction mapping argument ([29], Theo. II. 1.1, p. 24); however, the results of [30] might be used to obtain a different (possibly larger) bound for \( \varepsilon_1 \). It is well known ([29], p. 24) that

\[
L^* = \lim_{k \to \infty} L_k
\]

where \( L_k \) is obtained via the algorithm:

\[
L_{k+1} = h(L_k), \quad k = 0, 1, 2, \ldots
\]

(4.13)

and \( L_0 \) any member of \( \Omega \). This algorithm may be implemented to calculate the desired \( L^* \). The following gives an indication of the convergence rate:

\[
||L_k - L^*|| \leq \frac{\gamma^k}{1 - \gamma} ||L_0 - L^*||
\]

(4.14)

where \( \gamma \) is defined in Lemma 1.
The proof of Lemma 2, and hence Theo. 1, makes use of Lemma 1 and results from [28]. The proofs of Lemma 1 and 2 and Theo. 1 appear in Appendices I-III.

5. CONCLUSIONS

Our main result (Theo. 1) provides an upper bound (4.8) on the smallness of the singular perturbations parameter (ε) which ensures stable closed-loop operation of a finite dimensional controller with the full-order distributed parameter system. Since the term $H_{12}$ and $H_{21}$ in (4.6) appear because of spillover and model error, the bounds (and hence, the stability) improve when these terms can be reduced (i.e., when $M_2$ and $M_3$ can be made smaller). Lemmas 1 & 2 taken together form an infinite dimensional version of the Klimushchev-Krasovskii result [8].

When the distributed parameter system can be put into the singular perturbations format, (3.1)-(3.3), the stability condition presented here can be checked with only a limited knowledge of the unmodeled residuals present in the full-order system. This makes it possible to synthesize low-order controllers for distributed parameter systems via general reduced-order modeling techniques and analyze their operation in closed-loop with the actual system. Such a result appears to be particularly applicable to distributed parameter systems with multiple time-scales or high-low frequency separation, as is often the case in large aerospace structures [2], [31]. The general modeling issue, i.e., obtaining a singular perturbations format, for large-scale or distributed parameter systems is quite complex; see [32] for further discussion.
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Appendix I: Proof of Lemma 1

We want to apply the contraction mapping theorem to \( h \) to obtain \( L^* \).

Consider any \( L \) in \( \Omega \) and note that

\[
||L|| \leq ||L - H_{22}^{-1} H_{21}|| + ||H_{22}^{-1} H_{21}|| \leq 1 + M_5 \tag{I.1}
\]

Also,

\[
||h(L) - H_{22}^{-1} H_{21}|| = \varepsilon ||H_{22}^{-1} L (H_{11} - H_{12} L)||
\]

\[
\leq \varepsilon M_4 ||L|| (M_1 + M_2 ||L||)
\]

\[
\leq \varepsilon M_4 (1 + M_5) (M_2 + M_6) \tag{I.2}
\]

because \( M_6 = M_1 + M_2 M_5 \) in (4.5). Therefore \( h(L) \) is in \( \Omega \) when \( 0 < \varepsilon \leq \varepsilon_A \) where

\[
\varepsilon_A = [M_4 (1 + M_5) (M_2 + M_6)]^{-1} \tag{I.3}
\]

because \( ||h(L) - H_{22}^{-1} H_{21}|| \leq 1 \).

Consider \( L \) and \( L' \) in \( \Omega \) and, from (I.1),

\[
||h(L) - h(L')|| = \varepsilon ||H_{22}^{-1} [L(H_{11} - H_{12} L) - L'(H_{11} - H_{12} L')]||
\]

\[
\leq \varepsilon M_4 (||L(H_{11} - H_{12} L) - L'(H_{11} - H_{12} L')|| +

||L(H_{11} - H_{12} L') - L'(H_{11} - H_{12} L')||)
\]

\[
\leq \varepsilon M_4 (||H_{12}|| + ||H_{11} - H_{12} L'|| ||L - L'||
\]

\[
\leq \varepsilon M_4 (2(1 + M_5) M_2 + M_7) ||L - L'|| < ||L - L'|| \tag{I.4}
\]

when \( 0 < \varepsilon < \varepsilon_B \) where

\[
\varepsilon_B = [M_4(M_1 + 2(1 + M_5) M_2)]^{-1} \tag{I.5}
\]
But, from (I.3),

\[ \varepsilon_A = \left[ (1 + M_5) M_4 (M_1 + M_2 (1 + M_5)) \right]^{-1} \]

\[ \leq \left[ (1 + M_5) M_4 (M_1 + 2 M_2 (1 + M_5)) \right]^{-1} \]

\[ = \varepsilon_B (1 + M_5). \]

Therefore, \( \varepsilon_A \leq (1 + M_5) \varepsilon_A = \varepsilon_B \); hence, we choose \( \varepsilon_1 < \varepsilon_A \) and, from (I.4), \( h \) is a contraction on \( \Omega \). By the contraction mapping theorem ([29] Theo. II.1.1, p. 24), \( h \) has a unique fixed point \( L^* \) in \( \Omega \) for any \( 0 < \varepsilon < \varepsilon_1 \), i.e.

\[ L^* = h(L^*) = H_{22}^{-1} H_{21} + \varepsilon H_{22}^{-1} L^*(H_{11} - H_{12} L^*) \quad \text{(I.6)} \]

and, from (I.1),

\[ ||L^*|| \leq 1 + M_5 \quad \text{(I.7)} \]

Note that \( H_{11} - H_{12} L^* = H_1 - \varepsilon W_1 \) and, by substitution of \( z_2 \) into (4.1), obtain

\[ \dot{w}_1 = H_{11} w_1 + H_{12} (z_2 - L^* w_1) = (H_1 - \varepsilon W_1) w_1 + H_{12} z_2 \]

\[ \varepsilon \dot{z}_2 = \varepsilon (w_2 + L^* w_1) = H_{21} w_1 + H_{22} w_2 + \varepsilon L^* ((H_1 - \varepsilon W_1) w_1 + H_{12} z_2) = H_{22} [h(L^*) - L^*] w_1 + \varepsilon L^* H_{12} z_2 = (H_{22} + \varepsilon L^* H_{12}) z_2 \text{ by (I.6)}. \]

This is the result desired. #
Appendix II: Proof of Lemma 2

Assume $0 < \varepsilon < \varepsilon_0 < \varepsilon_1$ and, from Lemma 1, obtain

$$\dot{w}_1 = (H_1 - \varepsilon W_1) w_1 + H_{12} z_2$$  \hspace{1cm} (II.1)

$$\varepsilon \dot{z}_2 = (H_{22} + \varepsilon L^* H_{12}) z_2$$  \hspace{1cm} (II.2)

Choose $\tau = t/\varepsilon$ and $\hat{z}_2(\tau) = z_2(t)$. Therefore, from (II.2),

$$\frac{d\hat{z}_2}{d\tau} = \hat{z}_2 \frac{dt}{d\tau} = \varepsilon \hat{z}_2 = (H_{22} + \varepsilon L^* H_{12}) \hat{z}_2.$$  

Hence, from $H_{22} = A_R$ and (2.4) and [27], p. 215,

$$||\hat{z}_2(\tau)|| \leq K_R e^{-\delta_2 \tau} ||\hat{z}_2(0)||$$  \hspace{1cm} (II.3)

where $\delta_2 = \delta_R - \varepsilon_0 (1 + M_5) M_2 K_R$ because $\varepsilon ||L^* H_{12}|| < \varepsilon_0 (1 + M_5) M_2$.

Choose

$$\varepsilon_0 < \delta_R \left[(1 + M_5) M_2 K_R\right]^{-1}$$  \hspace{1cm} (II.4)

so that $\delta_2 > 0$. From (II.3) and $||z_2(t)|| = ||\hat{z}_2(\tau)||$, obtain

$$||z_2(t)|| \leq K_R e^{-\frac{\delta_2}{\varepsilon} t} ||z_2(0)||$$  

$$\leq K_R e^{-\frac{\delta_2}{\varepsilon_0} t} ||z_2(0)||$$  \hspace{1cm} (II.5)

because $\varepsilon < \varepsilon_0$.

Choose

$$\varepsilon_0 < \delta_1 \left[(1 + M_5) M_2 M_4 (M_2 + M_6) K_1\right]^{-1}$$  \hspace{1cm} (II.6)

where $\delta_1$ and $K_1$ are given in (4.4); assume $\varepsilon_0$ satisfies (II.4), as well. Let $\delta_1 = \delta_1 - \varepsilon_0 K_1 M_2 M_4 (1 + M_5) (M_2 + M_6)$ which is positive by (II.6). Since $||W_1|| \leq M_2 M_4 (1 + M_5) (M_2 + M_6)$, we have, from (4.4), (II.1), (II.5), and [28], p. 215,
\[ |w_1(t)| \leq K_1 e^{-\delta_1 t} \left[ |w_1(0)| + M_2 \int_0^t e^{\delta_1 s} |z_2(s)| ds \right] \]

\[ \leq K_1 e^{-\delta_1 t} \left[ |w_1(0)| + M_2 K_R \int_0^t e^{\Delta t} ds |z_2(0)| \right] \]

\[ \leq K_1 e^{-\delta_1 t} \left[ |w_1(0)| + M_2 K_R e^{\Delta t \cdot \frac{1}{\Delta}} \right] \quad (II.7) \]

where \( \Delta = \frac{\delta_1}{e_0} \).

If \( \Delta > 0 \), then (II.7) implies \[ |w_1(t)| \leq K_1 e^{-\frac{\delta_1}{e_0} t} (|w_1(0)| + \frac{M_2 K_R}{\Delta} |z_2(0)|) \]. If \( \Delta < 0 \), then (II.7) implies \[ |w_1(t)| \leq K_1 e^{\frac{\delta_2}{e_0} t} \]

\[ (|w_1(0)| + \frac{M_2 K_R}{|\Delta|} |z_2(0)|) \]. In either case, if \( \delta_c = \min (\delta_1, \delta_2) \), then

\[ |w_1(t)| \leq K_1 e^{-\delta_c t} \left( |w_1(0)| + \frac{M_2 K_R}{|\Delta|} |z_2(0)| \right) \quad (II.8) \]

and, from (II.5) and (II.8) and \( K_1 \) and \( K_R \geq 1 \),

\[ |w_1(t)|^2 + |z_2(t)|^2 \leq (K_1 K_R e^{-\delta_c t}) \left( |z_2(0)|^2 + (|w_1(0)|^2 + \frac{M_2 K_R}{|\Delta|} |z_2(0)|^2) \right) \leq (K_1 K_R e^{-\delta_c t})(1 + \alpha + \alpha^2) \]

\[ (|w_1(0)|^2 + |z_2(0)|^2) \]

where \( \alpha = \frac{M_2}{|\Delta|} \) and the easily verified inequality:

\[ b^2 + (a + b)^2 \leq (1 + \alpha + \alpha^2)(a^2 + b^2) \]

is used with \( a = |w_1(0)| \) and \( b = |z_2(0)| \). Therefore,

\[ \left( |w_1(t)|^2 + |z_2(t)|^2 \right)^{1/2} \leq K_c e^{-\delta_c t} \left( |w_1(0)|^2 + |z_2(0)|^2 \right)^{1/2} \]

(II.9)
We must choose $c_0$ to satisfy (II.4), (II.6) and $c_0 < c_1 = \gamma \cdot [M_4 (1 + M_5) (M_2 + M_6)]^{-1}$, where $0 < \gamma < 1$. Note that, from (4.2), $M_4 = K_R/\delta_R$. Therefore choose $c_0$ to satisfy:

$$
c_0 < \frac{\delta_R}{K_R (1 + M_5) M_2} \cdot \min \left(1, \frac{\delta_1}{K_1 (M_2 + M_6)}, \frac{\gamma M_2}{M_2 + M_6} \right) \quad \text{(II.10)}
$$

and this will meet all the requirements. However, we can refine (II.10) further because $0 < \gamma < 1$ and $M_2[M_2 + M_6]^{-1} < 1$; consequently, (II.10) becomes:

$$
c_0 < \frac{\delta_R}{K_R M_2 (1 + M_5) (M_2 + M_6)} \cdot \min \left(\frac{\delta_1}{K_1}, \gamma M_2 \right) \quad \text{(II.11)}
$$

which is the desired result. #
Appendix III: Proof of Theo. 1

Assume $0 < c \leq c_0$, where $c_0$ given by (4.8). Consider that, from

$$z_2 = w_2 + L^* w_1,$$

$$\begin{bmatrix} w_1 \\ z_2 \end{bmatrix} = Q \begin{bmatrix} w_1 \\ w_2 \end{bmatrix} = Q w$$  \hspace{1cm} (III.1)

where

$$Q = \begin{bmatrix} I & 0 \\ L^* & I \end{bmatrix} \quad \text{and} \quad Q^{-1} = \begin{bmatrix} I & 0 \\ -L^* & I \end{bmatrix}$$

From Lemma 2, (II.9) and (III.1), obtain

$$||w(t)|| \leq ||Q^{-1}|| ||Q|| \tilde{\kappa}_c e^{-\delta_c t} ||w(0)||$$  \hspace{1cm} (III.2)

But $$||Qw|| = \sqrt{||w_1||^2 + ||w_2 + L^* w_1||^2}$$

$$\leq (1 + ||L^*|| + ||L^*||^2)^{1/2} ||w||$$  \hspace{1cm} (III.3)

by use of the easily verified inequality: $a^2 + (b + \alpha a)^2 \leq (1 + \alpha + \alpha^2) \cdot (a^2 + b^2)$ with $a = ||w_1||$, $b = ||w_2||$, and $\alpha = ||L^*||$. Therefore $||Q|| \leq (1 + ||L^*|| + ||L^*||^2)^{1/2}$ and, similarly, $||Q^{-1}|| \leq (1 + ||L^*|| + ||L^*||^2)^{1/2}$. Note that, from Lemma 1 (I.7), $||L^*|| \leq 1 + M_5$. When these inequalities are substituted into (III.2), it is clear that the desired result is obtained. #
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ABSTRACT

Using a singular perturbation formulation of the linear time-invariant distributed parameter system, we develop a method to design finite-dimensional feedback compensators of any fixed order which will stabilize the infinite-dimensional distributed parameter system. The synthesis conditions are given entirely in terms of a finite-dimensional reduced-order model; the stability result depends on an infinite-dimensional version of the Klimushchev-Krasovskii lemma developed in [10].

1.0 INTRODUCTION

Many engineering systems exhibit a distributed parameter nature and must be described by partial differential equations. Examples of such distributed parameter systems (DPS) include heat diffusion & chemical processes, wave propagation, & mechanically flexible structures. Various aspects of the control of DPS have been considered in, for example, [1] - [5]; our experience in DPS has been shaped by applications in large aerospace structures [6].

The state spaces for DPS have infinite dimension; so, at best, reduced-order models must be used in controller synthesis. However, the closed-loop stability of the infinite dimensional DPS with a finite dimensional feedback controller becomes a fundamental issue. The synthesis of finite dimensional controllers for DPS and the analysis of their closed-loop stability by singular and regular perturbation techniques have been our main areas of emphasis [7]; this theory has been developed with flexible structures and other highly oscillatory DPS applications in mind.

Even in large-scale, lumped parameter systems, such as electric power distribution networks, it is necessary to perform model reduction and reduced-order controller synthesis and to analyze closed-loop stability. The use of asymptotic methods, especially singular perturbations, has been very successful in this regard (e.g. [8]). We have extended certain of these singular perturbations methods for DPS to provide estimates of stability in an infinite dimensional setting [9] - [10] and applied them to mechanically flexible structures [11]. In this paper we will use these singular perturbation results to analyze the general finite dimensional compensator for linear DPS.
We consider linear, time-invariant DPS with the form:

\[
\begin{align*}
v_t &= Av + Bf, \quad v(0) = v_0 \\ y &= Cv
\end{align*}
\]  

where the state \( v(t) \) is in a Hilbert space \( H \) (called the state space) for all \( t \geq 0 \); the state space has inner product \( \langle \cdot, \cdot \rangle \) and associated norm \( \| \cdot \| \). The control vector \( f \) and the observation vector \( y \) have dimensions \( M \) & \( P \), respectively, which denote the number of (independent) actuators and sensors in use; thus, rank \( B=M \) and rank \( C=P \). The operator \( A \) is an unbounded differential operator with domain \( D(A) \) dense in \( H \) and \( A \) generates a \( C_0 \) semigroup \( U(t) \) on \( H \). Many practical DPS can be stated in this form [7].

### 2.0 REDUCED-ORDER MODELING OF DPS: A SINGULAR PERTURBATIONS FORMULATION

Since the state space \( H \) of the DPS in (1.1) is infinite dimensional, we must obtain a reduced-order model (ROM) upon which to base the finite dimensional controller design. In general, this is done by selecting a finite dimensional subspace \( H_N \) (with \( \text{dim. } H_N = N < \infty \)) contained in \( D(A) \). This subspace \( H_N \) is the ROM subspace; its complement \( H_R \) is the Residual subspace, and together they decompose the state space:

\[
H = H_N \oplus H_R
\]  

We define the (not necessarily orthogonal) projection operators \( P_N \) and \( P_R \) and let \( v_N = P_N v \) and \( v_R = P_R v \). These decompose the state \( v = v_N + v_R \) and the DPS (1.1).

In this paper, we will make two basic assumptions on model reduction processes

1. the subspaces \( H_N, H_R \) are reducing subspaces (i.e. they are both \( A \)-invariant);
2. the subspaces \( H_N, H_R \) can be chosen to give a singular perturbations formulation with small parameter \( \varepsilon > 0 \) and an exponentially-stable residual subsystem.

These assumptions yield the decomposed DPS (1.1) in the following form:

\[
\begin{align*}
\frac{\partial v_N}{\partial t} &= A_N v_N + B_N f \\
\varepsilon \frac{\partial v_R}{\partial t} &= A_R v_R + B_R f \\
y &= C_N v_N + C_R v_R
\end{align*}
\]  

where \( A_N = P_N A P_N \), \( B_N = P_N B \), \( C_N = C P_N \), etc. and \( A_R \) generates the \( C_0 \) semigroup \( U_R(t) = P_R U(t) P_R \) with exponential growth condition:

\[
\| U_R(t) \| < K_R e^{-\sigma_R t}, \quad t \geq 0
\]  

where \( K_R > 1 \) and \( \sigma_R > 0 \). All operators except \( A_R \) are bounded. The terms \( B_R f \) & \( C_R v_R \) are called, respectively, control & observation spillover; they represent the interconnections through which the controller can affect the residual subsystem.

The ROM of the DPS, in this formation, is obtained by setting \( \varepsilon = 0 \):
\[
\begin{cases}
\frac{\partial y}{\partial t} = A_N y_N + B_N f_N \\
y = C_N y_N + D_N f_N
\end{cases}
\]  

(2.4)

where \( D_N = -C_R A^{-1} B_R \) & \( A^{-1} \) is a bounded operator due to (2.3). The ROM is a finite dimensional system and the parameters \((A_N, B_N, C_N, D_N)\) may be identified with matrices by choosing a basis in \( H_N \); this will be done wherever necessary. We shall assume, henceforth, that the ROM is controllable and observable (easily verifiable conditions exist for finite dimensional systems). The ROM is completely determined by the choice of the subspaces \( H_N \) & \( B_R \).

3.0 FinitE Dimensional Compensators For DPS

The form of the finite dimensional feedback compensators used here will be the following:

\[
\begin{cases}
f = L_{11} y + L_{12} z \\
z = L_{21} y + L_{22} z
\end{cases}
\]

(3.1)

where the compensator state \( z \) has dim. \( z = \alpha \leq N \leq \infty \) and \( L_{11}, L_{12}, L_{21}, L_{22} \) are matrices of appropriate sizes. We say the compensator is output feedback when \( \alpha = 0 \). The order \( \alpha \) of the compensator is assumed to be fixed at some acceptable value which reflects the available capacity of the on-line computer being used to implement (3.1). In [10], the compensator order was \( \alpha = N \).

The compensator design is synthesized as though the ROM (2.4) were the full DPS (1.1), i.e. as though \( \varepsilon = 0 \). Let

\[
F = \bar{A}_N + \bar{B}_N L \bar{C}_N
\]

(3.2)

where

\[
\bar{A}_N = \begin{bmatrix} A_N & 0 \\ 0 & 0 \end{bmatrix}, \quad \bar{B}_N = \begin{bmatrix} B_N & 0 \\ 0 & I_\alpha \end{bmatrix}, \quad \bar{C}_N = \begin{bmatrix} C_N & 0 \\ 0 & I_\alpha \end{bmatrix}, \quad & \bar{L} = \begin{bmatrix} L_{11} & L_{12} \\ L_{21} & L_{22} \end{bmatrix}
\]

with

\[
L_{11} = (I_M - L_{11} D_N)^{-1} L_{11} \\
L_{12} = (I_M - L_{11} D_N)^{-1} L_{12} \\
L_{21} = L_{21}(I_P + D_N L_{11}) \\
L_{22} = L_{22} + L_{21} D_N L_{12}
\]

Let the composite state \( q_N = \begin{bmatrix} v_N \\ z \end{bmatrix} \) in \( H_N \times \mathbb{R}^\alpha \); from (2.4) & (3.1), this satisfies (for \( \varepsilon = 0 \)):

\[
\frac{\partial q_N}{\partial t} = F q_N
\]

(3.3)

The following theorem gives the conditions under which a stable design can be synthesized:

Theorem 3.1: If the ROM \((A_N, B_N, C_N, D_N)\) is controllable and observable and

\[
M + P + \alpha > N + 1
\]

(3.4)

then \( \bar{L} \) may be chosen so that \( F \) given by (3.2) has any desired pole locations in
the complex plane.

The proof follows easily from results in [12] or [13] and depends on the finite
dimensionality of the closed-loop system when \( \varepsilon = 0 \). Since the gains \( L \) can be
synthesized, the compensator gains \( L_{11}, L_{12}, L_{21}, L_{22} \) can be found; however, we must
assume that \( \| D_N \| \) is sufficiently small to make both \( (I_N - L_{11} D_N)^{-1} \) and \( (I_N + D_N L_{11})^{-1} \)
exist.

**4.0 CLOSED-LOOP STABILITY FOR THE DPS WITH A FINITE-DIMENSIONAL
COMPENSATOR**

Let \( \varepsilon \) be such that \( 0 < \varepsilon < \varepsilon_0 \), and consider the closed-loop system consisting of
the infinite-dimensional DPS (2.2) and the finite-dimensional compensator (3.1).
Let the closed-loop state \( w \) in \( H = H_N \times \mathbb{R}^q \times H_R \) be given by

\[
w = \begin{bmatrix} w_N \\ w_R \end{bmatrix}
\]

where \( w_N = \begin{bmatrix} v_N \\ z \end{bmatrix} \) is in \( H_N \times \mathbb{R}^q \) & \( w_R = v_R \) in \( H_R \). The norm on \( H \) is defined by

\[
\| w \| = (\| v_N \|^2 + \| z \|^2 + \| v_R \|^2)^{1/2}
\] (4.1)

From (2.2) & (3.1), the closed-loop state satisfies:

\[
\begin{align*}
\frac{\partial w_N}{\partial t} &= H_{11} w_N + H_{12} w_R \\
\frac{\partial w_R}{\partial t} &= H_{21} w_N + H_{22} w_R
\end{align*}
\] (4.2a, 4.2b)

where

\[
H_{11} = \begin{bmatrix} A_N + B_N L_{11} C_N & B_N L_{12} \\ L_{21} C_N & L_{22} \end{bmatrix}
\]

\[
H_{12} = \begin{bmatrix} B_N L_{11} C_R \\ L_{21} C_R \end{bmatrix}
\]

\[
H_{21} = \begin{bmatrix} B_R L_{11} C_N & B_R L_{12} \\ A_R + B_R L_{11} C_R \end{bmatrix}
\]

\[
H_{22} = A_R + B_R L_{11} C_R
\]

But, (4.2) is in the form of the infinite-dimensional Klimushchev-Krasovskii lemma
whose proof appears in the revised version of [10]; estimates on the upper bound
\( \varepsilon_0 \) are presented there, as well. From the infinite-dimensional K-K lemma, we
obtain the following closed-loop stability result:

**Theorem 4.1:** If \( H_{22} \) generates an exponentially stable \( C_0 \) semigroup and the finite
rank operator

\[
\mathbb{H} = H_{11} - H_{12} H_{22}^{-1} H_{21}
\] (4.3)

has all its poles in the open left half-plane, then there exists positive \( \varepsilon_0 \) (whose
value can be estimated from the model data) such that, for all \(0 < \epsilon \leq \epsilon_0\), (4.2) is stable.

This theorem says that under certain conditions the finite dimensional controller based on the ROM \((\epsilon=0)\) will continue to stabilize the infinite dimensional DPS when \(\epsilon\) is "small" but non-zero. The "smallness" required of \(\epsilon\) can be estimated from bounds on the control and observation spillover terms, the constants \(K_R, G_R\) in (2.3), and the ROM data.

The following lemma greatly simplifies Theo. 4.1:

**Lemma 4.2:**

\[
\bar{H} = F = \bar{A}_N + \bar{B}_{NL}\bar{C}_N
\]

The proof appears in the Appendix. Consequently, Theo. 4.1 may be restated as our main result:

**Theorem 4.3:** If the stable compensator synthesis conditions of Theo. 3.1 are satisfied for the ROM (2.4) and if the control and observation spillover coefficients \(\beta = \|B_R\|\) & \(\Gamma = \|C_R\|\) are sufficiently small that

\[
\frac{C_R}{K_R} > \beta \Gamma \|L_{11}\|
\]

(4.5)

where \(K_R\) & \(G_R\) appear in (2.3), then there exists positive \(\epsilon_0\) such that for all \(0 < \epsilon \leq \epsilon_0\) the same finite-dimensional compensator (3.1) stabilizes the infinite-dimensional DPS (1.1).

This follows from Lemma 4.2 and use of the semigroup-generator perturbation result ([14], Theo. 10.9) applied to

\[
H_{22} = \bar{A}_R + B_{RL}C_R
\]

because \(B_{RL}C_R\) is a bounded operator.

### 5.0 CONCLUSIONS

Our main result (Theo. 4.3) gives conditions under which a general finite-dimensional compensator, based on a singular perturbations reduced-order model, will stabilize an infinite dimensional (linear) distributed parameter system. This is an extremely useful result since all practical feedback compensators must be finite dimensional in order to be implementable with on-line digital computers. The result is valid for large-scale lumped-parameter systems, as well.

The most difficult assumption to satisfy is the choice of reduced-order subspace \(R_N\) to achieve a singularly perturbed formulation (2.2) of the distributed parameter system (1.1); the other assumptions are reasonably easy to satisfy. Modal methods have worked for mechanically flexible structures, e.g. [11]. A general discussion of this modeling difficulty is given in [15]; it is a fundamental problem in large-scale or distributed parameter systems and should not be overlooked.

**ACKNOWLEDGEMENT**

This work was supported by NASA Contract No. NAS-9-16053.


APPENDIX: PROOF OF LEMMA 4.2

\[ \begin{align*}
\overline{H} &= H_{11} - H_{12} H_{22}^{-1} H_{21} \\
&= \left[ A_N + B_N Z \begin{bmatrix} L_{11} & C_N \\ L_{21} \end{bmatrix} \begin{bmatrix} B_N Z L_{12} \\ L_{21} \end{bmatrix} \right] \begin{bmatrix} C_N \end{bmatrix}
\end{align*} \]

where

\[ \begin{align*}
Z &= L_{11} C_N H_{22}^{-1} B_R \\
\overline{H}_{22} &= A_R + B_R L_{11} C_R \\
\overline{F} &= \overline{A}_N + \overline{B}_N \overline{C}_N \\
&= \left[ \begin{bmatrix} A_N + B_N F_{11} C_N \\ L_{21} \end{bmatrix} \begin{bmatrix} C_N \end{bmatrix} \right] \begin{bmatrix} B_N F_{12} \\ L_{22} \end{bmatrix}
\end{align*} \]
where
\[ L_{11} = (I_M - L_{11}D_N)^{-1} L_{11} \]
\[ L_{12} = (I_M - L_{11}D_N)^{-1} L_{12} \]
\[ L_{21} = L_{21}(I_P + D_{N^*}L_{11}) \]
\[ L_{22} = L_{22} + L_{21}D_N L_{12} \]

\[ D_N = - C_N A_R^{-1} B_R \]

Therefore, \( \bar{H} = F \) if and only if

(a) \( Z = (I_M - L_{11} D_N)^{-1} \) and

(b) \( C_R H_{22}^{-1} B_R = - D_N (I_M - L_{11} D_N)^{-1} \)

However, (a) \( \Rightarrow \) (b):

\[ - D_N (I_M - L_{11} D_N)^{-1} = - D_N Z = - D_N + D_N L_{11} C_R H_{22}^{-1} B_R \]
\[ = C_R A_R^{-1} (I_R - B_R L_{11} C_R H_{22}^{-1} B_R) \]
\[ = C_R A_R^{-1} (H_{22} - B_R L_{11} C_R H_{22}^{-1} B_R) \]
\[ = C_R A_R^{-1} (H_{22} - B_R L_{11} C_R H_{22}^{-1} B_R) \]
\[ = C_R A_R^{-1} (H_{22} - B_R L_{11} C_R H_{22}^{-1} B_R) \]

Thus it remains to prove (a) which we recast as:

\[ (I_M + Q W)^{-1} = I_M - Q(WQ + I_R)^{-1} W \]

where \( Q = L_{11} C_R \) and \( W = A_R^{-1} B_R \) are both bounded (finite rank) operators.

Since \( (WQ + I_R)^{-1} = (I_R + A_R^{-1} B_R L_{11} C_R)^{-1} = H_{22}^{-1} A_R \) and \( H_{22}^{-1} \) is assumed to exist for small enough spillover bounds, therefore

\[ Z = I_M - Q(WQ + I_R)^{-1} W \]

where the required inverse exists. Thus, to prove (a) we need only prove (a'); however, this follows directly:

\[ (I_M + Q W)(I_M - Q(WQ + I_R)^{-1} W) \]
\[ = I_M + Q W - Q(WQ + I_R)^{-1} W \]
\[ - Q[WQ(WQ + I_R)^{-1} W] \]
\[ = I_M + Q W - Q(WQ + I_R)^{-1} W \]
\[ - Q[I_R - (WQ + I_R)^{-1} W] \]
\[ = I_M + Q W - Q(WQ + I_R)^{-1} W \]
\[ - Q W + Q(WQ + I_R)^{-1} W = I_M \]
\[ (I_M + Q W)^{-1} = I_M - Q(WQ + I_R)^{-1} W \]

and (a') is proved.
Large Space Structures are treated as a special class of highly oscillatory distributed parameter systems. Practical controllers will need to be finite dimensional; however, this calls the closed-loop stability into question due to spillover interactions. Recent results, obtained using regular and singular perturbation theory, give stability bounds for closed-loop control of this type of distributed parameter systems. This paper surveys these results and their implications for large space structures.

1.0 Introduction

Large aerospace structures, such as satellites and spacecraft, are mechanically flexible structures which will usually require active (feedback) control systems to suppress vibrations and satisfy stringent requirements for pointing accuracy, orientation, shape, and station-keeping. The problems and current directions in large aerospace structure control have been surveyed, for example, in [1]-[3].

Such structures are highly oscillatory, distributed parameter systems (DPS). The viewpoint we have been pursuing for DPS in general is a practical control theory, i.e., one that includes such practical constraints as a finite number of (localized) control devices and finite-dimensional (implementable) controllers; this has been discussed in [4]. Other helpful references on aspects of DPS theory are [5]-[8]. In this paper, large aerospace structure control will be viewed in the framework established in [4], and recent stability and control results using regular and singular perturbations techniques [9]-[12] will be examined in the large space structure context.

1.1 Large Aerospace Structure Description

Large aerospace structures may often be modeled by the following DPS description:

\[ u(x,t) = C_0 y(x,t) + A_0 y(x,t) + F_0(x,t) \]  \hspace{1cm} (1.1)

where \( F_0(x,t) \) is the displacement of the structure \( x \leq R \) off its equilibrium position in space. The damping and stiffness differential operators \( D_0 \) and \( A_0 \) are defined on a domain \( D(A_0) \) which is a subspace of the Hilbert space \( H = L^2(\Omega) \) with inner product \( \langle u, v \rangle \). \( D(A_0) \) contains all smooth functions in \( H \) which satisfy the structural boundary conditions. Furthermore, the operators satisfy:

\[ A_0 z_k = -k^2 z_k \] \hspace{1cm} (1.2a)
\[ D_0 z_k = 2i \omega_k v_k \] \hspace{1cm} (1.2b)

where \( z_k(x) \) are the mode shapes, \( \omega_k \) the mode frequencies, and \( v_k \) the modal damping (which is generally thought to be small for large aerospace structures). Although the force distribution \( F_0(x,t) \) in (1.1) is the sum of disturbance and control forces, we will ignore these external disturbances to simplify this discussion and consider the control forces as generated by \( M \) independent actuators:

\[ F_0(x,t) = B_0 f = \sum_{i=1}^{M} b_i(x) f_i(t) \] \hspace{1cm} (1.3)

Observation is done with \( P \) independent sensors whose output vector is given by

\[ y(t) = C_0 y(x,t) + E_0 u(x,t) \] \hspace{1cm} (1.4)

1.2 State Space Description

The DPS (1.1), and (1.3)-(1.4) can be rewritten in many state space formulations (not all of them are equivalent); however, the most natural one is the state model \( v(x,t) = [u(x,t), y(x,t)] \) which satisfies:

\[ \begin{align*}
    \dot{v}_t &= Av + Bf \\
    y &= Cv
\end{align*} \] \hspace{1cm} (1.5)

with the state space being the Hilbert space \( H = L^2(\Omega) \times H_0 \) with the energy norm

\[ |v|_2^2 = ||u||_2^2 + ||A_0^{1/2} u||_2^2 \] \hspace{1cm} (1.6)

and the operators \((A, B, C)\) determined from (1.1) and (1.3)-(1.4). The input and output operators \( B \) and \( C \) have finite rank, and the system operator \( A \) has domain \( D(A) = D(A_0^{1/2}) \times D(A_0) \) and generates the \( C_0 \) semigroup \( Ut \). The damping present in the structure gives the system a small amount of overall dissipation. It is the job of the finite-dimensional feedback controller to redistribute this dissipation to critical structural modes to improve their performance without creating instabilities in any residual modes.

2.0 Model-Reduction and Controller Synthesis

The synthesis of a finite-dimensional controller is based on a reduced-order (finite-dimensional) model (ROM) of the DPS. In general this is obtained by decomposing the original state space \( H \) into the ROM subspace \( H_N \) and the residual subspace \( H_R \):

\[ H = H_N \oplus H_R \] \hspace{1cm} (2.1)

where \( \dim H_N < \infty \). Then projections \( v_N = P_N v \) and \( v_R = P_R v \) are defined for these subspaces, and the DPS (1.5) is decomposed:

\[ \begin{align*}
    \dot{v}_N & = A_N v_N - B_N f \\
    y & = C_N v_N + C_R v_R
\end{align*} \] \hspace{1cm} (2.2a)

\[ \begin{align*}
    \dot{v}_R & = A_0 v_R - B_0 f \\
    y & = C_0 v_N + C_R v_R
\end{align*} \] \hspace{1cm} (2.2b)

where \( P_N \) and \( P_R \) are then projection operators. The system (2.2a) is then the reduced order model (ROM) for which the performance is to be improved. The current restriction is that the original system (1.5) is decomposed into a good subspace \( H_N \) and a bad subspace \( H_R \) where the structural modes and the control modes are separated.
where $A_N = P_A P_N^T$, $A_R = P_A P_R^T$, $B_N = P_B$, etc. The terms $A_N N = e$ and $A_R N = e$ are called model error, and $B_N$, $C_N$ are called control and observation spillover, respectively. The parameter $c > 0$ appears in some cases for appropriate choices of the subspaces $H_N$ and $H_R$; when it appears and is small, we are dealing with a singular perturbations formulation of the DPS. In many cases $c = 1$ for the choice of subspaces and this is a regular perturbations formulation. Both of these formulations will be dealt with here. A basic, and reasonable, assumption made in both formulations is that $A_N$ generates a stable $C^0$ semigroup.

### 2.1 Regular Perturbations ROM and Controller Synthesis

When $c = 1$, the regular perturbations ROM is obtained from (2.2) by ignoring the residual state $v_R$:

$$\begin{align}
(v_N^T) &= A_N N + B_N f \\
\dot{y} &= C_N N
\end{align}$$

(2.3a)

This is a finite-dimensional subsystem (since $\dim H_N < n$); consequently, the following finite-dimensional controller may be synthesized:

$$\begin{align}
f &= G_N \dot{v}_N \\
(y_N^T) &= A_N N + B_N f + \kappa_N (y_N - y) \\
\dot{y} &= C_N N
\end{align}$$

(2.4a)

The controller gains $G_N$ and $\kappa_N$ are designed to stabilize and improve the performance of the ROM (2.3) in closed-loop with the controller (2.4). Of course the closed loop stability of the actual DPS (1.5) with the controller (2.4) will be a principal question; regular perturbation theory is used to answer this question in [9].

For large space structures, the most popular model reduction technique has been the modal one, i.e.

$$\begin{align}
N &\Rightarrow P_N N = P_N N \\
\dot{y} &= C_N N
\end{align}$$

(2.5a)

with $P_N = \text{diag} \{2, 0, 0, \ldots, 2\}$, $P_N = \text{diag} \{e_1, e_2, \ldots, e_m\}$, and $e$ have terms involving the inner products in $H_0$ of actuator or sensor influence functions with mode shapes $e_1, \ldots, e_m$. Corresponding parameters appear for the residual subsystem $(A_R, B_R, C_R)$ in (2.2).

### 2.2 Singular Perturbations ROM and Controller Synthesis

The singular perturbations formulation of (2.2) occurs when $c > 0$ and small. The singular perturbations ROM is obtained from (2.2) by setting $c = 0$ and is given by

$$\begin{align}
(v_N^T) &= T_N N + S_N f \\
\dot{y} &= T_N N + \delta
\end{align}$$

(2.8a)

where $T_N = A_N - A_R A_N^{-1} A_R N$, $S_N = B_N - A_R A_N^{-1} B_R$, $T_N = C_N - C_R A_N^{-1} A_R N$, and $\delta = C_R A_N^{-1} B_R$. This is clearly different from the ROM obtained in (2.3). However, it is a finite-dimensional ROM and the controller associated with it is given by:

$$\begin{align}
f &= T_N \dot{v}_N \\
(y_N^T) &= T_N \dot{v}_N - S_N f + \kappa_N (y_N - y) \\
\dot{y} &= T_N \dot{v}_N - \delta
\end{align}$$

(2.9a)

This controller differs from that in (2.4); however, the gains $T_N$ and $\kappa_N$ are designed by standard finite-dimensional techniques to stabilize and improve the performance of the ROM (2.8) in closed-loop with the controller (2.9). Again, the closed loop stability of the reduced-order controller (2.9) with the actual DPS when $c = 0$ is in question. To attempt to answer this fundamental question a singular perturbations stability theory was developed in [10] for DPS of the form (2.2) with finite-dimensional controllers (2.9); this theory gives estimates of the tolerable size of $c$. The corresponding singular perturbations theory for finite-dimensional systems is surveyed in [11]-[12].

For large space structures, in most applications, there is no preferred singular perturbations formulation. The general approach has been applied to space structures in [13]. However, as pointed out in [14], the hardest task in the application of the singular perturbations approach is casting the problem in an appropriate singular formulation (2.2) where the small parameter $c$ will have a connection with physical parameters and it will be possible to verify whether $c$ is sufficiently small or not; this is true for applications of the approach to DPS, as well as lumped parameter systems.

Here we will mention two directions - time scaling and frequency scaling - which lead to singularly perturbed formulations of the modal model discussed for structures at the end of Sec. 2.1.

In the time-scaling approach (see [12] for a general
discussion), we assume that the structure modes of (2.6) separate into vibrations on two time scales - a slow one and a fast one - whose ratio is \( c \), i.e. (2.6) becomes:

\[
\begin{align*}
\ddot{u}_k + 2\zeta_k \omega_k \dot{u}_k + \omega_k^2 u_k &= F_k, \quad k \leq k < N \\
\ddot{u}_k + 2\zeta_k \omega_k \dot{u}_k + \omega_k^2 u_k &= F_k, \quad k \geq N+1
\end{align*}
\]

Some relabeling of modes might be required to obtain (2.10). Our associated singular perturbations formulation is obtained by taking \( v_N \) as in (2.5a) and, in place of \( \gamma_R \), using:

\[
\gamma_R = \begin{bmatrix} 1 & 0 \\ 0 & 1/c \end{bmatrix} v_R
\]

where \( v_R \) is as in (2.5b). This yields a singular formulation (2.2) of the modal model of the structure with \( c \) being the ratio of the time-scales; the modal parameters are the same as those given in (2.7) with the exception that \( \gamma_R = \begin{bmatrix} 1 & 0 \\ 0 & 1/c \end{bmatrix} \) replaces \( \gamma_R \) in the residual subsystem. The ROM (2.8) is obtained by setting \( c = 0 \), and the corresponding controller (2.9) can be synthesized; this controller will differ from the original modal controller (4.4).

In the frequency scaling approach (see [15] for a general discussion), we assume that \( c = 1/\omega_{N+1} \) for \( N \) sufficiently large, i.e. the residual structural modes have sufficient frequency separation from the ones contained in the ROM. In this case the associated singular perturbations formulation (2.2) is obtained by taking \( v_N \) as in (2.5a) and, in place of \( \gamma_R \), using:

\[
\gamma_R = \begin{bmatrix} 1/k^2 & 0 \\ 0 & 1/c \end{bmatrix} v_R
\]

where \( v_R \) is as in (2.5b); the modal parameters are the same as those in (2.7) with the exceptions:

\[
\begin{align*}
\gamma_R &= \begin{bmatrix} 1/k^2 & 0 \\ 0 & 1/c \end{bmatrix}
\end{align*}
\]

and

\[
\begin{align*}
\Lambda_R &= \begin{bmatrix} 0 & 1 \\ -2 & 0 \end{bmatrix} \quad \text{and} \quad \Gamma_R = \begin{bmatrix} c^2 \Phi_R \Gamma_R \end{bmatrix}
\end{align*}
\]

where \( \Lambda_R = \text{diag} \{ 1/k^2, \ldots, 1/k^2 \} \), \( \Phi_R = 2 \text{diag} \{ 1/\omega_{N+1}, \ldots, 1/\omega_{N+1} \} \), and \( \Gamma_R = \omega_{N+1}/\omega_{N+1} \) for \( k = N+1 \). Something interesting happens here when we set \( c = 0 \) to obtain the ROM (2.8) and corresponding controller (2.9); since \( \Phi_R \) becomes zero when \( c = 0 \) (and \( \gamma_R = 0 \) because of the use of structure modes), the singular perturbations ROM (2.8) is exactly the same as the regular perturbation one (2.3). Consequently, for the frequency scaling approach the controller (2.9) is exactly the same as the original modal controller, when sufficiently many modes are controlled. However, the singular perturbations stability results of [10] would seem to yield different conditions on the size of \( c = 1/\omega_{N+1} \) than the regular perturbation results of [9].

Other singular formulations of the problem may yield different results.

3.0 Conclusions

The stability of reduced-order finite dimensional controllers in closed-loop with distributed parameter systems (DPSs) models of large aerospace structures has been considered here. General model reduction and controller synthesis techniques for DPS have appeared in [9]-[10] with corresponding stability results obtained from both singular and regular perturbations formulations of the problem. These have been surveyed here by considering their implications for modal control of large aerospace structures. Both singular and regular perturbations formulations yield useful results, but the singular formulation seems extremely versatile due to the variety of singular formulations available in large space structure applications; two of these singular formulations - time and frequency scaling - were discussed here.
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On-line adaptive control is essential for Large Space Structures (LSS), where the modal parameters are poorly known, due to modeling error, or changing, due to variable configurations. It is especially important that such adaptive controllers produce stabilizing controls during adaptation due to the small damping present in LSS. However, any such controller must be based on a reduced-order model of the LSS. The spillover from the unmodelled residuals, as well as the modeling error, can deteriorate the performance of the adaptive controller and, if uncompensated, this spillover can defeat the whole purpose of the adaptive control.

This paper investigates adaptive control for LSS using direct and indirect schemes and points out the mechanisms whereby observation spillover can upset the stability of the controller. The framework for nonadaptive control of LSS is reviewed and many of the generic problems of adaptive LSS control are pointed out within this framework. These generic problems must be overcome for successful operation of adaptive LSS control.

1.0 INTRODUCTION

This paper deals with the basic problems inherent in adaptive control of large space structures (LSS), such as satellites and spacecraft, where the structural parameters are poorly known or slowly time-varying.

With the advent of the Space Shuttle Transportation System, it has become possible to conceive very large spacecraft and satellites which
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could be carried into space and deployed, assembled, or manufactured there. Such LSS would serve a variety of civilian and military needs [1], [2], including electrical energy generation from the solar power satellite - a structure nearly the size of Manhattan Island - to be constructed in space and operated in earth geosynchronous orbit [3]. The control technology needs for such LSS have been discussed in a variety of articles, e.g., [4], [5], and the developing LSS control theory and technology has been surveyed, for example, in [6]-[10].

The size of these structures, their low rigidity, and the small damping available in lightweight construction materials combine to make LSS extremely mechanically flexible. In theory, LSS are distributed parameter systems whose dimension is infinite; however, in practice, their dynamics are usually modeled by large scale systems based on approximate elastic mode data. Active control schemes for LSS are often required to meet stringent requirements for their shape, orientation, alignment, and pointing accuracy. Such active control is limited by the capacity of the on-board control computer, the modeling inaccuracy in current finite element computer codes for analyzing structural dynamics, and available control devices (actuators and sensors); therefore, the controller must be based on some reduced-order model (ROM) of the LSS.

Fundamental problems of LSS control include:

1. selection of appropriate modes to control for desired system performance;
2. development of ROM for analysis and controller design;
3. computation of system model and control parameters;
4. controller design with multiple distributed actuators and sensors;
5. the number and location of sensors and actuators for efficient control;
6. the effect of, and compensation for, residual (unmodelled) modes and modeling error on the closed-loop system performance;
7. adaptive and self-tuning controllers for LSS with poorly known or changing parameters and configurations.

Item (7) is the basic topic of this paper but it must be considered in the context of the other items with which it is completely intertwined.

The need for adaptive control in LSS arises because of ignorance of the system and changing control regimes. The former is due to
(a) ignorance of the system structure and order, and (b) ignorance of the system parameters; the latter occurs because of changing configuration of the LSS. Changes in configuration may be due to construction in-space, thermal distortion, or reorientation of subsystems, e.g., rotating solar panels or sunshields; these changes usually produce slowly time-varying parameters. Ignorance of the LSS system structure and order is due to the fundamental problem of modeling a distributed parameter system, e.g., faulty physics, reduced-order models, and ignored nonlinearities; this means that the order of the ROM is lower than that of the actual LSS.

Ignorance of the system parameters, while directly related to the system structure, is due to the inherent modeling error present in even the best structural analysis computer codes and to the limitation of testing huge, lightweight LSS on earth; this produces constant but poorly known system parameters. There is a very clear need for an adaptive LSS control methodology that can begin with the best available computed parameters and self-tune its way toward the correct parameters while stably controlling the LSS and, possibly, adapting to variable configurations.

A great variety of adaptive control schemes exists for lumped parameter, small scale systems [11]; in particular, model reference adaptive methods have achieved a great amount of success in producing stable, convergent adaptive controllers, and adaptive observers for systems whose structure is known and whose parameters are constant but poorly known or slowly time-varying, e.g., [12]-[25]. Adaptive schemes may be direct, i.e., the available control parameters are directly adjusted (adapted) to improve the overall system performance, e.g., [25]-[26], or indirect, i.e., the system parameters are identified (based on the assumed system structure) and the control commands are generated from these parameter estimates as though they were the actual values, e.g., [20], [24], [27].

The abundance of adaptive control methods is overwhelming and an understanding of the interrelationships and structural commonality of these methods is desperately needed; see, e.g., [28], [29], for some beginnings in this direction. Furthermore, the use of such methods on distributed parameter or large scale systems, like LSS, is greatly limited by the ROM problem - the adaptive scheme must be based on a ROM of the actual system.
and, hence, the order of the model is, and must remain, substantially lower than the controlled system. In addition, it seems essential that the LSS adaptive controller provide a stabilizing control in such highly oscillatory systems as LSS.

This paper develops a framework for LSS adaptive control problems and points out generic problems in the use of the most natural direct and indirect adaptive approaches. In other forms, these problems will haunt every use of adaptive control on LSS and must be solved before the valuable benefits of adaptive control can meet the needs of this new application area. A few preliminary attempts at adaptive control for specific distributed parameter systems or LSS have been made in [30]-[36]; also, for the corresponding parameter identification problem for distributed parameter systems, see [37].

2.0 NONADAPTIVE LSS CONTROL

Following [6], the LSS may be described by the partial differential equation:

\[ m(x) u_{tt}(x,t) + D_0 u_t(x,t) + A_0 u(x,t) = F(x,t) \]  

(2.1)

where \( u(x,t) \) represents (possibly, a vector of generalized) displacements of the structure \( \Omega \) off its equilibrium position due to transient disturbances and the applied force distribution \( F(x,t) \). The mass distribution \( m(x) \) is positive and bounded on \( \Omega \). The internal restoring forces of the structure are represented by \( A_0 u \) where \( A_0 \) is an appropriate differential operator with domain \( D(A_0) \) defined in a Hilbert space \( H_0 \) with inner product \((.,.)_0\). In most cases, \( A_0 \) has discrete spectrum, i.e.,

\[ A_0 \phi_k = \omega_k^2 \phi_k \]  

(2.2)

where \( \omega_k \) are the mode frequencies of vibration and \( \phi_k(x) \) are the mode shapes. The damping term \( D_0 u_t \) is generated by an appropriate \( A_0 \)-bounded differential operator and may represent gyroscopic damping as well as the very small (\(<\%\) critical) natural damping expected in the LSS.

The applied force distribution is given by

\[ F(x,t) = F_C(x,t) + F_D(x,t) \]  

(2.3)
where $F_D$ represents external disturbances and $F_C$ represents the control forces due to $M$ actuators:

$$F_C(x,t) = B_0 f = \sum_{i=1}^{M} b_i(x) f_i(t)$$  \hspace{1cm} (2.4)

where $b_i$ are the actuator influence functions (usually point devices) and $f_i$ are the control commands. Observations are produced by $P$ sensors:

$$y = C_0^\prime u + C_0^\prime u_t$$  \hspace{1cm} (2.5)

where $y_j(t) = (c_j^\prime u)_0 + (c_j^\prime u_t)_0$ for $1 \leq j \leq P$ with $c_j$ being the position sensor influence functions and $c_j^\prime$ the velocity sensor ones (usually point devices).

The state variable form of (2.1) and (2.3)-(2.5) is obtained by taking

$$v(x,t) = [u(x,t), u_t(x,t)]^T$$

in $H \equiv D(A^{1/2}) \times H_0$ with energy norm:

$$\|v\|^2 = (u, u_t) + (A^{1/2} u, A^{1/2} u)$$  \hspace{1cm} (2.6)

This produces

$$\begin{cases} v_t = Av + Bf; v(0) = v_0 \\ y = Cv \end{cases}$$  \hspace{1cm} (2.7)

where we consider the disturbance-free case ($F_D \equiv 0$) and define $B \equiv [0 \ B_0]^T$.

$C \equiv [C_0 \ C_0^\prime]$ and $A \equiv \begin{bmatrix} 0 & I \\ -A_0 & -D_0 \end{bmatrix}$. This distributed parameter system is very oscillatory in the sense that the semigroup $U(t)$ generated by $A$ has very little damping:

$$\|U(t)\| \leq M_0 e^{-ct} \quad \text{for} \quad t \geq 0$$  \hspace{1cm} (2.8)

where $c \geq 0$ and small and $M_0 \geq 1$.

The desired performance of the actively controlled LSS greatly effects the design of the controller. Many desirable properties of the active structure can be obtained with constant feedback gains applied to the system state $v(x,t)$; such solutions arise for regulator problems and stabilization (pole placement) problems for LSS. However, the full infinite
dimensional) state $v$ is never available from a distributed parameter system; only the $P$ sensor outputs $y$ are available.

Implementable controllers for LSS (and most distributed parameter systems) must be based on finite dimensional on-board control computers which process the sensor outputs $y$ and produce control commands $f$; thus, a reduced-order model (ROM) of the system (2.7) must be used for the controller design. A ROM can be obtained by projecting the system (2.7) in $H$ onto an appropriate finite dimensional subspace $H_N$; the projections $P$ (onto $H$) and $Q$ (onto the residual subspace) are usually, but not always, orthogonal. Let $v_N = P v$ and $v_R = Q v$ and, from (2.7), we obtain:

$$
\dot{v}_N = A_N v_N + A_{NR} v_R + B_N f
$$

(2.9)

$$
\dot{v}_R = A_{RN} v_N + A_R v_R + B_R f
$$

(2.10)

$$
y = C_N v_N + C_R v_R
$$

(2.11)

where $A_N = P A P$, $A_{NR} = P A Q$, $B_N = P B$, etc. The terms $B_R f$ and $C_R v_R$ are called control and observation spillover; the terms $A_{NR} v_R$ are called model error. The ROM for this system is given by (2.9) and (2.11) with $A_{NR} = 0$ and $C_R = 0$:

$$
\begin{align*}
\dot{v}_N &= A_N v_N + B_N f \\
y &= C_N v_N; v_N(0) = P v_0
\end{align*}
$$

(2.12)

The ROM state $v_N$ and the residual state $v_R$ form the true system state $v$ with total energy $||v||^2$ given by:

$$
\begin{align*}
||v||^2 &= ||v_N||^2 + ||v_R||^2 \\
&\text{(if projection is orthogonal)}
\end{align*}
$$

All implementable controller designs based on any ROM must be evaluated in closed-loop with the actual LSS (2.7), and it is in this evaluation that the effects of model error and spillover due to the residuals become apparent.

If the actual mode shapes $\phi_k$ are known, the modal ROM is a sensible choice:

$$
H_N = \{sp \phi_1 \ldots \phi_N\}
$$

and the model error terms $A_{NR}$ and $A_{RN}$ become zero. Of course, any collection of modes could be used; usually, the most easily excited or critical
ones will be chosen. However, in many cases, the partial differential operator $A$ is too complex to provide closed-form mode shapes. Instead finite element approximations of the mode shapes are computed (e.g., via NAStRAN), and these approximate mode shapes can be used to form the ROM for controller design; note that some model error is present when these approximations are used. Henceforth, we will assume the actual mode shapes are available to simplify the discussion but much of our analysis remains valid for approximate mode shapes and other types of ROM.

Modern modal control (MMC) for LSS, as developed in [38], uses the modal (or approximate modal) ROM and develops a controller consisting of a state estimator based on the ROM and a constant gain control law:

$$
\begin{align*}
\dot{\hat{v}}_N &= A_N \hat{v}_N + B_N f + K_N (y - \hat{y}) \\
\hat{y} &= C_N \hat{v}_N, \quad \hat{v}_N(0) = 0
\end{align*}
$$

and

$$
f = G_N \hat{v}_N
$$

(2.13)

This controller design requires the ROM $(A_N, B_N, C_N)$ to be controllable and observable for the calculation of control and estimator gains $G_N, K_N$. These conditions, in modal terms, provide insight into the number and location of actuators and sensors. From [38], $(A_N, B_N, C_N)$ is controllable and observable, when position sensors are used ($C_0 = 0$), if and only if

1. $\min(P, M) \geq \max$ mode frequency multiplicity in the ROM
2. each sub-block of $B_N$ and $C_N$ associated with a mode frequency $\omega_N$ of multiplicity $\alpha_N$ must have rank at least equal to $\alpha_N$.

Similar results hold for other types of sensors, e.g., velocity, acceleration, or mixtures of types [38], [39]. These results are easy to interpret in terms of the mode shapes, e.g., if no repeated frequencies exist, then the above result says that a single actuator and sensor, not necessarily collocated, will do the job as long as neither is located at any of the ROM mode shape zeros. Since LSS have many symmetries and rigid body modes, it is not often that a LSS control problem will have a
controllable observable ROM with only one pair of devices; this has consequences for the adaptive control problem to be discussed later.

Let the estimator error \( e_N = \hat{v}_N - v_N \) be defined and, from eqs. (2.9)-(2.11) and (2.13)-(2.14), obtain

\[
\begin{align*}
\hat{v}_N &= (A_N + B_N G_N) v_N + B_N G_N e_N \\
\phi_N &= (A_N - K_N C_N) e_N + K_N C_R v_R \\
\phi_R &= B_R G_N v_N + B_R G_N e_N + A_R v_R
\end{align*}
\]

This shows the effect of spillover on the closed-loop system: even though \( A_N + B_N G_N \), \( A_N - K_N C_N \), and \( A_R \) are stable, the closed-loop system need not be stable. When either control or observation spillover is absent \( (B_R = 0 \text{ or } C_R = 0) \), then stability is assured; otherwise, spillover causes pole-shifting and can induce instabilities [38], [40].

Bounds on the destabilizing effect of observation and control spillover were produced in [38] and can be extended to the case where some model error and small nonlinearities are present [41]. Such bounds give an indication of how much spillover the closed-loop system can tolerate.

A variety of methods have been suggested to reduce spillover [6]. One obvious way would be to prefilter the sensor outputs, with a bandpass filter, to substantially reduce observation spillover. This alleviates the worst pole-shifting problem; bounds on system performance with control spillover alone can be found in [42]. Note that the post-filter of the controller outputs could do the same job by reducing control spillover; this interchange of filter and controller is possible due to linearity and time-invariance. The trade-off with this means of reducing spillover is that the prefilter introduces phase distortion which can have a destabilizing effect of its own. Therefore, a very high order filter may be required to keep the phase distortion acceptable; phase-locked-loop quadrature filters may be another solution [43]. Even in nonadaptive LSS control, the spillover and model error problem is a fundamental one.

Finally, we should note in this section that digitally implemented controls would be based on discrete-time versions of the distributed parameter system (2.7). One such version is obtained by using a uniform time step \( \Delta t \):
\[
\begin{align*}
\{v(k + 1) &= \Phi v(k) + E f_k \\
y(k) &= C v(k)
\end{align*}
\] (2.18)

where \( \Phi \equiv U(\Delta t) \) and \( E \equiv E_0 B = \int_0^{\Delta t} U(\tau) \, d\tau \) \( B \) and the control command is a constant \( f_k \) over the interval \((k - 1) \Delta t \leq t < k \Delta t\). Other versions of this could be obtained with nonuniform time steps. When the ROM procedure of projecting onto the subspace \( H_N \) is used, we obtain the discrete-time versions of (2.9)-(2.11):

\[
\begin{align*}
v_N(k + 1) &= \Phi_N v_N(k) + \Phi_{NR} v_R(k) + E_N f_k \\
v_R(k + 1) &= \Phi_{RN} v_N(k) + \Phi_R v_R(k) + E_R f_k \\
y(k) &= C_N v_N(k) + C_R v_R(k)
\end{align*}
\] (2.19-2.21)

When \( H_N \) is the modal subspace, the above become:

\[
\begin{align*}
v_N(k + 1) &= \Phi_N v_N(k) + E_0 B_N f_k \\
v_R(k + 1) &= \Phi_R v_R(k) + E_0 B_R f_k \\
y(k) &= C_N v_N(k) + C_R v_R(k)
\end{align*}
\] (2.22-2.24)

where (2.22) is the same as that obtained by directly discretizing the ROM in (2.12); if the exact mode shapes are not available, these two discretizations may yield different results. In addition, the sampling process can alias residual modes and increase observation spillover and the zero-order hold process can spread-out the control command signal spectrum and, hence, increase control spillover by increasing the energy in the residual mode spectrum; this has been observed and investigated in [44]. Therefore, the time discretization is a very important factor in the design of implementable LSS controllers.

3.0 TOWARD ADAPTIVE CONTROL OF LSS

In order to design MMC, or other controllers, for LSS as proposed in the previous section, we must have knowledge of the ROM parameters \( (A_N, B_N, C_N) \). These parameters are obtained from modal data; they are the mode frequencies for \( A_N \) and the mode shapes at actuator and sensor locations for \( B_N \) and \( C_N \), respectively. This data is required for three reasons:
(1) to determine controllability and observability of the ROM and, hence, to help locate control devices effectively;
(2) to design control and estimator gains;
(3) to use in the state estimator's internal model.

However, we have noted in Sec. 1.0 the sources of error for this data; consequently, a need arises for an adaptive version of the MMC of Sec. 2.0.

The most logical and reasonable procedure to obtain adaptive controllers for a LSS seems to be the following:

**Procedure for Adaptive LSS Control**

(a) choose a "nice" reduced-order model (ROM); a modal ROM would be the obvious choice;
(b) use your "favorite" lumped parameter adaptive control scheme;
(c) design the adaptive controller as though the ROM were the actual LSS to be controlled, i.e., ignore the unmodeled residual part of the structure;
(d) use this adaptive controller in closed-loop with the actual LSS and hope for the best.

There is nothing wrong with following this procedure as a best first guess - in a way, there is little else that one can do to produce an implementable adaptive LSS controller.

In some cases, spillover is sufficiently small or enough other mathematical structure is present in the system, e.g., a high level of damping in the distributed parameter system [31] or low level of performance required from the controller (increased damping via direct velocity feedback) [32], to allow the adaptive controller to operate. However, these situations are rare with LSS and one would not like to count on the "generosity of nature" or the temporary suspension of Murphy's Law as part of the above design procedure. Consequently, we would add the following items to that procedure:

(e) analyze computer simulations of higher-order models of the LSS in closed-loop with the adaptive controller base' on the lower-order ROM (e.g., simulate more modes than you plan to control);
(f) investigate the specific mathematical mechanisms whereby the residual (unmodeled) part of the LSS couples into a given adaptive control scheme (e.g., find out where and how spillover affects the adaptive controller);

(g) obtain mathematical results on the amount of spillover and/or model error that can be tolerated in the closed-loop system and still provide adequate adaptation and control;

(h) develop spillover and model error compensation schemes to augment the adaptive controller when the residuals cannot be tolerated (e.g., when the conditions of (g) are not satisfied);

(i) recheck (g) with this compensation in the closed-loop system.

We believe that, within the basic framework of LSS control as described in Sec. 2.0, this Augmented Procedure (a)-(i) will go a long way toward revealing the problems of adaptive LSS control (and indeed, most other adaptive control situations where control must be based on a ROM) and will help to focus needed attention on these crucial issues. For example, although Step (e) would be done most likely at some point in the system development phase of any project as complex as the construction and operation of a LSS, often it is done much too late and the design is "set in concrete (or in this case, graphite-epoxy)"; the other steps (f)-(i) may not be done at all. Yet, ignoring the effects of the residual unmodeled LSS can produce some disastrous behavior in the adaptive controller; this was pointed out quite clearly in the LSS example in [36].

When an adaptive scheme is applied to such a lightly damped, oscillatory system as a LSS, the stability of the closed-loop system during adaptation is a necessity; therefore, we do not view convergence and (global) stability results as luxuries for adaptive LSS control and shall only consider appropriate those lumped parameter adaptive schemes for which such results are available. However, even a globally stable adaptive scheme may prove to be unstable when it is used in closed-loop with the actual LSS instead of the ROM on which it was based. This is not a failure of the adaptive scheme; it is a failure to satisfy the mathematical hypothesis of the stability result associated with the scheme.
In the rest of this section, we shall study the use of two very general adaptive schemes which seem to illustrate the problems and potential of adaptive LSS control: the indirect schemes of [23]-[24], which use an adaptive observer and operate in continuous time, and the discrete-time, direct or indirect, schemes which are based on an Autoregressive Moving Average (ARMA) model of the controlled plant, e.g., [25]-[27]. These approaches represent a good cross-section of available lumped parameter adaptive control schemes which have been shown to possess the desired stability properties. We emphasize that the point of this section is not to criticize or slander these schemes; rather, we mean to point out where the hypotheses of their stability results are violated, and must be modified, when we attempt to use them on LSS. We feel that consideration of these approaches within the context of the Augmented Procedure for Adaptive LSS Control (a)-(i) will illustrate the generic difficulties in the application of existing, well-behaved, lumped parameter adaptive control schemes to LSS.

3.1 Multivariable Systems Converted to Scalar Systems

The results of many stable adaptive schemes, e.g., [13]-[14], [23]-[24], are limited to a single actuator and/or a single sensor; yet, we have seen in Sec. 2.0 that most LSS control problems will involve multiple actuators and sensors. One way to deal with this (although, admittedly it has its drawbacks) is to convert the controllable observable LSS problem via output feedback into one that is controllable and observable from a single actuator and/or single sensor; this can be done with almost any output feedback gains [45]-[47]. These gains would have to be based on the best available calculated ROM data and the designer must hope that they will continue to do their job during adaptation.

The output feedback modifies the original system (2.9)-(2.11) to become:

\[ \dot{v}_N = (A_N + B_N H_N C_N) v_N + (A_{NR} + B_N H_N C_R) v_R + b_N f \]  (3.1)

\[ \dot{v}_R = (A_{RN} + B_R H_N C_N) v_N + (A_R + B_R H_N C_R) v_R + b_R f \]  (3.2)

\[ y = c_N^T v_N + c_R^T v_R \]  (3.3)

where \( H_N \) is the output feedback gain matrix, \( b_N, b_R, c_N, c_R \) are vectors,
and f, y have been renamed. Let $A_N + B_N H_N C_N$ be $\overline{A}_N$, etc. and we have that the new ROM $(\overline{A}_N, b_N, c_N^T)$ is a controllable, observable single-input, single-output system and (3.1) and (3.2) become:

\begin{align}
\dot{v}_N &= \overline{A}_N v_N + \overline{A}_{NR} v_R + b_N f \\
\dot{v}_R &= \overline{A}_{RN} v_N + \overline{A}_R v_R + b_R f
\end{align}

(3.4) (3.5)

3.2 Indirect Adaptive Controller Design

We apply the design of the adaptive controller in [24] directly to the ROM consisting of (3.4) and (3.3) with the assumption, for now, that $A_{NR} = 0$ and $c_R^T = 0$.

The control law is given by

\[ f(t) = g_N^T \hat{v}_N(t) + f_c(t) \]

(3.6)

where $g_N$ is a constant gain vector, $f_c$ is a "sufficiently rich" external signal (more about this later), and $\hat{v}_N$ is derived from the following adaptive observer (or state estimator):

\[ \hat{v}_N = F \hat{v}_N + gy + hf; \quad \hat{v}_N(0) = \hat{v}_0 \]

(3.7)

where $F$ is an arbitrary, stable matrix and $g$, $h$ are unknown parameter vectors. The appropriate matching conditions are:

\[
\begin{cases}
F + G^* c_N^T = \overline{A}_N \\
h^* = b_N \\
\hat{v}_0 = \hat{v}_N(0)
\end{cases}
\]

(3.8)

where $g^*$, $h^*$ are constant.

Let $p_0^* \equiv [g^*^T h^*^T v_N(0)^T]^T$ and note that

\[ \dot{p}_* = \tilde{F} p_*; \quad p_*(0) = p_0 \]

(3.9)

where $\tilde{F} \equiv \text{diag} [0 \ 0 \ F]$ and, when $g = g^*$, $h = h^*$, we have from (3.8) and (3.7):

\[ v_N(t) = [M(t) I_N] p_*(t) \]

(3.10)

where $M(t) \equiv \int_0^t e^{F(t - \tau)} [I_N \ y(\tau) \ I_N \ f(\tau)] d\tau$ and we have used the fact that $h$, $f$ are scalars.
Now (3.7) can be rewritten as
\[
\hat{\mathbf{w}}_N(t) = [\mathbf{M}(t) \mathbf{I}_N] \mathbf{p}(t)
\]
(3.11)
\[
\mathbf{M}(t) = F \mathbf{M}(t) + [\mathbf{I}_N \mathbf{y}(t) \mathbf{I}_N f(t)]
\]
(3.12)
\[
\mathbf{M}(0) = 0
\]
(3.13)
where \( \mathbf{M}(t) \) is as defined in (3.10) and we have yet to produce the adaptive law to generate \( \mathbf{p}(t) \). This adaptive law is given by the following:
\[
\dot{\mathbf{p}}(t) = \mathbf{F} \mathbf{p}(t) - \alpha(t) [\mathbf{R}(t) \mathbf{p}(t) + r(t)]
\]
(3.14)
where \( \mathbf{p}(0) = \mathbf{p}_0 \) is arbitrary and
\[
\begin{cases}
\dot{\mathbf{r}}(t) = -q \mathbf{r}(t) - \mathbf{F}^T \mathbf{r}(t) - \mathbf{R}(t) \mathbf{F} + [\mathbf{M}(t) \mathbf{I}_N] \mathbf{c}_N \mathbf{c}_N^T [\mathbf{M}(t) \mathbf{I}_N] \\
\mathbf{R}(0) = 0
\end{cases}
\]
(3.15)
and
\[
\begin{cases}
\dot{\mathbf{r}}(t) = -q \mathbf{r}(t) - \mathbf{F}^T \mathbf{r}(t) - [\mathbf{M}(t) \mathbf{I}_N] \mathbf{c}_N \mathbf{y}(t) \\
\mathbf{r}(0) = 0
\end{cases}
\]
(3.16)
where \( \alpha(t) \) is the adaptive gain and the constant \( q \) is chosen to exceed twice the absolute value of the real parts of the eigenvalues of \( \mathbf{F} \). The adaptive gain is chosen so that
\[
\alpha(t) = \gamma + ||\hat{\mathbf{w}}(t)||
\]
(3.17)
where
\[
\hat{\mathbf{w}}(t) = -\lambda \mathbf{u}(t) + (N/2)^{1/2} (||\mathbf{y}(t)|| + ||f(t)||)
\]
(3.18)
with \( \lambda \) positive and \( \mathbf{F} + \mathbf{F}^T \leq 2\lambda \mathbf{I}_N \).

3.3 Convergence Results: What Goes Wrong?

All of the above is exactly as stated in [24] where it is also shown in Appendix I and II that
\[
\mathbf{u}(t) \geq ||\mathbf{M}(t)||
\]
(3.19)
and, with \( f(t) \) sufficiently rich in frequencies, there is a \( t_1 \) such that
\[
\mathbf{R}(t) \geq \mathbf{c} \mathbf{I}_N > 0 \text{ for all } t \geq t_1
\]
(3.20)
In addition, it is shown in Appendix III that
\[ R(t) \dot{p}(t) + r(t) = 0 \quad (3.21) \]
This is very crucial to the stability results of [24] and it is here that observation spillover (i.e., the fact that we are using a ROM) appears - (3.21) is not valid when \( c_R \neq 0 \); however,
\[ R(t) \dot{p}(t) + r(t) = \Delta R(t) \quad (3.22) \]
where \( \Delta R(t) = \int_0^t e^{-(q + F^T)(t - \tau)} [M(\tau) I_N]^T c_N c_R^T v_R(\tau) \, d\tau \)

Let \( e_N(t) \equiv \hat{v}_N(t) - v_N(t) \) and \( \Delta p(t) \equiv p(t) - p^*(t) \); then
\[ e_N(t) = [M(t) I_N] \Delta p(t) \quad (3.23) \]
and
\[ \Delta \dot{p}(t) = [\dot{F} - \alpha(t) R(t)] \Delta p(t) - \alpha(t) \Delta R(t) \quad (3.24) \]
Consider \( V(t) \equiv \Delta p(t)^T \Delta p(t) \) and we obtain:
\[ \dot{V}(t) \leq -\gamma \rho V(t) - 2\gamma \Delta R(t) \dot{p}(t) \quad (3.25) \]
where \( V(0) = \Delta p^T_0 \Delta p_0 \) and \( \Delta p_0 = p_0 - p^*_0 \).

This follows [24] except for the additional term in (3.25); also note that
\[ || e_N(t) ||^2 \leq V(t) [1 + \mu(t)] \quad (3.26) \]

Let \( \Delta v_N(t) \equiv \dot{v}_N(t) - v_N(t) \) and \( \Delta v_R(t) \equiv \dot{v}_R(t) - v_R^*(t) \) where \( v_N^* \) and \( v_R^* \) represent the ideal states of (3.4)-(3.5) when the parameters are exactly known:
\[ \dot{v}_N = (\bar{\kappa}_N + b_N g_N^T) v_N^* + \bar{\kappa}_{NR} v_R^* + b_N f_C \quad (3.27) \]
\[ \dot{v}_R = (\bar{\kappa}_R + b_N g_N^T) v_N^* + \bar{\kappa}_R v_R^* + b_R f_C \quad (3.28) \]
with \( v_N^*(0) = v_N(0) \) and \( v_R^*(0) = v_R(0) \).

When the implementable adaptive control law (3.6) is used, we obtain:
\[ \Delta \dot{v}_N = (\bar{\kappa}_N + b_N g_N^T) \Delta v_N + \bar{\kappa}_{NR} \Delta v_R + b_N g_N^T e_N \quad (3.29) \]
\[ \Delta \dot{v}_R = (\bar{\kappa}_R + b_N g_N^T) \Delta v_R + \bar{\kappa}_R \Delta v_R + b_R g_N^T e_N \quad (3.30) \]
and we have the following result:
**THEOREM 3.1:** Assume

1. \( c_R = 0 \)
2. \( \bar{A}_N + b_N g_N^T \) is stable
3. \( \bar{A}_R \) is stable
4. \( \bar{A}_{NR} = 0 \)
5. \( f_c(t) \) sufficiently rich (i.e., it has at least \( 3N/2 \) distinct frequencies)

Then there is a \( \delta > 0 \) such that for all \( ||\Delta p||^2 < \delta \):

- (a) \( e_n(t) \) is bounded and (eventually) vanishes with an arbitrary exponential rate
- (b) \( \lim_{t \to \infty} \Delta v_N(t) = 0 \)
- (c) \( \lim_{t \to \infty} \Delta v_R(t) = 0 \).

Therefore, even though the closed-loop system with the adaptive controller is highly nonlinear, it is stable while the adaptation is taking place. In particular, (1), (3), and (4) are satisfied if there is no observation spillover (\( c_R = 0 \)) and no model error (\( A_{NR} = 0 \)) and some damping in the residuals (i.e., \( A_R \) is stable).

**Proof:** This result follows from the results of [24] because \( \Delta_1(t) = 0 \) in (3.22) when \( c_R = 0 \). The stability of (3.29)-(3.30) is determined by \( \bar{A}_N + b_N g_N^T \) and \( \bar{A}_R \) when \( \bar{A}_{NR} = 0 \). Also, if \( L_R = 0 \), then \( \bar{A}_{NR} = A_{NR} \), \( \bar{A}_N = A_N \), and \( c_R = 0 \) since it is a row vector of \( c_R \).

Note that the stability of the system with adaptive control is determined by that of (3.27)-(3.28) - the ideal case where the parameters are known and the external signal \( f_c \) is applied. This is natural, since adaptation cannot take place without \( f_c \) present; however, after adaptation, we would most likely want to turn off \( f_c \). In addition, we could choose the \( f_c \) signal so as not to excite the residual frequencies whenever sufficient spectral separation is present. Still, we would need to turn on \( f_c \) now and then, in order to "tune-up" the controller.

### 3.4 Spillover Compensation for the Indirect Adaptive Controller

The above result is merely a slight extension of the results of [24] to a special case of the adaptive controller based on an ROM instead of
the full system. However, it does suggest that some form of compensation should be used to eliminate the observation spillover. Such compensation must be essentially independent of the parameters of the ROM; yet, most methods of spillover reduction require knowledge of the ROM (and some residual) parameters.

One approach to spillover compensation already suggested in Sec. 2.0 is prefiltering the sensor outputs to remove or greatly reduce the term $C_R v_R(t)$. Such prefiltering can be achieved with low-pass or band-pass filters when the ROM frequencies are known and separated from the residual frequencies. However, the modal frequency data is part of the poorly known parameter data.

In an attempt to resolve this predicament, we could try using phase-locked loop (PLL)-based filters with the center frequency of each loop tuned to the best approximation available of the corresponding ROM data. The PLL will adapt itself until it tracks the actual mode frequency, and after "lock-on," it will behave as a narrow band-pass linear filter which tunes out the observation spillover from the other frequencies [43]. Of course, sufficient spectral separation must be present, the calculated values of the ROM modal frequencies must be sufficiently good, the distortion introduced by the filter must be sufficiently small, and the adaptive controller must not shift the poles around too much. Thus, the PLL prefilter is not a panacea! But, it might work to reduce spillover and, if it does, it has the added advantage that its output could also reveal better estimates of the modal frequencies; this would take some of the load off the adaptive observer. If the adaptation mechanism causes too much pole shifting, the ROM frequencies could be excited via $f_c$ and identified in open-loop by the PLL filters before the adaptive controller is turned on. Note that modal frequency data is usually better known, via computer approximation, than modal shape data; hence, this approach might not be unreasonable. Another possible, but untried, approach to spillover compensation might be an adaptive version of the orthogonal filter in [48].

Note that some prefiltering (and postfiltering) always takes place due to the bandwidth limitations of the sensors (and actuators). Whether this can be used to advantage in adaptive LSS control is still a matter for speculation, e.g., [33].

Note that some prefiltering (and postfiltering) always takes place due to the bandwidth limitations of the sensors (and actuators). Whether this can be used to advantage in adaptive LSS control is still a matter for speculation, e.g., [33].
A problem that arises with the use of the results in [24] and their modification to LSS is that the constant feedback gains $g_N^T$ must be calculated, in advance, to stabilize $\bar{A}_N + b_N g_N^T$. It would be better if these gains were adapted along with the parameters in the observer. Of course, after adaptation has taken place, they could be recalculated from the "tuned-up" parameters, but, in some cases, the adaptation phase is never over, e.g., slowly-varying parameters. Other approaches could be used for adaptive pole-placement, e.g., [20], [21], but these also have their limitations.

3.5 ARMA-Gettin'

Many discrete-time adaptive control schemes depend on an Auto-Regressive Moving Average (ARMA) representation of the plant in discrete-time, e.g., [25]-[27]:

$$y(k + N) = \sum_{r=1}^{N} \alpha_r y(k + r - 1) + \sum_{r=1}^{N} \beta_r f(k + r - 1)$$  \hspace{1cm} (3.31)

for some $N$ and appropriate matrices $\alpha_r$, $\beta_r$. What the ARMA says is that, after $N$ time steps, the present output is only related to the past $N$ outputs and inputs. Existence of an ARMA is directly related to the finite dimensionality of the plant ($N$ is usually that dimension) and is obtained using the Cayley-Hamilton theorem for matrices. For LSS, only a **quasi-ARMA** can exist; these were considered in detail in [49]. From the Appendix of [49], we obtain the quasi-ARMA for the LSS (2.18) or (2.19)-(2.21):

$$y(k + N) = \sum_{r=1}^{N} \alpha_r y(k + r - 1) + \sum_{r=1}^{N} \Gamma_r E_N f(k + r - 1) + R(k)$$  \hspace{1cm} (3.32)

where

$$R(k) = C_R v_R(k + N) + \sum_{r=1}^{N} \Delta_r v_R(k + r - 1)$$

$$\Delta_r = \Gamma_r \delta_{NR} - \alpha_r C_R$$
and \( \Delta_r \) is defined in the Appendix of [49]. Since \( R(k) = 0 \) when \( C_r = 0 \) and \( \Delta_r = 0 \), we have the following result:

**THEOREM 3.2:** When the observation spillover \( (C_R) \) and the model error term \( (\psi_{NR}) \) are both zero, the quasi-ARMA (3.32) is a true ARMA for the LSS (2.18), and any stable adaptive scheme based on this ARMA will be globally stable when used in closed-loop with the actual LSS (2.18).

When the rather stringent hypothesis of Theo. 3.2 is not satisfied (as it may not be in practice), any adaptive LSS control scheme based on the quasi-ARMA (3.31) must ignore \( R(k) \) in order to be implementable. However, \( R(k) \) is the term where the residual effects - spillover and model error - enter the scheme and can cause instability. Again, as in Sec. 3.4, prefiltering or other compensation might be tried in an attempt to reduce or eliminate this term.

### 4.0 CONCLUSIONS

In an attempt to point out the crucial issues and generic problems associated with adaptive control of large aerospace structures (LSS), we have reviewed the framework for nonadaptive LSS control (Sec. 2.0) and, within this framework, have proposed a general procedure, based on reduced-order models (ROM) of the LSS, for obtaining and assessing the problems of adaptive LSS controllers (3.0). In addition, we have taken a closer look at the use of certain well-known, lumped parameter, stable adaptive control schemes in this procedure. Taking these schemes as representative of the basic ideas present in all lumped parameter adaptive control approaches, we have obtained corresponding LSS adaptive controllers and found the following generic problems associated with adaptive LSS control:

1. LSS are distributed parameter or large scale systems; therefore, the plant dimension is always larger than the dimension of the adaptive controller, which must be based on a ROM;
(2) LSS control must often be done with more than one actuator and sensor; conversion of multivariable to scalar systems via output feedback introduces problems of its own (e.g., stability of the residuals);

(3) LSS control problems are often non-minimum phase due to noncollocated actuators and sensors;

(4) Interaction of the residuals with the adaptive controller may negate the stabilizing properties of the controller due to observation spillover; this interaction is much worse due to the nonlinear nature of adaptive control;

(5) Methods of spillover compensation for LSS often require knowledge of the ROM (and some residual) parameters - the very data that are poorly known;

(6) The adaptation mechanism may shift the closed-loop frequencies around; this counteracts the benefits of any prefiltering unless sufficient spectral separation is maintained;

(7) Indirect adaptive controllers need sufficient excitation from an external signal \( f_e \); however, this signal may substantially excite the residuals.

(8) Discrete-time adaptive controllers can only be based on quasi-ARMA rather than strict ARMA representations of the LSS; this may negate the stability properties of such a controller.

Stable adaptation is essential for such highly oscillatory systems as LSS, yet our preliminary stability results, Theos. 3.1 and 3.2, both require that observation spillover be somehow completely eliminated before it reaches the adaptive control logic; certainly, this is not an easy thing to do in general! Perhaps, global stability is too much to ask for LSS adaptive control because observation spillover will always be present to some degree in LSS control. However, it seems reasonable to hope for the development of spillover bounds to give some idea of regions of stability for the successful operation of LSS adaptive
control. Some comparison should be made between stable adaptive controllers based on ROM and stable, robust control schemes, e.g., [50], [51].

In closing, we would like to say that it is not our intent to present a gloomy picture for the application of adaptive control to LSS. In fact, the need for adaptive control in LSS is already becoming quite clear, and recognition of this need comes, for a change, at an appropriate time - before any LSS have been built and put into space. However, the development of adaptive control for LSS will not take place overnight and will not be done by one or two people. Consequently, what we have tried to stress here for the interested researcher are some of the fundamental problems that arise and the basic steps which need to be taken toward the goal of successful adaptive control of LSS. In the long run, we have high hopes for the success of this endeavor and we expect that adaptive control theory will profit by its association with large aerospace structures, as well.
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ABSTRACT

The quantitative effects of spillover on reduced order adaptive control are examined via a test example.

I. INTRODUCTION

A major assumption in the various recent proofs [9] - [3] of lumped-parameter system (LPS) adaptive control algorithms is the adequacy of the order of the controller. The model of the plant used in specifying the order of the controller is required to match or exceed that of the plant. For example [9], for the model reference adaptive control of the plant

\[ y(k) = \sum_{j=1}^{n} a_j y(k-j) - \sum_{j=1}^{m} b_j u(k-j) \quad (1) \]

in the absence of accurate a priori specification of the plant parameters \(a_i\) and \(b_j\) an adjustable control law of the form

\[ u(k-1) = c_i (k-1) y(k-1) = \sum_{j=1}^{n} c_j (k-1) u(k-j) \quad (2) \]

is required to insure the asymptotic convergence of \(y\) to the output \(s\) of the model

\[ s(k) = g_i (k-1) = \sum_{j=1}^{n} f_j s(k-j) \quad (3) \]

Note that in (1) the summation limits \(m\) and \(n\) must correspond exactly to the moving-average and auto-regression lengths in (1), respectively. As shown in [9], the problem of (1) - (3) is solvable via a variety of indirect and direct adaptive control techniques that prove quite similar in this exact order case. However, in the reduced order case where the control input is provided by

\[ u(k-1) = \sum_{j=1}^{n} c_j (k-1) u(k-j) \quad (4) \]

with \(m > p\) and \(n > q\) these similarities disappear along with the ability for the output error \(s - y\) to converge to zero. In this case it is expected that the results of indirect and direct adaptive control will be quite distinguishable, which counters the current trend of exclaiming their equivalence (7) - (10).

The use of a reduced-order adaptive controller, such as (4), can arise from a desire to reduce control complexity with a commensurate reduction in controller sensitivity (11) or from necessity in an attempt to use a finite dimensional controller on an infinite dimensional system (12). A recent interest (13) - (15) in developing adaptive controllers for flexible structures by application of existing LPS adaptive control strategies to truncated expansion descriptions of the distributed parameter system (DPS) behavior of flexible structures has led to qualitative descriptions of the misbehavior of reduced-order adaptive controllers. These interpretations of the additional difficulties facing reduced-order adaptive controllers, which are bypassed by exact-order adaptive controllers, are summarized in the next section. The last section formulates a test problem, which initializes attempts to quantify these qualitative insights. The most current results of this investigation will be compiled in the conference presentation.

II. REDUCED-ORDER EFFECTS IN ADAPTIVE CONTROL

Though numerous strategies have been espoused (16) for extracting a low order model from a too complex system description, none currently seem fully applicable to the real-time, recursive requirements of on-line adaptive control algorithms. These reduced order modeling techniques seem to fall into two broad categories: (1) extract those "modes" (or component subsystems) from the full system description that are most influential in the performance of the model in its subsequent use. This strategy is followed, for example, in (17) and (18). (ii) Parameterize the reduced structure to provide the best prediction of the desired output. This latter strategy will produce a model the "modes" of which need not correspond to any of those of the full system as noted in (14). This latter strategy includes the model reference approach prominent in adaptive systems (19).

The presentation in (16) emphasizes the difficulty of reduced-order adaptive control by contrasting these two model reduction strategies. Consider the approximation of

\[ d(k, l) = \sum_{j=1}^{W} w_j (k) s_j (k) \quad (5) \]
where \( d \) can serve as the deflection of a flexible structure, \( W \) the modal amplitudes, and \( \phi_j \) the mode shapes for DPS or with \( \phi_1 = 1 \) as the output of a decoupled (partial fraction expansion) description of a LPS with \( W \) as the individual "modal" outputs (20). Assuming that the modal amplitudes obey a difference equation such as

\[
W_j(k) = \frac{B}{\sum_{l=1}^{N} a_{j,l} W_j(k-l) + b_{j,l} F_j(k-l)},
\]

where the \( F_j \) are the modal inputs and the \( a_{j,l} \) and \( b_{j,l} \) are the unknown parameters of interest, the first strategy for adaptive identification of (6) requires extraction of the appropriate \( W_j \) from (5) forming

\[
\delta(k) = \frac{1}{N} \sum_{j=1}^{N} W_j(k) s_j(k),
\]

which as noted in (12), (15) and (22) remains an open problem without knowledge of \( N \) and the \( s_j \). The second strategy would estimate the \( W_j \) such that

\[
\delta(k) = \frac{1}{N} \sum_{j=1}^{N} W_j(k) s_j(k),
\]

closely approximated \( d \) in (5) in, e.g., a least-squares sense. The estimated modal amplitudes \( \hat{W}_j \) need not provide useful values for the estimation of the \( a_{j,l} \) and \( b_{j,l} \) in (6) with \( W \) replaced by \( \hat{W}_j \) as noted in (22). In (8) the \( \hat{d} \) chosen at each time instant to closely match \( \hat{d} \) to \( d \) may not even obey an underlying difference equation such as (6). The problem with closing the adaptive control loop is then intensified by the difficulty in identifying (6) and then in feeding back the \( \hat{d} \) instead of the \( d \) for modal control.

The difference in various identification techniques in the reduced-order LPS case can be emphasized by a simple example from (21). Consider identifying the stable, second-order plant

\[
y(k) = 1.131y(k-1) - 0.25y(k-2) - 0.05u(k-1) - 0.1u(k-2)
\]

using a first order model and three common adaptive identification schemes: the equation error formulated LMS algorithm (22), the gradient based output error formulated Stearn's algorithm (SA) (23), and the stability based output error formulated SHARF (24).

The algorithms are

\[
\text{LMS:} \quad \hat{y}(k) = \hat{a}(k)y(k-1) - \hat{b}(k)u(k-1)
\]

\[
\hat{a}(k+1) = \hat{a}(k) + \mu(y(k) - \hat{y}(k))y(k-1)
\]

\[
b(k+1) = b(k) + \mu(y(k) - \hat{y}(k))u(k-1)
\]

\[
\text{SA:} \quad y(k) = \hat{a}(k)y(k-1) + \hat{b}(k)u(k-1)
\]

\[
\hat{a}(k+1) = \hat{a}(k) + \mu(y(k) - \hat{y}(k))\hat{a}(k)
\]

\[
\hat{b}(k+1) = b(k) + \mu(y(k) - \hat{y}(k))\hat{b}(k)
\]

\[
y(k) = u(k-1) + \hat{a}(k)y(k-1)
\]

\[
\text{SHARF:} \quad \hat{y}(k) = \hat{a}(k)y(k-1) + \hat{b}(k)u(k-1)
\]

\[
\hat{a}(k+1) = \hat{a}(k) + \mu(y(k) - \hat{y}(k))\hat{a}(k)
\]

\[
b(k+1) = b(k) + \mu(y(k) - \hat{y}(k))u(k-1)
\]

\[
v(k) = y(k) - \hat{y}(k) - \lambda[y(k-1) - \hat{y}(k-1)].
\]

If the \( y \) in (9) were generated by a first order model as are (10), (13) and (18), then each of the three schemes (if \( u, \mu, \lambda \) were chosen to assure stability) converges to the unique correct values given sufficiently rich \( u \). However for the reduced-order identification tasks of (9) - (21) each scheme yields different mean convergence points as shown in Figure 1. The input \( u \) in this case is white and zero-mean. The contours in Figure 1 represent constant normalized mean square error

\[
E(\hat{y}^2(k)) = E((y(k) - \hat{y}(k-1) - \hat{u}(k-1))^2)
\]

for various choices of \( \lambda \) and \( \mu \). Note that the gradient-based SA is susceptible to local convergence and for this problem the SA mean convergence point is dependent on the initial guesses for \( \lambda \) and \( \mu \). Though if any of these schemes is used for simultaneous identification and control the input would no longer be white, clearly each would have a quite different control performance. It becomes unclear as to which would adaptively provide the best reduced-order model.

An alternate interpretation of the "dual" ill-effects of reduced-order adaptive control has emerged, also from the flexible structure control problems (21). For this viewpoint consider separation of a single-input, single-output system state-space description of the reduced-order model and the remainder (or residual) as

\[
\hat{x}_N(k+1) = \begin{bmatrix} A_N & 0 \end{bmatrix} \begin{bmatrix} x_N(k) \\ \hat{x}_R(k) \end{bmatrix} + \begin{bmatrix} b_{NR} \\ b_R \end{bmatrix} u(k)
\]

\[
\hat{x}_R(k+1) = \begin{bmatrix} A_R & 0 \end{bmatrix} \begin{bmatrix} x_R(k) \\ \hat{x}_R(k) \end{bmatrix} + \begin{bmatrix} 0 \\ b_{NR} \end{bmatrix} u(k)
\]

\[
y(k) = \hat{x}_R(k) \begin{bmatrix} 1 \\ 0 \end{bmatrix}
\]

From (23) - (24) the "spillover" of the residual modes into the observation of \( y(k) \) via \( c_R x_R(k) \) and the spillover of the control designed for the reduced model into the residual modes \( x_R(k-1) \) via \( b_R u(k) \) are clearly displayed. Also the possible coupling of the reduced and model modes via \( ANR \) and \( AN \) is immediately apparent. Shown in (22) and (23) is the predictable fact that if \( ANR = 0 \) and \( c_R = 0 \) then, assuming the residual modes are not unstable, any full-order-stable adaptive controller identifying \( AN \), \( b_R \), and \( c_R \) explicitly or implicitly from \( y \) and \( u \) alone would retain its stability. If \( ANR \neq 0 \) but \( c_R \) and \( b_R \) are nonzero then the degradation of reduced-order adaptive control has two sources. Unmodeled components in \( y \) via \( c_N x_N(k) \) will generate an error that is indistinguishable from parameter error causing adaptation. The application of control \( u \) to \( x_R(k) \) via \( b_R \) will cause further excitation of the residual modes further perturbing the reduced modeling of \( y \). Not only will the parameter estimates become incorrect but also the state estimates from an adaptive observer will be incorrect leading to an unpredictable "controlled" response.
These two problems of inappropriate parameter and state estimation are the same ones noted in the earlier interpretation with $W_3$ rather than $W_2$ extraction. The ability to obtain $q_2$ corresponds to an effective zeroing of $q_2$. Since such ability does not appear forthcoming in general, the effects of spillover on reduced-order adaptive control via the second strategy noted at the beginning of this section must be evaluated. A test example follows which is designed to provide insight into this problem.

**III TEST EXAMPLE**

Consider controlling the second-order plant with transfer function

$$\frac{Y(z)}{U(z)} = \frac{b_1}{z - a_1} + \frac{b_2}{z - a_2} \tag{25}$$

and therefore difference equation description

$$y(k) = (a_{1} a_{2}) y(k-1) - (a_{1} a_{2}) y(k-2) - (b_{1} b_{2} c) u(k-1) - (b_{1} b_{2} c) u(k-2) \tag{26}$$

under the assumption of a first order model. Using the separation technique of (23) - (24), (26) can be rewritten as

$$\begin{bmatrix} x_1(k) \\ x_2(k) \end{bmatrix} = \begin{bmatrix} 0 & -a_2 \\ a_1 & 0 \end{bmatrix} \begin{bmatrix} x_1(k) \\ x_2(k) \end{bmatrix} + \begin{bmatrix} b_1 \\ b_2 \end{bmatrix} u(k) \tag{27}$$

$$y(k) = c^T \begin{bmatrix} x_1(k) \\ x_2(k) \end{bmatrix} \tag{28}$$

where, from (23) - (24), $a_1 = a_1$, $a_2 = a_2$, $a_{21} = a_{21}$, $a_{22} = a_{22}$, $c_1 = c_1$, $c_2 = c_2$, and $c_3 = c$. Note that any proportion of $b_2 c$ could be distributed to $b_2$ and $c$ such that $b_2 c = b_2 c$. Therefore increased $c$ corresponds to increased spillover. Clearly when $b_2 c = 0$ a first order model of (25) would be exact. Clearly in such a case as noted earlier any stable adaptive control scheme would be successful. Also, equally apparent is the degradation of the controller, adaptive or not, as $b_2 c$ becomes nonzero and the residual mode $x_2$ contributes significantly to $y$.

This problem will be used to address various issues including: (1) The classical "rule-of-thumb" for modal reduction is based on the relative time constants of the various modes, with the very "fast" segments considered removable. In discrete time systems, for positive $a_i$, the residual mode is assumed negligible if $10 \ln(a_i) > \ln(a_2)$. The verity of this rule for adaptive control will be tested. (ii) The first-order adaptive control of the full system will be compared to the nonadaptive reduced-order control constructed with the ability to control one mode or the other, whichever proves "dominant" for the particular objective. (iii) Indirect and direct adaptive controllers will be compared via average tracking error at convergence and average control effort expended. The three identifiers of (20) - (21) will be used for the indirect schemes with

$$f_2(k) = \frac{c - a(k-1)}{b(k-1)} \tag{29}$$

and

$$u(k) = f_1(k) x(k) + f_2(k) y(k) \tag{31}$$

The common adaptive controller from (2) - (21)

$$f_1(k) = f_1(k-1) + \rho r(k-1) \frac{dr(k-1)}{u(k-1)} + cy(k-1) - y(k) \tag{32}$$

$$f_2(k) = f_2(k-1) + uy(k-1) \frac{dr(k-1)}{u(k-1)} + cy(k-1) - y(k) \tag{33}$$

with $\rho$ and $\rho$ appropriately constrained will parametrize (31) for the direct case.

Preliminary results are ambiguous. None of the simulated tests clearly support the universal usefulness of neglecting high frequency modes, the superiority of modal rejection or attempted "full" adaptive tracking, or the clear benefit of indirect or direct adaptive techniques. In other words, one approach is better in one example than another, which requires further investigation of reduced-order adaptive control. The mixed evidence will be interpreted in the conference presentation.
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Fig. 1: Reduced-Order Identification Example