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PREFACE

This report constitutes the final report to NASA Lewis Research

Center under NAG 3-141, though it is not a summary of technical work

performed. Other reports filed under this contract are:

1.

"Channel Effects on Continuous-Phase Modulation, A Simulation
Study,” R. G. Harkness and S. G. Wilson, UVA/528200/EE82/101,
June 1982.

"Convolutiocnal Coding Combined with Continuous Phase Modula-
tion,"” S. V. Pizzo and S. G. Wilson, UVA/528200/EE82/102,
November 1982.

"An Improved Algorithm for Evaluating Trellis Phase Codes,"
M. G. Mulligan and S. G. Wilson, UVA/528200/EE82/103, November
1982.

"Rate 3/4 Convolutional Coding of 16-PSK: Code Design and
Performance Study,” S. G. Wilson, H. A. Sleeper, P. J.
Schottler, and M. T Lyons, UVA/528200/EE82/105.

"Rate 2/3 Convolut.onal Coding of CPFSK," M. G. Mulligan and

S. G. Wilson, UV../528200/EE83/107.
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ABSTRACT

We discuss four-dimensional modulation as a means of improving
communication efficiency on the band-limited Gaussian channel, with the
four dimensions of signal space constituted by phase-orthogonal carriers
(cos uct and sin uct) simultaneously on space-orthogenal electromag-
netic waves. '"Frequency reuse" techniques use such polarization ortho-
gonality to reuse the same frequency slot, but the modulation is not
treated as four-dimensional, rather a product of 2-D modulatioms, e.g.
QPSK.

It is well known that, higher-dimensionality signalling affords
possible improvements in the power-bandwidth sense, [1-3]. We build
upon this work to describe 4-D modulations based upon subsets of lat-
tice-packings in 4-D, which afford simplification of encoding and
decoding. Sets of up to 1024 signals are constructed in 4-D, providing
a (Nyquist) spectral efficiency of up to 10 bps/Hz. Energy gains over
the reuse technique are in the 1-3 dB range at equal bandwidth.
Finally, trellis codes onto 4-D modulation sets are investigated as a
means of further improving the power/bandwidth tradeoff. We focus upon

codes with up to 4 states for R = 2, 3, and 4 bits/symbol interval.

iv
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1. INTRODUCTION

"Frequency-reuse” is a technique which utilizes two spatially-
orthogonal electric field polarizations for communicating on the same
carrier frequency to double the apparent spectral capacity of" ‘a
satellite communications system. Provided the two fields can be kept
orthogoz;aI' (;dm;.ttedly a problem on some channels due to depolarization)
thén the' s.peci:r:um“ ef'ficien'c-y> i; twice that of a non-reuse strategy, and
th- energy efficiency is exactly that of a single channel at the same
Eb/No level. A typical application would perform quadrature phase

shift keying (QPSK) on - each polarization providing a theoretical spec-

tral efficiency of 4 bps/Hz, with probability of bit error given by

1/2
P =Q N (1)
as for antipodal signalling.
L . : . . -
Viewed more broadly, this signalling method may be treated as a
special case of four-dimensional modulation, with two phase-orthogonal
dimensions fesiding in each of two space-orthogonal directionms.
The transmitted signal may be represented as
-+ -+
= : + .
Si(t) uv(ai cos uct + bi sin uct) + uH(ci cos wct di sin wct) (2)

-+ -+

where u, and uy denote unit vectors in the so-called "vertical" and

"horizontal" orientations. Letting the orthonormal basis set be

-.
= 2
¢°(t) =u /"I‘ cos w_t
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+

= 2
¢1(t) =u, /.-1. sin wct

(3)
-
Qz(t) =y /% cos w_t
¢.(t) = . 2 sin w t
3 uH T c

we obtain a signal 'spa'ce representation of the gth signal as the
vector ¢T/2 (ai’bi’ci'di)' In this context, QPSK with frequency
reuse provides a 16-ary constellation in 4-D with signals of the nof-
malized form (%1, %1, *1, *1), i.e. the vertices of a 4-cube centered at
the origin. Because of the usual association of each of the four bits
with *1 modulation on a fixed dimension, minimum bit error probability
detection can bg achieved simply by sign detection in each coordinate
position. -

Figure 1 {llustrates the block diagram of ‘the modulator with the
2-D/reuse ‘and  4-D perspectives. The hardware differences are
surprisingly miﬁor, indeed a system using polarization reuse already
employs the required RF components to perform the more general &4-D
modulation. Demodulation is likewise similar. The 4-D receiv;r employs
quadrature carrier demodulation on each pelarization, followed by
matched filtering and decision making. Here 1lies the principal

difference; the 2-D receiver utilizes two separate 2-D decision rules,

while the general case uses a 4-D rule. For general constellations,
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this decision rule can be rather unwieldy, but in the case of A-D’
lattice-based constellations, simple procedures are available.

The 4-D signal design problem is to locate M points in R4 so that
for a given minimum Euclidean distance between signals, the average (or
peak) energy is minimized. More formally, letting 5; denote signal

locations and ||*|| the usual norm, the problem is

. o
minimize 1 1 1i5,112
. i
i=1
subject to = © : 4 AR S R A

-r

IIs; - 'sjll 2'd ., it
This is the classical sphere packing problem for which ample previous
work has been done. We illustrate by discussing known results in 2D and
3D which are more easily perceived. In two-dimensions the best arrange-
ment for large M places signal points on vertices of equilateral
triangles which tesselate the plane. This is sometimes referred to as ‘a
hexagonal lattice, as the dehoding regions are regular hexagons centered
at each signal point. For finite M in' 2-D,’ references [%] 'and (5]
provide optimal constellations and certain symmetric constellations. As
an example, the optimum M=16 constellation in 2-D has thé arrangement
shown in Figure 2a, while Figure 2b illustrates the standard 16-QASK
design, which may be visualized as a Cartesian product of 1-D 4-level
AM.

The optimum design is about 0.5 dB more efficient in use of energy
(average), slightly more under a peak energy constraint, with both

having the same spectral efficiency. This example points to the

(slight) superiority of joint 2-D design rather than a standacd iterated



1-D modulation. Of course, the optimal constellation is more.
complicated to implement, especially in the receiver detection
ciri:uitry.

Other interesting results are known in three dimensions [6]. For
large M, the best packing is to place signals at centers of rhombic
dodecahedra,- regular polyhedra-which have 12 faces and butt against 12
other signals. The centers or signai points lie on a face-centered
cubic lattice. In the special case of M=8, we have a natural design
using the 8 vertices of a 3-D cube. This design is again a product of
1-D antipodal modulation. Intuition suggests this might be the optimal
arrangement of 8 points on & 3-D sphere, but a construction using
tetrahedra, one inverted and "pushed through" the other (known as the
antiprism) [6] provides a better distribution of points, by about 0.5 dB
under peak and average energy constraints.

These examples indicate rather miniscule gains..over a. simple
"product of .1-D" approach, but in general the gains are - better,
particularly for laxger M. We have selected examples where the.simple
approach leads naturally to efficient constructions. In .addition, the
jointly-coded approach offers more flexibility. If we want M=16 points
in 3-D the sinple product designs such as 4-level AM x &4-ary QPSK give a
3-0 coustellation substantially poorer than the bast placement of. 16
signels on a sphere.

What we seek are 4-D signal constructions for M=8 through 1024
points which have superior energy efficiency to that obtained in a 2-D
modulation-with-frequency-rev-e approach. We shall concentrate on

designs based upon 4-D lattices [7] as "fast" decoding algorithms . for



the Gaussian channel exist. The articles of Conway and Sloane [7-9]
provide much of the groundwork in characterizing lattices in four
dimensions and their packing properties. )

Of primary interest is the lattice designated D4, consisting :;;
the points (xl, x2, Xqs xa) whose integer coordinates have an
even sum. For- iafinite lattices, DZ has ' the property that the. packing
density 1s largest, iie: A-D-sphereé (decoding regions of a éertcin
size) are packed most densely in 4-space, which provides an optimal
signal ‘design for the Gaussian channel, at léast for large M. ~Edge
effects, that is truncation of the lattice td obtain a number of "points
equalling a power of two, compromise this optimality somewhat, but Da
provides a basis for investigation.

Previous related work may be found on 4-D modulation in the work of
Welti and Lee [2] and of Zetterberg and Brandstom, [3,8]. Welti and Lee
analyze several classes of codes for M ranging beyond a thousand and
tabulate the energy. versus bandwidth performance of the best codes.
The Welti/Lee codes are essentially subsets oﬁ‘Da; or - translations of
Dk‘ although the terminology is not used. Zetterberg and Brandstom
concentrate on quaternion groups as- constructions for 4-<D codes and
arrive at comparable performance for a smaller number of codFS. These
codes also have the property that signal vectors lie on a 4-D sphere
(equal-energy), whereas the Welti/Lee codes are allowed to consume all
of 4-space within a sphere. This equal-energy constraint is a signifi-

cant penalty as M becomes large in the same way M-ary PSK becomes less

efficient than M-ary amplitude/phase modulation in 2-D.



We next give a brief discussion of 4-D lattices and the ceses of
interest, prior to describing specific signal constellations for

modulation and trellis codes built upon them.



2. FOUR-DIMENSIONAL LATTICES

An n-dimensional lattice is a regular set of points in m-dimen-

sional space defined by

§= -+...u-
ulal nan

where s is a m-dimensional column vector, u

(5)

i are integers and ai are

n linearly independent column vectors in R®. Notem 2 n. The vectors

Ei are a basis for the lattice in an integer-coefficient expansion.

Given such a lattice L, the dual lattice L* consists of all points

; spanned by a-l, a. s vee En such that -s:'—y is integer-valued. Two
lattices A and B are equivaleat if their points may be mapped 1-1 by
a coordinate rotation and scaling.

Cases of Interest

a) Z, is the set of all four-tuples with integer coordinates,

4
and is dubbed the "integer lattice.” We may define the bases as

follows:
alT =(1000)
azT =(0100)
a," = (0010)
a, = (0001)
The minimum distance between points in this lattice is dmin =1

as is seen by enumeration, and the "kissing number" is 8 (the kissing
number t is that number adjacent lattice points located at distance

dmin)'
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b) D, is the set of all integer-valued &4-vectors with an even
sum. As such it may be viewed as a punctured version of Za where
vectors with odd-sum are removed, and it is obvious that &min = V7 by
virtue of this puncturing. (We shall be careful to normalize for
energy and distance later.) |

\

‘A basis for -D‘a)‘ {s 'defined as (note [2] utilizes a different

basis) R " - p
a,l = (2,0, 0,0
‘azT = (0,2, 0; O)° -
'a3T= (1, 1, 1, 1)
aaT= (1, 1,1, -1)

For Da the kissinfg number t is 24 and Da represents Fhe densest
lattice packing for four-dimensions in the sense that among all lattice
packings the largest number of unit radiu. spheres can be placed per
unit volume.

Da*, the dual lattice of Dq, is best defined as ZI‘U{Za +
(1/2, 172, 1/2, 1/2)}, tl’xat is form the union of Za and a translate of

Z,. As defined, d =1, but it is known that D,* 1is equivalent
4 min 4

to DI‘ as defined above.

c) Al‘ is formed by the set of all 5-dimensional integer vectors

-

whose sum is zero, e.g. (3, -1, 0, -1, -1), (2, 0, -2, 0, 0), etc.

Geometrically the lattice may be viewed as a hyperplane through ZS

5
with the plane cutting the origin so I x; = 0. Since all the inter-

1
sected points lie in a 4-D space we may assign the points to have 4-D

coordinates to construct a signal constellation. For Aa the kissing

number t is 20 and d = VZ.
min
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Decoding of Lattice Codes

Lattice constellations are of special interest due to their fast
decoding procedures. Given a received vector T= (rl, ce rl‘) the
task is to locate the closest point in the lattice for maximum likeli-
hood decoding on th2 Gaussian channel. For the above lattices we
describe simple procedur.e:s decoﬂixig (71 ; SR

ZA: R und-off each r, to the nearest integer and adopt this

i
integer vector as the codeword. This amounts to simple quan-
tization of each _si§na§l coordinate independently.
Dz.: Round-off r as ébéwé to produce an integer vector; if its
sum is even, adopt it; if not, round the "worst” r 4 the other

way; the integer vector will then have an even sum.

D,*: Repeat the algorithm for ™ with offsets of ;o = (0, 0, 0, 0),

4

= (12, 1/2, 1/2, 1/2), T = (0, 0, 0, 1) or

;o'-z /2, 1/2, .1/2_, -1/2), then pick the best among these

., four winners N

.. .The reader Jjs referred to {7), pages 230-231, for a
simple discussion of the procedure; in general this is a more
complicated procedure than the preceding. Decoding can be
done with 5-D or 4-D coordinates.

The above methods presume a: infinite lattice with no attention to
the fact that signal constellations are finite sets. Assuming the
constellation is a full lattice out through some hypershell, then we

decode as above an. check the shell radius; if it does not exceed that

for the constellation in use, the decoded point is accepted. If the



decoded point is outside the constellation, we must re-decode to
nearest constellation point using some special rule.
We will also be interested in decoding constellations which are

translated versions of & root lattice, say by—so. It is obvious that

merely subtracting this vector from T, then performing normal lattice

decoding is optimal.

10

the
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3. LATTICE SIGNAL DESIGNS IN 4-D: ASYMPTOTIC COMPARISONS

For 4-D lattices, it is known that Da (or its dual Da*)provide
the densest packing of unit spheres per unit of 4-D volume. This
suggests that Dk will produce optimal signal constellations for the
additive Gaussian channel since decoding regions for this problem are
spheres. When the number of signals M selected from concentric shells
becomes large, the ratio of average energy expended to squared minimum
distance is 2VM/3® (2], and since the kissing number is 24 and there are

1¢>g2 M bits per signal, the error probability is given by

1/2 1/2
d . 2E. log M =
b 2 1 2E_(.81) (6)
Ple] ~ 24 Qlzzy) = 24 Q (-—(—-—)(—-—)) = 2 Q )
o No M1/2 .81 No M1/2
where Eb is the energy per bit and E is the energy per symbol.

For M = 64, the performance given by this asymptotic expression is

1/2
2E
Ple} ~ 24 Q (N——b(.es)) M

o

which is asymptotically only 0.3 dB less efficient than GPSK trans-
mission, but with 6 bits/4 dimensions rather than 4 bits/4 dimensions,

i.e. 50% better spectral efficiency. At M = 1024, the expression gives

1/2
2E
Ple) ~ 24 Q (N—9(0.39)) . (8)

(o]

or 4.1 dB worse than QPSK, but with 2.5 times the spectral efficiency.
The packing density for the integer lattice, Zh’ is only half
that of Da (8], while that of Aa is rather close to that of D“,

namely 89%. To interpret this we say that within a _.arge volume of

11
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R‘, if 100 unit radius spheres can be packed for 24, then 200 can be

using the Da arrangement, and 179 can with A,‘.

Stated in another way, suppose we wish M signals in ZA, DA’ or
A‘. The peak energy requirement to include this many "signals is
Ep ~ .32 H% for D4, 0.45 l‘li for Za and .34 M* for Al" This projects
a 1.5 dB advantage in peak energy for 'D‘ ove Z, ‘at equal M.

It is also 'known that in K* the peak-to-average energy ratio is
3/2 in the limit of a large number of pointé'uhiformly distributed
within a hyper§pﬁere. This holds 'iﬁdeéeﬂdéntly of the lattice ‘so the
relative efficiencies above hold for both’ peak and average energy
comparisons.

Another more constructive comparison is provided by :.enumerating the
lattice points and calculating E, the average symbol energy, divided by

d2 . This ratio is essentially the signal-to-noise ratio amd can

min

be related easily to P[e]. This ratio is shown for ZA’ Aa and Da
in Figure 3. Points plotted correspond to these M" with fully-populated
shells, but these. are typicqlly not powers of 2. For a given M, we wiéh

to achieve a certain dmin for the smallest possible E, so Da is superior.

For a given M, it appears that Zl‘ requires about 1.5 dB additional energy,
while Al«. requires about 0.2 - 0.3 dl_! higher energy, relative to DA' Or at

-

a given E/dz ratio, Da can convey twice as many symbols as can Za. These
are obviously consistent with packing theory described above.

Based on these asymptotic results, it is clear that Da is the
proper construction for ''large M," while A, is a close second. The

slightly more complicated decoding for Al‘ also penalizes it. It is

12



possible however that edge effects may become significant for smaller M
whereby the shell structure of the various lattices is a natural for
certain small M. Also, we are interested in convenient values of M,

perhaps not easily obtained withk all lattices.

13



4. MODULATION SETS IN 4-D

We now describe explicit designs for M=2" in 4-D and evaluate
these on both averag» and peak energy basis versus bandwidth. For all
cases we define bandwidth in the Nyquist-sense, which says that (theore-
tically) a 4-D modulation as described can transmit logZM bits per
symbol with a carrier signal bandlimjted to a total bandwidth of 1/Ts
where Ts is the 4-D symbol rate (mote all basis functions are ortho-
gonal and have the same spectral density). Since the symbol rate
Rs = 1/Ts is R/logzu, we have that B = R/ logzu. The spectral
efficiency is R/B = logzﬂ bps/Hz. As an example, with M = 64 'points
in 4-D, R/B =6 bps/Hz. This represents a lower bound on bandwidth
actually, as attainment of the Nyquist limit, wichout any partial-
response coding, necessitates unrealizable pulse shapes or transmission
filters. We also note that the spectral efficiency depends only on M
and ",: upon the constellation, whereas the energy efficiency does

depend on signal placement.

Given a constellation of M points in 4-D, we let dmin be the

minimum Euclidean distance between any pair of points. Let E be the
averag~ :nergy expended in transmitting one symbol. In general we can

wr. =

E =k d
min
where k is a parameter of the design.

For a maximum likelihood deceiver, the asymptotic performance will

be

14
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g2\ 12
Ple] ~ N Q (2:1“)
(]

e \l2 E, log,i\ /2
=N Q (E"N—o) =N z_kNo— (10)

where Eb is the average. energy per bit-and N“/Z.is‘the two-sided noise.
spectral density, with Q(y) .being the.one-sided Gaussian tail.integralg
N in (10) is a small constant reflecting the number ‘of minimum distance
pairs, but in comparing energy: efficiency, only .the .argument of 'the
Q-function is of interest. .. A

As an example, we find that for for the- M = 64 design given below,

E=1.688 dz, giving

- 1/2
38
Plz] ~NQ (1.688bN ) an
[o]

We may also represent P{e] in terms of peak energy if such constraints

3 ~ - bR

are more important; the development is as above except we must write

E =k dz where k > k above.
P 2 2

Next we describe the performance of the iterated 2-D apprcach as a
"4-D" construction for comparison purposes.

4,1 Modulacion in 4-D Using Product of 2-D Modulation

The traditional frequency-reuse viewpoint is to perform 2-D modu-
lation on each polarization, each independent of the other. Thié
affords a certain simplicity and flexibility but as we show is inferior
to the general 4-D modulation. We cons’der the types of 2-D modulation
shown in Figure &, all rectangular grid designs. These constellations

”

are all subsets of Z, and are admittedly not optimum in 2-D, but have

15



simple decoding regions and are commonly seen in applications litera-
ture. With each constellation we list the asymptotic error probsbility
versus Eb/No (average), as well as the peak-to-average energy ratio.

When used in product fashion to achieve 4-D modulation, we shall

plot such cases so that EI.D = 2E and the number of signals is

2-D
Hz. For example, 16-QASK in 2-D forms a 256-ary modulation in 4-D.

Figure 5 plots the eneréy versus spectrum performance of these 2-D
product designs for M ='16; 64, 256 and 1024. We tabulate’ the--eh'ergy
efficiency relative to that of antii’aodal sigilalling (an M =16 design
formed by %1 modulation on each basis function, or QPSK on each polari-
zation).

4.2 4-D Consteilations with M = 2n

In practical digital transmission we are interested in sets whose
size is a power of 2, so that exactly- log2M bits are conveyed per
symbol. Unfortunately the lattice shell populations do not in _all cases
match this requirement. Qf course we can simply delete points from a
bigger constellation until we reach a power-of-two, but this generally
leaves a lack of symmetry and complicates decoding.

To search for desirable sets, we first used a computer to enumerate
shells and cumulative counts through various shells for the lattices
Da, Aa and 24. These results are tabulated in the Appe;dix. For
each lattice, different offset vectors were added to move the ofig;(in
within the lattice. This has the effect of changing shell counts and
perhaps allows us to hit upon a good design.

To illustrate the use of these tables, we consider Table Al. .The

lattice, when no offset vector is applied, has 1 point at the origin, 8

16
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points in the first shell of norm 1, 24 in the next shell, etc. In
cumulative terms, there are 33 points through the first 3 shells. By
simply deleting the origin we are left with 32 points in 4-D whose
average energy is (33/32)(1.697) = 1.75. The figures of merit for
modulation designf in E/diin which in this case is 1.75 since dﬁin = 1.
(We shall achieve ;~désigﬁ frém Da however Jith a smaller ratio). Also,
we may observe a M = 64 point'aesign b;vreﬁéving the origin and a 123
point desién by reﬁoving the first two shells. Their respective E/d2
figures are 2.37 and 3.75. With offset vector of (0.5,0.5,0,0) we Eind’
an M = 16 desién with E/dz = 1.5; but again this will be inferior to the
D4 design. An improved M = 128 construction with full shells gives
f/d2 = 3.375. With an offset of (0.5,0.5,0.5,0) we attain a M = 8
design with E/d2 = 0.75. To summarize, the best Za‘designs found are
listed in Table I.

It is of interest to compare the Z4 designs Qith thése cf Z2 products
of M = 16, 6@; 256,‘éﬁd 1624. Tﬁé respectiéé valuesldf E/&Z'éré 1:0:
‘03.0, S.b,'énd 10.0 énd comparis;n with the résults of‘Tablé'i sﬁows
little improvement, in fact M = 1024 is slightly worse in Zh' If
compared on a peak-energy comparison, the comparison swings:in favor of
Za since by design we are keeping all signal pointé inside‘azp spheres.,
Nonetheless, the perfcfmance improvements with the ik latfice are n;t
substantial. '

Da is the lattice of special interest based on mere consideration
of packing density. With zero offset however, the shell populations do

not readily match 2. Thus we repeated the enumeration procedure for

17



D4 under different offsets with results tabulated in Appendix B. With
zero offset, the ""lass I" codes of Welti and Lee emerge for M = 25, 49,
and 145 points, though the D4 lattice terminology was not used in
their earlier work.

In certain notable cases, fully-populated shells give convenient
totals. Specifically with (1,0,0,0) offset applied to D4’ we then
have the set of integer-vectors with o&d.sums, and the five shells with
smaiicst radii contain exactly 256 points. Likewise, with an offset of
(0.5,0.5,0,0) applied to DA’ we find 64 points in its first' five
shells (the radii are now different). Both of these designs have
earlier been listed by Welti and Lee.

In other cases, we have studied the shell populations to find
attractive combinations. These are listed in Table II. In general, the
f/d2 and Ep/d2 ratios are significantly smaller than those found

for ZA’ as expected from the earlier discussion. For M = 64, the
saving in average energy is 10 log (2.37/1.69) = 1.5 dB, and the saving
in peak energy is 1.25 dB. Compared to the use of 8x8 reuse (still
M = 64), the respective savings are 2.5 dB and 2.5 dJ.

l6-ary designs which outerform the 4-D hypercube are difficult to
find. Two which do so by 0.6 dB on an average energy basis, Put not on
a peak energy basis, are a design having a 2-8-6 shell structure and one
with a 4-8-4 structure. The former is obtained with an offset of (0,
0.5, 0.5, 0.5) while the second is with ( ). The outer shell is

partly-populated for both.

18



Comparison of these 4-D constructions with the product of 2D case
is provided in Figure 5. We plot average energy efficiency relative to
antipodal, versus Nyquist bandwidth, as described earlier in this
section. Several observations may be made. First, there is a 32-point
D4 design having the same energy efficiency as QPSK/reuse, yet 25%
greater spectral efficiency. The same comparison can be made between a
16x16 reuse strategy and 1024 points‘from Da: the energy efficiency
is virtually the same, but spectral efficiency is 25% greater. Viewed
at a fixed spectral efficiency, we see gains in average energy of
1.5 ~ 2.5 dB for M = 64 up to 1024 while gains are less for smaller M.
The energy gains are slightly better if peak energy is compared: at
M = 256 the gain is another 1.3 dB in favor of the DA constellation.

Finally, we remark that the Da approach can provide a greater
amount of communications flexibility than does the 2-D with reuse ap-
proach. As an example, M = 32 points in 4-D is conveniently attained
from Da, but a 2-D/reuse strategy to achieve the same throughput would
necessitate a 4x8 design. Unless the power allocated to each polari-
zation is made unequal, the performance is limited to that of the 8~-ary
polarization, about 3 dB worse than that of the &4-ary channel. For such
cases the preferences for 4-D modulation is even more cleer, saving

roughly 3dB in average energy.
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5. Ro’ THE RANDOM CODING EXPONENT AND CUT OFF RATE

The parameter Ro for a modulation scheme is & measure of that
modulation's utility as a code alphabet. Massey [11] and others have
argued that when coding is contemplated, modulations ought to be de-
signed by maximizing Ro instead of a more familiAr optimization of Lit
error probability. For the ensemble of rate R convolitional codes it

may be shown that ‘the ai;étage symbol error bfobabilitff' is bounded by'

= .- -RR/R - .
Ple] < CR 2 fgr R < Ro

(12)

where K is the constraint length and CR is a constant independent of
K. Thus maximizing Ro minimizes P[e] for.a given rate. Also, Ro
has the significance that sequential decoders have finite mean
computation per decoded bit if R < Ro"

For the additive Gaussian channel [12]

TeL B A L X ceoz R

A v - 2. :
-d, . %E /4N
- . i, ij 7s’ o, _bits
Ry = 1':)82[MZ f § e - - symbol (13)

where dij is the distance between signals 'i and j under a normaliza-
tion where average enerev Es‘ = 1. ‘From (13), 'Ro tends to logzM
bits/symbol as E_/N_ increases. ' L

"We have numerically " evaluated Ro for the 1l6-ary- 64-ary, and
Q56-ary constellations from DA described in the previous section, and
results are shown in Figure 6 versus average energy per 4-D symbol.
Note all curves reach a high SNR asymptote of logZM bit/symbol, while

at low E/No, the curves coalesce, indicative of the expected result
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that large alphabets are no better than small ones for poor SNR. We
also observe a key result for coding: to achieve a certain R° of n
bi+< per symbol, it is roughly sufficient to use a code alphabet having
2(2“) symbols, i.e. doubling the set needed to communicate n bits in
uncoded manner.

Figure 7 a;so plots Ro fqr two product of 2-D modulations, having
8x8 = 64 qnd }§x16 = 25§ points. _wQ_eerie;_saw the power efficiency of
these designs from an unccded point of view. It is interesting that the
differences in Ro are rather minor;  in the region of the knee of the
curve, where coded communication systems normally seek to operate, the
2-D product designs are about 0.5-1 dB less efficient. They have the
same high SNR and low SNR asymptote however. This would seem to suggest
that random coding arguments don't provide a strong preference for use
of 4-D modulation over simpler 2-D products. If peak energy comparison
are made, the 4-D approach becomes about 1 dB better still. We remark
however that Ro considerations are not entirely reflective of the

ability to produce good codes, especially for simple codes.
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6. TRELLIS CODES FOR 4-D MODULATION

The 4-D modulation sets previously described may be used as a
signal alphabet for trellis codes as a means of further enhancing the
energy efficiency. Such codes can be optimally decoded with the Viterbi
algorithm, although the trellis size must kept manageably small.

The theme of this work follows. that of Ungerboeck (131, which
proposed convolutional coding onto a signal set twice as I s needed
for uncoded transmission, yet having the same dimensionali in this
way, we may increase the minimum distance tetween coded sequences, while
not expanding bandwidth. An example is mapping three information bits
per interval onto a 16-ary modulation in 2-D, e.g. 16-QASK.

In the case of 2-D codes, the modulation symbols were assigned to
trellis branches using a heuristic set partitioning concept, [13], which
intuitively leads to good codes without rescrt to brute-force test of
all possible codes ot a given complexity. We apply this same
methodology here with 4-D modulation, althorzh the set partitioning is
less obvious.

The Ro discussion of the previous section suggests that doubling
the modulation set is roughly rufficient to optimize the error exponent
for the random ensemble of codes, and we use this as a guidei<ne. For
example., if we seek to efficiently encode R = 4 bits/interval, we should
consider the 32-ary 4-D constellation as a signal set. The bandwidth
would be the same as uncoded 16-ary in 4-D, but with energy gain
dependent on trellis complexity. It may be that use cf a 48-ary or

64-ary base, provides betcer performance due to special features of set
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partitioning. The use of the larger alphabet does not substantially
complicate the modulator/demodulator beyond a 32-ary . se; recei:ver
complexity is largely determined by the trellis siza.

We have made preliminary investigations of code design for small
.(less than &4-state) .tre11|is ‘code; having R = 2, 3, and 4 bj s/interval,
and begin with the simplest case to illustrate.

Suppose we seék a 2-state cod.e with R = 2 bit/interval. Tkre

3

trellis diagram is shown in Figure 7a, with 4 branches per state. We
.. . . . . - c : ! N R_— e i

- -

consider assigning symbols from an 8-ary set to the eight branches as

labelled. Now consider pairs of sequences which split at time n =0

2=
1

because of antipodality. The two step-merges, of which there are

and remerge at some later time. The one-step merges have d 4

several types, also have dg = 4 sinc.. twe units of d2 accrue on each

interval. The average energy expended per interval, E, is 1. ‘'Thus

diin = 4E and asymptotically
' - : d2 1/2 / _\1/2
i 2E .
Pld~Nall = ] J=velig ). | - (1)
o o
WE, \1/?
o

Now to evaluate this design, we can compare with an uncoded means
of transmitting 2 bits/interval in 4-D. Though not the best way, we
could use binary PSK on each polarization, or QPSK on a single
polarization. Each has

Ee] ~N Q((:Eb/NO)"Z) (153

siiowing a 3 dB gain for the coded case, with no change in bandwidth.
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Another comparison is against uncoded 8-ary, recognizing the
proposition that the modulation set used for coding could transmit 3

bits per interval rather than 2. From section &

1/2
3
{(2)

o

Ple] ~

z

with a spectral efficiency‘éf 3'bps/l{z. Relative to this case, the

coded d;asign gains 10 log (4/3) 1.2 dB in return for a 50% increase in
bandwidth. Viewed in this iigﬁt:;, the 2-state coding design is not very
attractive relative to uncodevdA 8-ary signalfing. ( ‘.

Now consider use of a 4-state trellis as shown in Figure 7b. With
the same rate, R = 2, we have the option of splitting the four brancles
per state into 4-sets-of-1 or 2-sets-of-2. The latter doesn't buy any
gain over 2-state because the one-step merges still are possible and
have d; = 4. Thus only the &4-by-1 strategy has potential for

improvement. It turns out however that ho assignment of the 8 signals

i | i
!d‘istance beyond &

to these 16 branches can improve the 2-step,
Next, suppnse we allow use of a 1l6-ary modulat:{on, via the
hypercube vertices. We may conveniently carve this set into 4 sets of &
as listed in Figure 7b. The intraset squared distance is.at least 8,
while the interset distance is at least 4. By assigring sets as shown
to the trellis, the 2-step squared distance is now c:l2 = 12, but
2

recalling E = 4, d°, = 3E = 6E, and
min b

3E. \ 172
Ple] ~ N Q (g—b) a7

(o}
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Thus performance is actually worse (asymptotically) than the earlier
code, pointing out the .subtle interactions of trellis structure, coding
rate, and medulation set.

Hand calculations show that 8-state codes do gain over the 2-state
case, but further optimization is required for these larger codes.

Next consider the R = 3 case, with 2 states to begin. The trellis
is illustrated in Figure 8a. As a firslt cut, use the 16-ary set formed
by the hypercube and divide into 4 sets of 4 as in Figure 7b. The one
step merge distaﬁce.is é; while the“;wo-step.disfance‘is ;f least 12.

Thus d:\in = 2E = 6§b since we have.3 bits/intérval. Asymptotically

Ple] ~ N Q((SEb/No)llz) (18)
1.8 dB better than the QPSK with reuse strategy. Unfortunately, this
energy efficiency is the same as for uncoded 8-ary with exactly the same
bandwidth. Thus the 2-state code presented is of no praetical use.

As a next case, assume a &4-state trellis with R = 3 and use the
hypercube set as before, except split the 16 signals inmto 8 sets of
antipodal pairs, e.g. 1111 and -1-1-1-1. The one-step squared-distance
is now 16, while the two-step merges are at least distance 12. Thus-

d“. = 3E = 9E, and
min b

P[] = N Q((a.s Eb/No)I/Z)

Compared to QPSK with reuse, or uncoded 16-ary, we have a gain of 10 log
(4.5/2) = 3.6 dB with a bandwidth which is 33% greater. We may also
compare at the same bandwidth with uncoded 8-ary: the coded 16-ary case
has a gain of 10 log (4.5/3) = 1.8 dB. This code is relatively easily

decoded, since pairs of paths entering each state are antipodal; once
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selection between these is made, the receiver must arbitrate between the
remairing four paths. We also note that since the modulation is QPSK/
reuse, the wodem equipment is rather simple.

The 8-state extension (not shown) of this case has a dﬁm = AE,
yielding a 4.8 dB gain over uncoded 16-ary, again with a 33% bandwidth
expansion.

We finally address R = 4 bits/symbol coding. We begin with a
2-state case, and 32-ary modulation. We may split the 32-ary set into &
sets of 8 as shown in Figure 9a. The intraset n:i2 is 6 and the interset
d%is 2, so that a2, = 4. Since E =3, d = (4/3)F = (16/9)E,, aud

2.67 E, 1/2

N
(¢]

Ple] ~NQ (19)

This represents a 1.3 dB gain over 16-ary with the same bandwidth.
If the sets are further partitioned into 8 sets of 4 and the
trellis splits the 16 branches as 4 sets of 4, then a d:\in = 6 can

be attained with & states (Figure 9b). For this case

4E, 1/2
Ple] ~ N Q|5 (20)

o
giving a 3 dB gain over uncoded l16-ary having the same bandwidth.

To summarize the code study thus far, it appears that‘ coding is
most beneficial in Dl‘ for higher throughput cases, e.g. R 2 3 bits/
interval, relative to uncoded counterparts. Further investigations are

presently being made to extend these results to (1) higher rates, e.g

R = 5 and 6 bits/interval, and (2) larger trellises.
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7. CONCLUSION

Four-dimensional modulation provides a means of improving the power
and/or bandwidth utilization of satellite channel, relative to a
polarization reuse strategy. &-D lattices are known to have superior
packing density as a basié for signal design, and we have provided
explicit constructions for 8, 16, 32, ... 1024 signals in 4-D. The most
efficient are subsets of the 1lattice Dz.’ o1 translates thereof.
Typically, about 1.5 to 3 dB gain may be had at equal bandwidth over a
polarization reuse strategy, or for fixed power, about 25% less
bandwidth may be consumed.

Trellis codes have been studied as a means of further extending the
power/bandwidth tradeoff. Thus far codes for R = 3 and 4 bits/interval
with four state or less have been shown to provide attractive gains
relative to cases using polarization reuse.

We remark that the designs presented here in general require that:
amplifiers be utilized which are linear up to the maximum power required
by the constellation. This seems unavoidable fur attaining high
spectral efficiency, although continuous-phase-modulation is an

attractive alternative.
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Table I

Parameters of Best 24 Designs

2

M E/dz gg/d ggggggl) Comments
8 0.75 0.75 (0:5,0.5,0.5,0) full
16 1.0 1.00 (0.5,0.5,0.5,0.5) single-shell
32 1.75 2.00 (0,0,0,0) remove origin
66 2.37 3.00 (0,0,0,0) remove origin
128 3.375 4,50 {(0.5,0.5,0,0) full
256 5.00 6.75 (0.5,0.5,0.5,0) re@ove first shell
512 6.75 9.00 (0.5,0.5,0.5,0.5) full
1024 10.83 14.75 (0.5,0.5,0.5,0) remove first and
fourth shells
1) . . A :
offset refers to translation of Za points, where Z4 = {xi, i=1,4)

x, an integer}



Table II. Parameters of Best D, Designs

M B/32 Bp/d2 Offset Comment
8 0.5 0.5 (1,0,0,0) (+1,0,0,0), biorthogonal
16 1.0 1.0 (0,0,0,0) (+1,41,41,+1), 4-D cube
0.88 1.25 (0.5,0.5,0,0) first two shells plus 6
A from 3¥d
0.88 .37 (0,0.5,0.5,0.5) first two shells plus 4
from 3rd
32 1.25 2.0 (0,0,0,0) {+1,+1,0,0} U {+2,0,0,0}
1.50 1.50 (1,0,0,0) {+1,+1,+1,0}
1.25 1.50 (1,0,0,0) (41,0,0,0} U 24 Of {#1,+1,+1,0}
64 1.69 2.25 (0.5,0.5,0,0) first five full shells
128 2.44 .3.0 . (0,0,0,00 ... -first 3 shells plus

80 from 4th ghe11

256 3.375 4,50 (1,0,0,0) first five full shells

512 4.84 7.50 (1,0,0,0) first seven shells plus
48 of eiqghth

1024 6.81 10.5 (1,0,0,0) first nine shells plus

{#3,42,+2,+2}
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T



0
1
=1 111 S1 =1-1 i1-1 S2 =1 1 1-1 83 =-1 1-_-
1 1-1-1 1-1-11 ) 1 111 -1 111
-1-1 11 -1 1 1-1 -1 -1 1-1 1-1-1-1
-1-1-1-1 -1 1-11 -1-1-11 1-1 11
Figure 8a. 2-State Trellis for R = 3 with lé-ary Modulation
/( \\'\ \// Q
/” h&lﬂ\\\\
‘/// \\‘/ \W/ \\'
cC,.= 1 1 1- 1 c,=-1-111 C,...C, are splits of S,...S, above
G e T 1 1-1-1 37 13

s - . -

Splik of So-above
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APPENDIX A

TABULATION OF 24 LATTICE WITH DIFFERENT OFFSETS



Cireomrr s
LAY SN
- N e . ;:;

OF PooR QUALITY

+RUN ZALAT
ANALYSIS OF Z4 LATTICE "
ENTER DATA 1
020+000 4 N
ALL DATA IS IN

CUMBINATIONS SHELL NORM

1 1 0.00
2 a8 1.00 =
3 24 2.00
4 32 3.00 =
S 24 4,00
9 48 5.00
2 6 6.00
8 &4 7.00 »
9 24 8.00
10 104 ?.00
11 144 10.00
12 96 11,00
13 96 12.00
14 112 13,00
15 192 14.00
16 192 15.00
17 24 16,00
18 144 17,00
19 312 18.00
20 160 19.00
21 144 20.00
22 256 21.002—
23 288 22,00
24 192 23.00
25 96 24,00
26 240 23.00
27 288 26,00
28 224 27.00
22 128 28,20
30 192 29.00
31 384 30.00
2 &4 31.00
33 24 32.00
34 288 33.00
35 192 34.00
346 192 35.00
37 112 34.00
39 192 32.00
39 192 38.00
40 96 40.00
41 94 41.00
42 192 42,00
43 44 43.00
44 192 45.00
45 2 48,00
46 &4 49.00
47 96 50,00
49 &4 $2.00
49 44 57.00

S0 16 64,00



ORiGs: ;0 i .
e G

OF POOR QuaLiTY

FSUM EAVE EPEAK
] 1.000 0.000 0.000
2 9.000 0.889 1.000 .
3 33.000 1.497 2:.000 - 31 f srrgrm rememed -
4 A4%5.000 2.338 3,000 »- @w £ ngia  Comavelr
H 89.000 2.787 4.000 e
6 137.000 3,962 $.000 @ W8 @ 5 327" giailc remaved
-7 233,000 4,587 - £.000 i
8 297.000 5.091 7.000
9 321.000 5.308 8.000
10 425.000 8,212 9.000
11 549.000 7.120 10.000
12 5485.000 7.723 11,000
13 761.000 8,263 12.000
14  §73.000 8.871 13.000

1S  1065.000 ?.795 14,000
16 12%57.000 10.3%0 15.000
17 1281.000 10,592 14.000
18 1425.000 11.329 17.000
19 1737.000 12,527 18.000
20 1897.000 23.073 19.000
21 2041.000 13.562 - 20,000
22 2297.000 14.39% 21.000
23 2585.000 150239 - <22,000
28 2777.000 18,775 ~ 23.000
23 2873.000 16.0%0 24,000
26 3113.000 16.740 25.000
27 3401.000 17.524 26,000
2B 3625.000 18.11¢ 27.000
29 3753.000 18.447 28.000
30 3I9435.,000 18.941 29.000
31 4329.000 19.940 30,000
32 4393.000 20.101 31.000
3T 4417.000 20,146 32.000
34 4705.000 20.951 33.000
35 4897.000 21.443 34,000
34 $089.000 21.974 35,000
37 5201.,000 22.276 - 36.000
38 5393.000 22,800  37.000
39 5%585.000 23,322  '38.000
40 35681.000 23.604 40.000
41 8777.000 23,893 ‘41,000
42 5949.000 24,4746 42.000
43 6033.000 24.4872 43,000
44 £225,000 25.299 45.000
43 8257.000 25,415 48,000
48 5321.000 295.654 - 49,000
47 4417.000 26,018 %0.000
48 5481,000 26.27% 52.000
4%  4545,000 26.575 §7.000
850 65461.,000 26,667 64.000
STOP ~~
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+RUN Z&LAT
ANALYSIS OF ZA4 LATTICE
ENTER DATA
0e50000+0
ALL DATA IS IN Famca s 1
COMBINATIONS  SMELL NORM
1 ') 0.00
2 2 0.25
3 12 1.25
4 26 2:25
s 28 - 3.25
6 36 4.25
7 64 5:.25 =
8 &2 6.25
9 80 7.25
10 96 8.25
11 76 ?.25
12 84 10.25
13 156 11.25
14 . 114 12.25
15 108 " 13.25
16 160 14.25
17 " 124 - 15.25
18 168 "16425
19 192 17.25
20 148 18.25
21 192 19.25
22 241 20.25
23 210 21.25
24 168 22,25
25 248 - 23.25
26 190 24.25
27 148 25.25
28 312 25.25
29 160 27.25
30 168 _128.2%
3 238 29425
32 144 . 30.25
33 216 ":31.25
34 176 :32.25
35 184 , 33.25
36 148. 34,25
37 144 35,25
38 " 150 . 38.25
39 96 37.25
40 204 ©38.25
a1 ) 39.25
42 72 40.25
a3 192 41.25
a4 2 32.25
45 a8 43.25
46 a8 44.25
47 72 45.25
48 96 46.25
a9 s6 47.25
s0 64 48.25
s1 a8 49.25
52 16 50,25
s3 12 $2.25
sS4 72 53.25
S5 40 54.25
s6 ~ 24 $6.25
57 16 60.25
<8 24 61,25

59 8 68.235



CONOUNDWN ™

FSUM
0.000
2.000
14.000
40.000
468.000
104.000
168.000
230.000
290.000
386.000
462.000
546.000
702.000
816.000
924,000
1084.000
1208.000
1376.000
1568.000
1714.000
1908.000
2149.000
2359.000
2527.000
2775.000
2965.000
3133.000
3445.000
3605.000
3773.000
4011.000
4155.000
4371.000
4547.000
4731.000
4899.000
$5043.000
35193.000
5289.000
5493.000
5581.000
5653.000
5845.000
5917.000
$965.000
46013,.000
608S5.000
6181 .000
6237.000
6301,000
6349.000
6363.000
6377.000
6449,000
6489 .000
4513.000
6529.000
6553.000
4541.000

EAVE
0.000
0.250
1.107
1.850
2.424
3.038
3.893
4.528
$5.091
5.877
6,432
7.019
7.959
8.53¢9
9.107
?.864
10.419
11.132
11.880
12.429
13.116 - ..
13.916
14.569
15.079
15.810
16.351
16.828
17.681
18.106
18.557
19.192
19.575
20,132
20.4620
21,112
21.562
21,953
22.3686
22.635
23.216 "
23.469
23.483 .-
24,260
24.478
24.630
24.786
25.028
25.358
25.554
25.785 .
25.942
26.023
26.073.
26.376
26.548
264657
2564740
26.866
26.917

EPEAK -

0.000

0.250

1.250

2,250

3.2%50

4,250

S$.250

4.250

2.250

8.250

9?.250
10,250
11.250
12.250
13.250
14.250
15.25%
16.250
17.250
18.250
19.250
20.250
21,230
22.25¢0
23,250
24,250
25.250
26.250
27.250
28,250
29,250
30.250
31.250
32,250
33.250
34.250
33.250
36.250
37.250
38.250
39.250
40,250
41.250
42.250
43.250
44,250
43.250
46.250
47.250
48.250
49,250
50.250
32,250
53.250
34.250
56.250
60.250
61,250
68,2350

ORIGINAL Fage
9
OF POOR QuaLITY



OnGi S
OF FOOR QUALITY

+RUN Z4LAT
ANALYSIS OF Z4 LATTICE
ENTER DATA .
0.520.500:0
ALL DATA IS IN S tatnen >
COMBINATIONS  SHELL NORM
) o 0.00
2 4 0.50
3 16 1450 o
4 24 2.50
s - 32 3.50
é s2 4.50
7 48 5.50
a L7 6450
9 96 7.30
10 72 8.50
11 - 80 9.50
12 128 10.50 =
13 96 - 11.%0
14 124 12.50
15 140 13.50
18 120- C 14450
17 128 15,50 =
18 192 16.50
19 192 17.5¢
20 152 18.50
21 224 19.50
2 164 20.50
23 160 21.50
24 292 22.50
25 126 23.50
26 196 24.50
27 240 25.50
28 164 26.50
29 208 27.50
30 224 28.50
31 176 29.50
32 144 - 30.50
33 240 31.50
34 196 32.50
33 128 . 33.50°
36 -192 -7 34.50
37 112 < 35.50
38 ‘112 - 36.50°
39 192 37.50
40 128 38.50
a1 129 39.50
42 113 40.50
43 52 41.50
44 100 42,30
43 96 43,50
46 100 44,50 °
47 72 45.50
48 L) 46.50 -
49 g 47.50
%0 ‘20 48.50
st - 48 49.50
52 %6 50.50
53 32 %1.50
S4 48 52.50
55 8 53.50
s6 164 54.%50
74 20 56.50
58 40 57.50
59 20 58.50
40 8 40.50
41 14 64.50
62 8 45.50

63 4 72.50



]RTOP --

VONOCUIUN- !

FSUM

0.000

4,000
20.000
44.000
76.000

128.000

176.000
232,000
328,000
400,000
480.000
608.000
704,000
828,000
988.000
1108.000
1236.000
1428.000
1620.000
1772.000
1996.000
2160.000
2320.000
2612.000
2788.000
2984.000
3224.000
3388.000
3596.000
3820.000
3996.000
4140.000
4380.000
4576.000
4704.000
4896 .000
5008.0¢2
$120.000
$312.000
5440.000
5568.000
5681 .000
5733.000
5833.000

. 5§929.000
6029.000,
6101.000 -

. 6165.000

6197.000
6217.000
6285.,000
6341.000
6373.000
6421.000
6429.000
6445.000
6465.200

46505.000 |

4525,000
6533.000
4549.000
6357.000¢
6561 .000

-~

EAVE
0,000
0.500
1.300
1,955
2.605
3.375
3.935
4,569
S.427
S.980
6.3567
7.393
7.935
8.635
?.423
?.973
10.545
11,346
12,075
12.626
13.398
13.937
14.459
15.358
15.872
16.438
17.113
17.567
18.142
18.749
19.223
19.615
20.246
20.790
21.136
21.660
21.970
22.2688
22.837
23.206
23.580
23.917
24.076
24,392
24.702
25.030
25,272
25.492
23.606
25,937
26.154
26,281
26.477
26.511
26.580
26.673
26.862
25.959
27.001
27.092
27.139
27.167

EPEAK
0.000
0.500
1,500
2.500
3.500
4.500
5.500
6.500
7.500
8.500
9.500

10.500

11.500

12,500

13.500

14.500

15.500

16.500

17,500

18,500

19,500

20.500

21.500

22.500

' 23.500
. 24,300

25,3500
264500
27.500
28,500
29.500
30.500

'31.500

32.500
33.500
34.500
35.500
36.500
37.500
38.500

'39.500

40.500
41,500
42.500
43,500
44.500
45.500
46.500
47.500
48.500
49.500
50.500
51.500
$2.500
53.500
354.500
56.500
57.500
58.500
60.%700
64.350)
65.500
72.500

OFlne v v 3
OF POOR QUALITY



GF ruui GonilY

+RUN ZaLaAT

ANALYSIS OF Za LATTICE

ENTER DATA

0059005100500

ALL DATA IS IN

COHBI:QTIDNS SHELL NORM

1 0.00
2 8 0.75 o=
3 16 1.75
4 24 2,75
S 48 3,75
6 40 4,75
7 48 S5.73
8 80 6.75
9 &4 7473 v
10. 96 873
11 112 ?¢73
12 a8 10,75
13 96 11,75
14 144 12,75
13 144 13.75
16 120 14.75
17 208 15.75
18 136 16,75
- 19 144 17.735
20 248 18.75
21 160 19.7%
22 156 20,73
23 216 21.7%
24 200 22,75
25 192 23.75
25 276 24,75
27 169 25,75
28 144 26,73
29 208 27+75
30 240 28.735
31 168 29+73
32 264 3075
33 96 31.75
34 132 32.75
39 192 33.73
36 184 34,73
37 144 35.75
38 200 36.75
39 &4 37.7%
40 120 38.75
41 94 39.75
42 142 40.75
43 84 41.75
44 150 42.75
43 . 40 43.75
46 72 44,75
47 40 45.75
46 66 46.75
49 40 47.75
50 9?6 48,75
S1 12 49.795
32 &0 50.75
33 12 51.75
54 22 52.75
55 36 33.7%
56 48 54,75
57 12 55.7%
38 24 56.7%5

59 12 S8.75



2EILR2Y

VONC RSN

23

14

12

2

12

2

2

FSuM
0.000
8.000
24,000
48.000
96.000
134.000
184,000
264.000
328.000
424.000
534,000
624.000
720.000
864.000
1008.000
1128.000
1336.000
1472,000
1616.000
1864.000
2024.000
2180.000
2396.000
2596.000
2788.000
3064.000
3232.000
3376.000
3584.600
3824.000
3992.000
4236 .000
4352,000
4484,000
4476,000
4860.000
S004,000
5204.000
52686.000
5388.000
S484.,000

5626.000

3710.000
5860.000
5920.000
$992.000
46032.000
4098.000
6158.000
462354.000
6266.000
6326.000

'4338,000
6360.000

4396.000

£444,000°

6456,000
4480,000
4492.000
6517.000
6531.000
4543,000
4545.000
6537.000
6559.000
4561.000

EAVE
0,000
0.7350
1.417
2.083
2,917
3.456
4,054
4.871
5.433
6.184
6.929
7.468
8.039
8.324
?.520
10.083
10,966
11,500
12,057
12.947
13.485
14,005
14.703
15.323
15,904
16.700
17.171
17.579
18.170
18.834
19.293
20.004
20,263
20.630
21.169
21.683
22.088
22.652
22.835
23.189
23.479
23.915
24.178
24.453
24.847
25.086
25.223
25.456
2B.673
26.027
26.073
26.307
26,355
260446
264600
26.810
26.863
26.974
27.033
27.162
27.236
27.301
27.313
27.389
27.402
27.417

60.75
41.7%
62.75
64.75
48.7%
69.75
76.75
EPEAK
0.000
0.750
1.750
2.756
3.750
4,750
5.750
6.750
7.750
8.750
9.750
10.750
11,750
12,750
13,750
14.7%0
15.750
16.750
17.750
‘18,750
19.750
+750
1.750
22,750
23,750
24.750
25.750
26.750
27.750
28.750
29.750
30,750
31.750
32.750
33.750
34.750
. 35,750
36,750
'37.7%0
38,750
.39.750
40,750
: 41,750
42,750
‘43,750
44,750
45,750
‘86,750
47.750
28.750
49.750
50.750
‘51,750
‘2,750
‘53,750
54,750
55,750
§6.750
58.750
60.7%0
61.750
'62.750
64.750
48.750
69,750
76.750

ORIGINAL Fi:CE i3
OF POOR QUALITY



ORIGINAL PRI (S
OF POOR QUALITY

+RUN ZALAT
ANALYSIS OF Z4 LATTICE
ENTER DATA
OOSOOQSIOoSIOos
ALL DATA IS IN
COMBINATIONS  SHELL NORM
1 ) 0.00
‘2 16 1,00 o hyprosbs
3 &4 3,00 o~
4 96 5.00
K 128 7.00 =
-6 208 ra ?.00
V4 192 . 11,00
] 224 13.00
® 384 15.00
10 280 17,00
11 320 - 19.00
i2 480 21,00
13 208 23.00
14 400 . 25.00
1S 512 27 .00 o=
16 266 29.00
17 352 31.00
18 384 33.00
19 208 35,00
20 256 37.00
21 288 39.00
22 216 41.00
23 112 43,00
24 216 45,00
b3 144 47,00
26 64 49.00
27 96 51,00
-28 72 53.00
29 - A8 55.00
‘30 -32 - §7.00
31 - A8 - 59 00
32 8 - 463,00 -
33 : ] 63,00
34 24 65,00
35 -] 67.00
36 8 73.00
37 1 - 81.00
FSUKH EAVE EPEAK
1 0.000 0.000 - 0.000
3 80.000 " 2600 3,000
4 176.000 3.909 5,000
S 304,000 R.213 7,000
é 512,000 - 6,7%0 T 9.000 =
7 704,000 - 7.909 "11.000
-8 928.000 9,138 -13.000
? 1312.000 10.854 15.000
10 1600.000 11.960 17.000
11 1920.000 13.133 19.000
12 2400,000 14,707 21.000
13 2688,000 15.59% 23.000
14 3088,000 16.813 25.000
18  3600,000 168,262 27,000
14 136868,000 19.058 29.000
17 4240,000 20,049 31,000



.8TOP --

10
19
20
21
22
23
24

26
27
28
29
30

32
3
34
33
36

4624.000
4912,000
5168.000
5456.000
5672.000
5784.000
6000.000
6144.700
6208.000
4304.000
6376.000
6424.000
6456.000
6%504.000
6512.000
4320.000
6544.000
6352.000
6560.000
6561.000

21.125%

21.938 .

22,684
23.545
24.210
24,574
25.309
25.818
26.05?
26.437
26.737
26.948
27,097
27.332
-27.373
27.417
274553
27.603
27.659
27.667

33.000
35.000
37.000
39,000
41.000
43.000
45,000
47.000
49.000
51.000
33.000
35.000
57.000
59.000
61.000
63.000
45,000
67.000
73.00¢
81.000

ORIGINAL PACE S
OF POOR QUALITY



APPENDIX B

TABULATION OF D4 LATTICE WITH DIFFERENT OFFSETS



«RUN D4AEVE

ANALYSIS OF THE D4 LATTICE

ENTER DATA
0902090

ALL BDATA IS IN
COMBINATIONS  SHELL NORM

QBN e (s rg 0

1

24

24

96

24

144

96

192

24

312

144

288

96

288

128

384

24

192

112

192

9

192

32

96

64

16

FSUM
1.000
25.000
49.000
145.000
169.000
313.000
409.000
601.000
625.000
937.000
1081.000
1369.000
1465.000
1753.000
1881.000
2265.000
2289.000
2481.000
2593.000
2785.000
2881.000
3673.35%
3105.000
3201,000
3265.000
3281.000

EAVE
0.000
1.920
2.939
4,966
S.396
7.514
8.567
10.303
10.522
13.0612
13.943
15.438
16.186
17.798
18.492
20.443
20.564
21.604
22.226
23.313
23.86%9
PR oToing
235.239
25.982
264,492
26,673

0,00
2,00+
4,00
6.00
8.00
10.00
12.00
14.00
16.00
18.00
20,00
22.00
24.00
26.00
28.00
30.00

12.000
14.000
16.000
18.000
20.000
22.000
24.000
26.000
28.000
30.000
32,000
34,000
36,000
38.000
40,000
32.80C
48.000
30,000
$2.000
64,000

ORIGINAL PAGE 1S
OF POOR QUALITY

a%&ﬁuafhz



L el

ORIGINAL PACE 1S
OF POOR QUALITY

+RUN DAEVE
ANALYSIS OF THE D4 LATTICE
ENTER DATA
020.5,0,0
ALL BATA IS IN .
-2.00 -0.50 -1.00 0.00 $.25
-2.00 -0.50 0.00 -1.00 $.23
-2.00 -0.30 0.00 1.00 5025
-2.00 -0.50 1.00 0.00 5.25
-1.00 -0.30 -2.00 0.00 S.23
1,00 -0.50 0.00 -2.00 5,25
. =1.,00 -0.50 0.00 2.90 .25
-1.00 -0.50 2.00 0.00 5-25_
-1.00 1.50 -1.00 ~1.00 $.25
-1.00 1.50 -1.00 1.00 S..3
-1.00 1.50 1.00 ~1.00 5.25
-1.00 1.50 10” ‘.N 3.2:_
0.00 -0.50 -2.00 -1.00 5025'
0.00 - =0.50 -2.00 1.00 $.25
0.00 -0.50 -1.00 -2.00 3.25
0.00 -0.50 -1.00 2.00 S.25
0.00 -0.50 1.00 -2.00 5.25
0.00 -C¢.T0 1.00° 2.00 S.25
0.00 -0.50 .00 -1.00 S5.25
0.00 +0.50 2.00 1.00 5.25
1.00 -0.50 -2.00 0.00 $.23
1.00 -0.50 0.00 -2.00 $.25
1.00 -0.50 0.00 2,00 3.25
1.00 -0.30 2.00 0.00 $.25
1.00 1.50 -1.00 -1.00 3.25
1.00 1.50 -1.00 1.00 $.25
1.00 1.50 1.00 ~1.00 3.25
1.00 , 1.50 1.00 1.00 $.25
2.00 -0.50 -1.00 0.00 $.23
2.0 -0.50 0.00 -1.,00 $.25
2.00 -0.50 .00 1.00 S5.25
2,00 «0.30 1.00 0.00 5.25
COMBINATIONS  SHELL NORM
1 o 0.00
2 1 0.25
3 6 1.25
4 13 2.25
S 14 3.25
é 18 4.25
7 . xR 3.25 -
a . ‘: 6.25
9 30 7.25
10 480 8.25
12 38 9.25
12 42 10.25
13’ re 11.25
14, 37 12.25
13 S4 13.25
16 -] 14.25
1z 62 15.25
18. 84 16.25
19- 96 17.23
20 74 18.25
21 96 19.2%
22 21 20.25
23 102 21.25
24 90 22.25
25 120 23.23
26 98 24.25
27 72 25.25
28 168 26.25
29 a0 27.25
30 90 28.23
31 104 29.25
32 .84 30.25
33 ‘94 31.25
34 92 32.253
= 20 33.25
36 108 34,25
37 72 33.25
38 7€ 36.25
39 24 37.2%
40 12¢ 38.23
41 32 39.25
42 48 40.25
43 72 41.25
44 46 42.25
43 24 43.25
46 2é 44.25
47 24 45.25
49 72 45,23
49 24 47.23
<o 32 48.23
St 8 30.23%
32 12 32.23
S3 24 53.23
S4 32 34,29
b2 24 36.2%

56 8 40.2S



ORIGINAL PAGT i3
OF POOR QA iTY

- - FSumn EAVE EPEAK
1 .0.000 0.000 0.000
2 1.000 0.250 0.250
3 7.000 10107 1.250
4 20.000 1.850 ° 2.250
-] 34.000 2,426 - 3.2%0
é $2.000 3.058 4,250
7 84.000 3.893 $.2%0
8 115.000 4.528 6.2%0
9 - 145.000 5.091 7.250

10 193.000 5.877 8.250
11 231.000 6.432 9.250
12 273.000 7.019 10.250
13 331.000 7.959 11.250
14 408,000 8.559% 12.250
15 442.000 9.107 13.250
16 542.000 9.866 14.250
17 404,000 10.419 15.250
18 ~ 488.000. . 11.131 . 16.250
19 784.000- 11.880 17.250
20 8358.000 12.429 18.250
21  954.000 13.116° 19.250
22 1075.000 13.919 20.250
23 1177.000 14.554 21.25%50
24 11267.000. 15.101 - 22.250
25 1387.000 15.806 23.2%0
26 1485.000 16.363. 24.250
27 1557.00Q 16,774  25.2%0
28 - 1725.000 17.697 25.250
29 .1805.000 18.120 27.250
30 1895.000 18.601 28.250
31 1999.000 19.155 .  29.250
32 2083.000 19.603 30.250
33 2179.000 -20.116 31.250
34 2271.000 20.508 32.250
35 2351.000 231.038 33.250
36 245%.000 21.618  34.250
37 2531.000 22.006 . 35.250
38 2609.000 22.432 " 36.250
39 2633.000 22.567  37.250
40 27%53.000 23.250 .38.250

2785.000 23.434 39.250
2833.000 23.719 ¢ +250

o d
N

43 2905.000 24.154  41.23%0
44  2953.000 24.448 - 42.250
45 2977.000 24.599 . 43,250
46 3013.000. 24.834 44,250
47 3037.000 24.995 _ 45.250
48 3109.000 25.488 46.250
49 3133.000 25.654 47.250
S0 31465.000 25.883 48.250
51 3173.000 25.944 50.250

3185.000 26.043 - 32.250

(7]
(¥

53 3209.000 26.247 53.250
54 3241.000 26.523 54.250
55 3265.000 26.742 56.250
56 3273.000 26.824 40.250

A
~

3281.000 264925 68.250
sSTOP -~ 5



+RUN D4EVE

ANALYSIS OF THE D4 LATTICE

ENTER DATA
0.590.5,0,0

ALL DATA IS IN

-1.30
-1.50
-1.50
~1.30
-0.50
-0.50
.o.“
.=0.350

-0.50 -1.00 g.00
-0.50 0.00 -1.00
-©.50 6.00 1.00
-0,50 1.00 0.00
-1.30 =1.00 0.00
-1,30 0.00 ~1.00
-1.50 0.00 1.00
-1.50 1.00 0.00
1.50 -1.00 0.00
1.50 0.00 -1.00
1.50 0.00 1.00
1.50 1.00 0.00
.0.50 -1.00 0.00
0.50 0,00 -1.00
0.50 0.00 1.00
0.50 1.00 0.00
COMBINATIONS SHELL
o "0.00
2 0.50
8 1.50
--12 2.50
(6. ,3.50
26 4.%0
24 _S,50
28 6.50-
- 48 7.50
36 8.50
40 ?.50
48 11.50
- 862 12.50
.80 13.50
60 14.50
. 64 15.50
- 96 16.50
T 96 17.50
76 18.50
112- 19.50
. 82 20.50
"80 2!050
146 - 22.30
.88 23.50
/.98 24.50
3120 . 25.%0
82 256,50
-104 27.50
112 20.50
a8 29.50
72 - 30.50
120 31.50
98 32,50
.64 33,50
9?6 34,50
. 56 35.50
Sé 36.50
26 37.50
&4 38.50
64 39.50
57 40,50
24 41.50
$2 42.50
48 43.50
52 44,50
32 45.50
32 46,30
16 47.50
12 49.50
32 49.350
32 50.50
6 S1.50
-4 2.50
8 34.50
12 36.350
16 57.50
12 38.50
9 60.50
8 64.50
4 72.50

3.50
3.50
3,50
3.350
3.50
3.350
3.30
3.50
3.30
3.50
3.50
3.50
3.50
3.50
3.50
3.30

ORIGINAL PACE 19
OF POOR QUALITY



ORIGINAL PAGE 19
OF POOR QUALITY

+RUN D4EVE
ANALYSIS OF THE DA LATTICE
ENTER LATA
Re00.90,90. - .
ALL DATA IS IN. S SWOE S
NOD IS OK -
COMBINATIONS ShELL NORM
2 32 : 3.00
3 48 - 5‘.00
4 64 - 7.00
S 104 9.00
é 96 11.00
7 112 13,00
-] 192 15.00
9 138 17,00
10 152 19.00
11 -232 21.00
12 - 192 23.00
13 211 25,00
14 212 27.00
15 174 29.00
14 88 31.00
17 252 33.00
18 192 35.00
19 £2 37.00
20 48 39.00
21 78 41.00
2 92 43.00
23 168 45,00
24 24 47.00
25 64 49.00
26 - 48 51.00
27 52 $7.00
28 24 $9.00
29 24 61.00
30 ] 73.00
FSuM EAVE EPEAK
1 8.000 1.000 1.000 —
2 40.000 2.400 5,000
3 88.000 3.909 5.000
4 152,000 5,211 7.000
S 256.000 ‘64750 9,000, =—
é 2.000 27,909 11,000
8 656,000 10.854 15,000
9  794.000 11,922 17.000
10 946.000 13.059 19.000
11 1178.000 14.623 21,000

1370.000  15.797 23,000
1581.000  17.025 25,000
1793.000  18.205 27,000
1947.000  19.160  29.000
2055.000  19.667  31.000
2307.000  21.123 33,000
2499.000  22.189  33.000
2651.000 23,038  37.000
2699.000  23.322  39.000
2777.000  23.819 41,000
2869.000  24.434  43.00
3037.000  25.572  435.000
3061.000 25,740  47.000
3125.000 26,216  49.000
3173.000  26.591  %1.000
3225.000  27.081  ©7,000
3249.000  27.317  59.000
3273.006  27.564  61.000
3281.000 27,475  73.000
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FSun
0.000
2.000
10.000
22,000
38.000
64,000
88.000
114.000
164.000
200.000
240.000
304.000
352,000
414.000
494.000
354.000
618.000
714.000
810.000
886.000
998.000

- 1080.000

1160.000
1306.000
1394.000
1492.000
1612.000
1694.000
1798.000
1910.000
1998.000
2070.000
2190.000
2288.000
2352.000
2448.000
2304.000
2560.000
2656.000
2720.000
2784.000
2841.000

2865.000 -

2917.000
2965.000
3017.000
3049.500
3081.000
3097.000
3109.000
3141.000
3173.000
3189.000
3213.000
3221.000
3233.000
3249.000
3261.000
3269.000
3277.000
328..000

9.423

9.973
10.545
11.346
12,075
12.626
13.398
13.937
14.459
15.358
15.872
16.438
17.113
17.567
18.142
18.749
19.223
19.615
20.266
20.790
21.136
21.660
21.970
22.288
22.837
23.206
23.580
23.920
24.067
24,396
24.703
25.046
25.261
25.481
25.595
25.484
25.926
26.174
26.301
26.497
26.566
26.678
26.829
26.946
27.028
27.149
27,175

EPEAK

0.000

0.3500

1.500

2,500

3.300

4.300

5.3500

6.300

7.500

8.500

?.500
10.300
11.500
12.500
13.3500
14.500
15.500
16.500
17.500
18.500
19.500
20.500
21,500
22.500
23.500
24.500
25.500
26.500
27.502
28.500
29.500
30.500
31.500
32.500
33.500
34.500
35.500
36.500
37.500
38.500
39.500
40.500
41.500
42.500
43.500

-44.500

45.500
46.500
47,500
48,500
49.500
30.500
31.500
52.500
34,500
$6.500
57.500
38.500
60,500
64,500
72,500
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