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PREFACE

This report contains seven discipline review papers on the state of our knowledge of West Antarctica and opinions on how that knowledge must be increased to predict the future behavior of this ice sheet. The papers were prepared to accompany lectures given at the second SeaRISE workshop held October 16-18, 1990 at NASA/Goddard Space Flight Center in Greenbelt, Maryland. The purpose of the workshop was to draft a Science and Implementation Plan of what was once called SeaRISE but is now called the West Antarctic Ice Sheet Initiative (WAIS). This plan appears as Volume I of this proceedings series.
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SUMMARY

An overview is presented of the factors associated with snowfall over the West Antarctic Ice Sheet. The flux of atmospheric moisture across the coast, the synoptic processes over the South Pacific Ocean, the large-scale atmospheric controls, and numerical modeling of the West Antarctic environment are all discussed. Suggestions are made for research needed to substantially upgrade the status of knowledge in these closely-interrelated topic areas.

1. INTRODUCTION

The goal of this overview is to provide a summary of the status of knowledge concerning the primary atmospheric input to the West Antarctic ice sheet, namely snowfall. The document follows the organization of the SeaRISE document (Bindschadler, 1990). The atmospheric transport of water vapor across the coast from the Southern Ocean, whose convergence equals the average net precipitation rate over the ice sheet, is discussed in Section 2. Study of this quantity is needed because there are substantial obstacles to directly measuring snowfall over polar ice sheets (e.g., Bromwich, 1988), and this water balance approach provides a way to calculate the rate from variables which are usually readily available.

The atmospheric water balance provides a composite description of snowfall over the ice sheet, but does not resolve the individual precipitation events. Cyclonic activity causes the spatial patterns and temporal variability of the moisture fluxes, and these processes are surveyed in Section 3. Synoptic processes express the broader scale atmospheric, oceanic and ice sheet conditions. An understanding is needed of the dominant patterns of variability and how they interact in order to deduce correctly the record of past large-scale atmospheric patterns from synoptically-dominated records of individual ice cores. Section 4 addresses such aspects, focusing on El Niño Southern Oscillation (ENSO) events which are manifested on the multiannual time scale. Numerical models are primary tools in the study of the atmospheric processes that determine the precipitation and other aspects of the Antarctic climate both at present and for different boundary conditions (i.e., past and future). Global and regional models are applicable, and their status is discussed in Section 5. The final section offers some thoughts on research needed to advance the state-of-the-art.

2. MOISTURE FLUX INTO WEST ANTARCTICA

This evaluation must first consider the situation for the Antarctic continent as a whole. In general, the available estimates of poleward moisture transport from atmospheric measurements are deficient. Bromwich (1990) compared the annual moisture transport convergence values (= annual net precipitation) for Antarctica from two recent climatological atmospheric analyses with those inferable from the multiannual accumulation analysis of Giovinetto and Bentley (1985). For the continent as a whole the atmospheric-derived estimates were only one-third to one-half the terrestrial values; for 80-90°S the two approaches
yielded comparable results. It was concluded that the primary causes of the large discrepancy for the continent were deficiencies in atmospheric diagnoses of the transport contributions of cyclones and surface winds near the coast. A secondary cause was the small systematic underestimate by radiosondes of the atmospheric moisture content during the cold polar night.

Table 1 (from Giovinetto et al., 1991) provides a historical overview of the estimated water vapor transports across 70°S from atmospheric and surface-based observations. The values are arranged by publication date, and only analyses drawing upon data collected during or after the International Geophysical Year (IGY) are considered. Pre-IGY evaluations were primarily conjectural because of very limited observations. There is a marked contrast between the terrestrial and atmospheric estimates. The former reveal little trend with publication year, fluctuating around a poleward transport of 6.0 kg m⁻¹s⁻¹. With steadily improving spatial coverage and enhanced measurement techniques, the accumulation-based estimates can be regarded as fairly reliable. The atmospheric values show a strong trend with publication year, changing from weakly equatorward to a poleward transport of 5.3 kg m⁻¹s⁻¹, illustrating the above weaknesses of the atmospheric analyses. Of course, the variable record lengths for the atmospheric studies complicates this comparison. It can be concluded that although the atmospheric analyses show steady improvement they are not yet suitable for continent-wide studies of the atmospheric water balance. However, for 80-90°S and perhaps a large fraction of East Antarctica (Bromwich, 1990) they can be used for this purpose.

The explanation for the above results can be sought in part in the distribution of radiosonde stations which are the primary source for the wind and moisture profiles from which moisture transports are calculated. Figure 1 (from Bromwich, 1990) describes the array of radiosonde stations available for the climatological atmospheric analyses of Peixoto and Oort (1983), and Howarth (1983) and Howarth and Rayner (1986): PO and HR respectively. The situation is rather similar today. The coverage is adequate for determination of poleward moisture transports along most of the East Antarctic coast and around the 80° latitude circle. The coast of West Antarctica is unmonitored, and the upper air station at Byrd has not operated since the early 1970s. It is probable that the former gap contributed significantly to the deficiencies of the atmospheric analyses in Table 1. The temporal trend of increasing atmospheric poleward moisture transports in Table 1 corresponds to the degree of monitoring of atmospheric processes over the ocean areas surrounding the continent. During the IGY-winter the Southern Ocean was almost completely devoid of observations. The Peixoto and Oort (1983) analysis relied on radiosonde data, but the Howarth (1983) and Howarth and Rayner (1986) diagnosis profited from the incorporation of oceanic satellite observations (from imagery and soundings). During 1979, there was a comprehensive drifting buoy program in the Southern Ocean (Hollingsworth, 1989), and this data source appears to have been one key to the markedly improved analysis by Masuda (1990).

Studies focussing specifically on moisture transports into West Antarctica were conducted by Lettau (1969) and Rubin and Giovinetto (1962), and primarily drew upon IGY-era data. The presence of upper air stations at Byrd and Little America V (northeastern edge of the Ross Ice Shelf) was a critical aspect for both studies. From a continental atmospheric mass budget and assumed moisture
values, Lettau (1969) inferred that 40% of the vapor transported into Antarctica enters in this sector with the time-averaged and storm transports contributing equally. Notice that no direct moisture budget was attempted because of skepticism about the quality of the radiosonde humidity measurements at low air temperatures; the present authors do not share this viewpoint but do recognize the need for caution in using such data. The importance of cyclonic events for West Antarctic snowfall was underscored by the work of Vickers (1966), and implies that interannual variability may be high. Rubin and Giovinetto (1962) showed that the broad spatial patterns of snow accumulation were consistent with the moisture flux directions and humidity characteristics at radiosonde stations surrounding the ice sheet; once again no moisture budget analysis was attempted.

Although recent atmospheric analyses need to be checked it appears that to conduct meaningful diagnostic analyses of the atmospheric moisture budget over West Antarctica the data base must be enhanced. The most effective action would be to improve the oceanic drifting buoy program so that coverage approaches that during 1979 (see Hollingsworth, 1989). Radiosonde programs (or equivalent) should be implemented at any manned station set-up by the United States in West Antarctica to replace Siple. Finally, satellite remote sensing offers much potential, and vigorous efforts are underway to solve the difficulties associated with soundings over sea-ice and ice-sheet surfaces (e.g., Claud et al., 1988).

3. SOUTH PACIFIC SYNOPTIC ACTIVITY

Much of our understanding of synoptic processes over the extensive middle and high latitude oceans of the Southern Hemisphere is based on only about 30 years of widely-spaced station sea-level-pressure (SLP) observations. These comprise principally the following climatologies:

(a) The 18-month period of the ICY of 1957-58 (e.g., Astapenko, 1964; Taljaard, 1967).

(b) The South African hemispheric analyses that continued into the mid-1960s (Taljaard et al., 1969; Newton, 1972).


(d) The European Center for Medium-Range Weather Forecasting (ECMWF) global-scale analyses dating from the First GARP Global Experiment (FGGE) of 1979.

With specific regard to the South Pacific, the coverage was particularly deficient in (b), and only improved from the early 1970s; first with the regular incorporation of satellite information (c), and then with the inclusion of ocean drifting buoys and automatic weather station (AWS) data for the Antarctic (d). These SLP analyses reveal the following general features of the synoptic atmospheric circulation.
(1) On a monthly and seasonal basis, a low amplitude long wave trough is located through the South Pacific in association with a relatively zonal circulation (Trenberth, 1979-- his Fig. 1; Streten and Troup, 1973). Pressures decrease into the circumpolar trough, which is located between about 60° to 74°S, depending on longitude considered and also month/season (Streten, 1980a-- his Figs. 12, 13). For West Antarctica, the circumpolar trough is generally located between about 68-72°S (Fig. 2).

(2) On shorter (daily) time scales, the circulation may be considerably more meridional, with high pressure ridges interrupting the circumpolar trough. Preferred longitudes for this activity in the West Antarctic sector are between about 80-70°W, and concentrated in the autumn and winter (Streten, 1980a-- his Fig. 15). However, this activity is considerably reduced compared with that of cyclones, which peaks between about 170-130°W in this region (Fig. 2).

(3) The circumpolar trough is the summation of individual frontal cyclones moving in from middle latitudes, which dissipate and stagnate preferentially in the major Antarctic embayments. In the West Antarctic these are the eastern Ross Sea, the Amundsen/Bellinghausen seas, and the Weddell Sea (Fig. 2).

(4) The circumpolar trough undergoes a dominant semi-annual oscillation in position and intensity. It is closest to Antarctica and deeper in the equinoctial months (January, June) compared with the solstitial months (March, September) (Streten, 1980a-- his Fig. 12). Similarly, the strength of the zonal index (westerlies) for the latitude zone 40-60°S is highest in February/March and September/October (Streten, 1980a-- his Fig. 10). In this regard, the sector from 180° eastward to 90°W is no exception (Streten, 1980a-- his Fig. 9). The semi-annual oscillation is somewhat reflected in the seasonal distribution of precipitation around West Antarctica (van Loon, 1972; Bromwich, 1988). The semi-annual oscillation involves changes in the hemispheric waves, particularly over the Indian and South Pacific oceans and in the colder part of the year (van Loon and Rogers, 1984). These changes are, in large part, responsible for the "coreless" winter observed at many Antarctic stations, particularly in the Ross Sea sector. Over middle latitudes, the changes in the waves associated with the semi-annual oscillation are manifest in marked changes in the preferred longitudes of polar lows between June and September (Carleton and Carpenter, 1990).

(5) On an interannual basis the circumpolar trough undergoes a marked variation in mean latitude for the Ross, Amundsen and Bellinghausen sea sectors. This exceeds 8° of latitude for the early autumn, early winter and late spring, but is much smaller (less than 4°) in the summer and late winter/spring, at least for the period 1972-77 (Streten, 1980a).

(6) Anomalies of SLP for the Pacific are often out-of-phase between low/high and middle latitudes, and between low and high latitudes (Mo and White, 1985). These teleconnections are associated with the Southern Oscillation, particularly in summer. They are associated with strengthening and weakening of the westerlies in alternating latitude belts (Rogers and van Loon, 1982), and are such that stronger (weaker) trades tend to have associated stronger (weaker) westerlies north (south) of about 45°S (Trenberth, 1981). In winter, SLP anomalies are often out-of-phase between the Australasian and Antarctic
Peninsula/South American regions. These correspond with the Trans-Polar Index (TPI) of Pittock (1984), which is the SLP anomaly difference between Hobart and Stanley. Variations in TPI correlate with variations in Scotia Sea pack ice conditions (Rogers and van Loon, 1982).

(7) On decadal time scales, there are variations apparent in the frequencies of cyclones and their mean longitudes of occurrence for the West Antarctic. Data for the IGY and subsequent years (Taljaard et al., 1969) show a weaker mean low in the vicinity of the Ross and Weddell seas compared with the later climatologies (Streten, 1980a), particularly in the 1978-82 period (LeMarshall et al., 1985). Thus, there have also been variations within the time period of the ANMRC 10-year climatology (LeMarshall et al., 1985). These point up the highly variable nature of the Southern Hemisphere circulation on a range of time scales, even given the effects of increased data and the changes in analysis procedure (LeMarshall and Kelly, 1981).

4. ENSO RELATIONSHIPS WITH THE ANTARCTIC

The relatively short period of conventional meteorological data in the Antarctic does not facilitate a full description of ENSO teleconnections to Antarctica. However, there are tantalizing hints of the teleconnection that require further exploration as the data record lengthens, and as numerical models become more sophisticated. In particular, the analysis of ice cores should shed considerable light, assuming that the regional expression of ENSO and correlations among its descriptor variables remain relatively stable from event to event (either positive or negative phase). There are indications that this has not been the case, even for the tropical centers of action (Elliot and Angell, 1988). The following are some important observations for the Antarctic.

(1) An analysis of the time evolution of global-scale SLP anomalies (Krishnamurti et al., 1986) shows strong variance on ENSO time scales over Antarctic latitudes. In addition, a northward propagation of zonally-averaged anomalies from the south polar to north polar latitudes took place in the period 1961-71, but reversed after that time. Additional support for these longer-term Antarctic influences on global climate is given in Fletcher et al.'s (1982) study of historical sea-surface temperature and surface-wind observations over the Southern Ocean south of Australia (40-50°S).

(2) A hint of a quite strong higher latitude manifestation of ENSO is apparent in hemispheric composites of SLP anomalies associated with the peak years of warm events compared with the years immediately prior (van Loon and Shea, 1985). These suggest the existence of quite strong pressure reversals over the Weddell Sea, south Indian Ocean, and possibly also over the southeast Pacific south of 50°S (their Figs. 1a, b). They were confirmed, at least for the Weddell Sea sector, by Carleton (1988), who also showed the existence of substantial associated anomalies in sea ice concentration for that region.

(3) Regional-scale anomalies in the sea ice extent and concentration of the Antarctic embayments are strongly associated with changes in temperature, pressure and winds -- hence, the role of cyclonic activity noted earlier.
Accordingly, changes in sea ice conditions (extent, concentration) are an indicator of climate anomalies. Chiu (1983) finds a significant association between the SOI (Southern Oscillation Index) in March and April and the Antarctic sea ice area in the following July-December period, and also an apparent lag of the SOI with sea ice area in the latter part of the year. The study was extended by Carleton (1989), who considered regional-scale sea ice changes associated with ENSO and the hemispheric long waves. There is also an apparent ENSO signature in the patterns of subsynoptic-scale cyclogenesis ("polar lows") over the South Pacific and southern Indian Oceans, apparently in response to the large-scale changes in the long waves and associated outbreaks of colder air toward lower latitudes (Carleton and Carpenter, 1990).

(4) Using the period of record for the South Pole and AWS data in the Ross Sea area for the 1982-83 ENSO event, Savage et al. (1988) identify a lagged effect of ENSO in Antarctic temperatures and surface winds (Fig. 3a, b). Very low temperatures at South Pole apparently resulted in enhanced cold air drainage and higher katabatic wind speeds reported near the coast at that time.

(5) Available general circulation modeling studies (e.g., Mitchell and Hills, 1986; Simmonds and Dix, 1986) suggest quite strong and, for the most part, significant tropical pressure and height responses to prescribed anomalies of the Antarctic wintertime sea ice extent. These appear to have an ENSO signature. Changes in cycloonic activity occur in the circumpolar trough; however, the magnitude and even sign of the SLP departures appears to be model dependent (cf., Mitchell and Hills, 1986; Simmonds and Dix, 1986).

It is apparent from longer-term indices of ENSO that the 'poles' of the Southern Oscillation and the frequency of high magnitude events have changed during the past 100 years or so. An index of the Oscillation back to 1600 A.D. and derived from analysis of tree rings, suggests even longer-time scale changes in the frequency of low-index (warm) events (Lough and Fritts, 1985). These appear to have been less frequent in the nineteenth century compared with the eighteenth and twentieth centuries. Also, the warm events of 1792-93 and 1815-16 may have been of comparable magnitude to the major 1982-83 event. The analysis of Antarctic ice core data could be used to extend the ENSO record back even further. However, this assumes (a) the existence through time of a stable and coherent teleconnection to the Antarctic circulation, precipitation and temperature regimes; and (b) the identification of ice-core drilling sites within such center(s) of action. From the foregoing discussion, the Pacific sector of the West Antarctic appears to be such a place; however, the dominance of the annual snowfall regime by relatively few cycloonic events is problematic. A candidate mechanism for the tropical-Antarctic teleconnection is the South Pacific Cloud Band (SPCB). This feature is an important avenue for the transports of energy and moisture, and also has a strong ENSO signature (Streten, 1975; Trenberth, 1976; Meehl, 1988). The possible impact of such low-frequency changes in the SPCB for the accumulation on the West Antarctic ice sheet is unknown at this time.
5. NUMERICAL MODELING OF THE WEST ANTARCTIC ENVIRONMENT

Studies using atmospheric general circulation models (GCM) and high resolution regional models are needed to improve our understanding of the planetary, synoptic and mesoscale atmospheric processes over Antarctica. Incorporation into GCMs of knowledge gained from diagnostic studies such as those outlined above will make it possible to commence a realistic assessment of the interactions between Antarctica and the rest of the planet. Complete exploration of this topic will require coupling of GCMs to realistic ocean and sea-ice models.

An early assessment of the ability of GCMs to reproduce the present Antarctic climate (Schlesinger, 1984) revealed large systematic errors in temperature, pressure, precipitation and cyclonic simulations. Model deficiencies of this magnitude preclude their use to understand the present climate or to describe how it might have changed in the past or might do so in the future. This situation persists for some models, as indicated by the NCAR Community Climate Model being unable to simulate major Antarctic environmental changes within the last 3 million years (Elliot et al., 1991). Simmonds (1990) demonstrates that the veracity of many models has continued to improve through the end of the 1980s, and presents convincing simulation fields of sea-level pressure, strength of the surface temperature inversion over the ice sheets during winter, and annual precipitation, to illustrate this contention. As an example, Figure 4 taken from Mitchell and Senior (1989) shows a qualitatively reasonable simulation of the Antarctic surface winds by the British Meteorological Office GCM. Simmonds points out that it is difficulty to verify models because real climatic variables are not known to a high degree of confidence. This argues for a vigorous effort to fill in the large gaps in the observational network, particularly over the South Pacific Ocean, the coast of West Antarctica, and the interior of the ice sheet.

Numerical simulation of high latitude atmospheric phenomena using sophisticated, high resolution models is an extremely promising avenue of future research. Mesoscale (10-300 km) processes such as katabatic wind circulations (Parish, 1984; Parish and Bromwich, 1986, 1987, 1991) and polar lows (Bromwich, 1989; 1991) are frequently observed in Antarctic regions and may play a significant role in the heat and momentum exchanges between polar and tropical latitudes. Such processes are at best only crudely parameterized within the context of GCMs (see, for example, Mitchell and Senior, 1989); it is extremely important that effects of such mesoscale processes on larger-scale circulations and transports be quantified before definitive GCM studies can be undertaken.

To date, a large gap exists in modeling applications of regional-scale Antarctic processes. Only specialized applications involving mesoscale models have been attempted. As an example, mesoscale models have been used to understand the temporal and spatial evolution of katabatic winds. Parish and Waight (1987) have used a two-dimensional numerical model to simulate the development of katabatic drainage. Emphasis was placed on the evolution of radiative and sensible heat transports in the lower atmosphere on the forcing of the katabatic flow. Parish and Wendler (1990) have used a hydrostatic, three-dimensional model to depict the forcing of the anomalous katabatic wind regime near Adelie Land, Antarctica. A similar katabatic wind study has been completed
by van Meurs and Allison (1989) for a section of East Antarctica along 112°E. Parish and Bromwich (1991) have used a numerical model to portray the katabatic wind pattern over the Antarctic continent. The irregularity of the katabatic drainage pattern into "confluence zones" modulates the intensity of coastal katabatic winds and is thought to influence the cyclogenetic potential of the near-coastal periphery (Bromwich, 1991). Most of these model simulations encompass relatively short time periods on the order of 12 hours to a few days. Longer time-scale studies will be necessary to integrate these regional simulations with GCM results. For example, Egger (1985) and James (1989) have noted that the katabatic wind circulation is tied directly to the large-scale circumpolar vortex about the Antarctic continent. Using simplified models to represent the radiative cooling of the sloping terrain, both authors showed that the shallow katabatic winds were responsible for the development of an upper tropospheric vortex on a time-scale of approximately several days to a week or more. They conclude that the katabatic wind circulations must act in unison with propagating cyclones in the evolution of the upper level vortex. Intensification of the upper level vortex pattern tends to suppress further katabatic wind development; cyclonic intrusion is thought to disrupt the circumpolar vortex which then allows the katabatic wind circulation to become reestablished. Thus, a significant scale-interaction is suggested.

A critical component of future numerical studies will be the incorporation of extratropical cyclones and the resulting moisture and heat fluxes into mesoscale models. As shown by Bromwich (1988), a significant moisture flux onto the Antarctic continent is the result of cyclonic activity. Inclusion of such processes within detailed regional models is prerequisite to detailed GCM studies of Antarctic ice sheet variability and climate change.

6. CONCLUSIONS

Implicit to the preceding discussion is that West Antarctic meteorology must be viewed within the context of the atmospheric dynamics of high southern latitudes, and that the broadscale ice sheet configurations in both the eastern and western hemispheres coupled with the general atmospheric circulation results in the atmospheric processes governing snowfall over West Antarctica. Central to the advancement of basic knowledge is the need to eliminate the data void over the South Pacific Ocean and West Antarctica. Strategies to address this problem include deployments of AWS on the ice sheet and on offshore islands, and of free-floating buoys in the ocean areas. Radiosonde programs should be instigated at all manned stations established in the future. Polar orbiting satellite data can help fill the data gap, and vigorous exploitation of the satellite imagery and soundings routinely collected at McMurdo and Palmer stations is needed. These two sites can provide complete high resolution coverage of West Antarctica several times a day.

For the moisture fluxes the first requirement is to establish an adequate observational system so that the temporal and spatial modes can be characterized and related to the large-scale atmospheric circulation, synoptic processes and oceanic boundary conditions (e.g., sea ice and sea-surface temperatures). A deeper quantitative understanding of these interactions is critical because it
will allow accumulation variations, which are difficult to measure everywhere on
the ice sheet, to be inferred from more viable measurements of the factors that
determine the accumulation pattern.

Very little is known about cyclonic processes over West Antarctica. There
is a need to characterize the formation, tracks and dissipation of cyclones in
this area together with the associated variability; both synoptic and mesoscale
cyclones may be important and may interact in significant ways. Of particular
importance is an examination of the frequency of and mechanisms by which cyclones
penetrate deep into the interior of the ice sheet. A 10- to 15-year daily
synoptic data base established from all available observations is required for
such studies, and is becoming feasible.

The connections between the large-scale and synoptic-scale processes must
be understood on time scales ranging from weekly and seasonal through interannual
to decadal. As above, a 10- to 15-year combination of satellite and operational
analyses is needed to describe the variability of the large-scale processes and
the interactions among the component parts.

Interactive evaluations of numerical modeling/theoretical studies and
observational analyses are required to extract the maximum understanding and
realism from all approaches. Understanding the important processes and their
sensitivity to orographic, sea-ice and sea-surface temperature characteristics
as well as the CO₂ content of the atmosphere is vital for the study and
prediction of the West Antarctic ice sheet in particular, and of sea-level
changes in general.
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Table 1: Comparison of annual meridional water vapor transport estimates (kg m\(^{-1}\) s\(^{-1}\)) across 70°S since the International Geophysical Year (1957-1958). Negative values are directed toward the South Pole.

<table>
<thead>
<tr>
<th>ATMOSPHERIC</th>
<th>MULTIANNUAL SURFACE-BASED</th>
</tr>
</thead>
<tbody>
<tr>
<td>+0.73</td>
<td>-5.6 to -7.2 from accumulation data*</td>
</tr>
<tr>
<td>Starr et al. (1969)</td>
<td>Rubin (1962) for 1958</td>
</tr>
<tr>
<td>for 1958</td>
<td></td>
</tr>
<tr>
<td>-3.0 (PO)</td>
<td>-5.4</td>
</tr>
<tr>
<td>Peixoto and Oort (1983) for 1963-1973</td>
<td></td>
</tr>
<tr>
<td>-3.7 (HR)</td>
<td>-5.8 to -6.0</td>
</tr>
<tr>
<td>-5.3</td>
<td>-6.3 ±1.1</td>
</tr>
<tr>
<td>Masuda (1990) for 1979</td>
<td></td>
</tr>
</tbody>
</table>

*Transport across the coast of the Antarctic continent converted to transport across 70°S using ratio of the two values given by Baumgartner and Reichel (1975).
Fig. 1. Antarctic radiosonde stations whose data primarily determined the high latitude atmospheric moisture fluxes obtained by PO and HR: filled circles denote sites contributing to both studies and filled squares to only one. Notice the measurement gap along the West Antarctic coast (to the left); no upper air observations have been collected at Byrd Station (80°S) since the early 1970s. Thin continuous lines are elevation contours in meters, starting at 2000 m. Adapted from Bromwich (1990).

Fig. 2. Main schematic features of the surface circulation; inner hatched area denotes the region of the sub-Antarctic trough within which the mean seasonal axis varied between 1972 and 1977; black area shows the region of the quasi-high pressure over the interior within which monthly mean relative pressure maxima were located between 1972 and 1977; hatched histograms along 60°S represent the relative frequency of monthly mean low pressure centers in the Antarctic trough between 1972 and 1977. Adapted from Streten (1980b).

Fig. 3(a). Distribution of annual mean temperatures at Amundsen-Scott South Pole Station, Antarctica, 1957-1986. (b). Normalized time series of the annual values of the Southern Oscillation Index (SOI: Tahiti minus Darwin sea level pressure) and of the annual mean temperatures from the following year (lag +1) at the Amundsen-Scott South Pole Station. Stippling shows the seven ENSO episodes that have occurred since 1955. Adapted from Savage et al. (1988).

Fig. 4. Low level winds: (a) Model winds at $\sigma = 0.987$, July to September. The wind speed is proportional to the length of the arrows, and the scale is given in the bottom left-hand corner. (b) Time-averaged near-surface wintertime streamlines of cold air drainage over Antarctica (after Parish and Bromwich, 1987). The thin lines are ice sheet elevation contours at intervals of 100 m. Adapted from Mitchell and Senior (1989).
Figure 3.

(a) South Pole Annual Temperature: 1957-86 (°C)

Average: −49.3 °C
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Sea-Level Response to Ice Sheet Evolution: An Ocean Perspective

Stanley S. Jacobs

Lamont-Doherty Geological Observatory of Columbia University
Palisades, NY 10964

Abstract

The ocean's influence upon and response to Antarctic ice sheet changes is considered in relation to sea level rise over recent and future decades. Assuming present-day ice fronts are in approximate equilibrium, a preliminary budget for the ice sheet is estimated from accumulation vs. iceberg calving and the basal melting that occurs beneath floating ice shelves. Iceberg calving is derived from the volume of large bergs identified and tracked by the Navy/NOAA Joint Ice Center and from shipboard observations. Basal melting exceeds 600 km³yr⁻¹ and is concentrated near the ice fronts and ice shelf grounding lines. An apparent negative mass balance for the Antarctic ice sheet may result from an anomalous calving rate during the past decade, but there are large uncertainties associated with all components of the ice budget. The results from general circulation models are noted in the context of projected precipitation increases and ocean temperature changes on and near the continent. An ocean research program that could help refine budget estimates is consistent with goals of the West Antarctic Ice Sheet Initiative.
Introduction

The ocean both forces and responds to ice sheet evolution. It provides the evaporative moisture that nourishes the ice sheet and regulates the sources of that moisture by its waxing and waning fields of sea ice. The ocean alters the position of ice sheet grounding lines and the dimensions of ice shelves by changes in sea level, melting, freezing and mechanical attrition. It exports calved icebergs in the strong coastal currents and polar gyres, and accepts surface runoff and subsurface glacial meltwater in its top and bottom layers. It damps the potential rate of climate change by its large heat capacity, deep vertical mixing in the polar regions, heat transfers associated with melting and freezing, and by its uptake of greenhouse gases. The ocean may also have discrete stable modes of circulation that promote, retard or respond in different ways to ice sheet growth. More than 90% of the earth's ice sheet lies on the Antarctic continent.

From paleoclimate records, it is known that global sea level has risen at an average rate of ~6mm yr\(^{-1}\) over the past 20,000 years, including rapid increases that exceeded 24 mm yr\(^{-1}\) (Fairbanks 1989). A slower rise over the past century has been attributed in part to an ocean volume increase resulting from a parallel rise in air temperature, and to the retreat of temperate glaciers (Gornitz et al. 1982; Meier 1984). The remainder is unaccounted for or ascribed to changes in surface and groundwater reservoirs and to uncertainties in mass balance of the large ice sheets (Meier 1990a). This balance is unknown, but the Antarctic portion is generally considered to be slightly positive or close to a state of equilibrium (Budd and Smith 1985; Bentley 1989), while Greenland's contribution to sea level could be of either sign (Reeh 1985; Zwally 1989; Braithwaite and Olesen 1990). The slow response time of glacial ice complicates the problem of determining ice sheet mass balance over the short term, as does the lack of good-quality data, the low signal to noise ratio, and the inherent difficulty of making field measurements in the polar regions.

The average rate of global sea level rise over the past century has been 1-2 mm yr\(^{-1}\), with higher values (2.3 - 2.4 mm yr\(^{-1}\)) over the past 50 years supported by glacial isostatic adjustments (Peltier and Tushingham 1989; Barnett 1990). Taking 1.5 mm yr\(^{-1}\) as a working number, this addition to the ~360 x 10^6 km^2 ocean surface would equal 540 km^3 yr\(^{-1}\) of water, or ~635 km^3 yr\(^{-1}\) of ice. For comparison, that volume is roughly one quarter of the present-day annual accumulation on the Antarctic ice sheet, or the approximate annual flow of the Mississippi River. Taking the ice-ocean boundary as a reference interface, this background paper will focus upon the attrition side of Antarctica's ice budget, primarily calving and basal mass balance. Freezing and melting beneath ice shelves will be emphasized because these processes are often discounted, are involved in deep ocean ventilation and may be sensitive to short-term climate change. Sub-ice shelf and general circulation models will be discussed in the context of basal fluxes and possible
future ocean changes near Antarctica. Finally, an outline will be given for the oceanographic components of a potential multidisciplinary program to study the relationship of the Antarctic ice sheet to global climate change.

Iceberg Calving

The calving of icebergs from Antarctica is the largest factor in the attrition of the ice sheet, defined here as extending to the ice front perimeter. Calving from floating ice shelves has no immediate impact upon sea level, but reduced back-pressure on the grounded ice should permit faster seaward flow of ice streams across the grounding lines (Hughes 1973). From relatively small changes in the average positions of ice fronts over the past several decades (Markov et al. 1968; Barkov 1985; Zakarov 1988), it can be argued that a rough balance exists between ice sheet accumulation and wastage. However, outflow may not respond rapidly to changes in accumulation, and is likely to be balanced over time by adjustments in calving rate. Similarly, an ice shelf might thicken or thin for some time before major perturbations appeared in its equilibrium calving line. A large part of the attrition may occur by major calving events at periods of several decades, but early ice front positions were often based upon navigational records of low precision, and little of the Antarctic perimeter or its ice velocity has been systematically monitored. Satellite techniques for mapping ice fronts have shown considerable promise (Thomas et al. 1983; Zwally et al. 1987)s and new sensors expected to be in polar orbit late in this decade should allow routine monitoring to begin. Achieving significant results over a short period of time will be difficult, but good spatial and temporal coverage of the ice fronts, ice thickness and ice velocity should aid in the development of ice dynamics and calving models.

Attempts to assess the attrition of Antarctica by iceberg volumetrics from ships of opportunity have not generally been held in the highest regard. The uncertainties of estimating iceberg sizes, ocean area surveyed and typical iceberg lifetimes are compounded by the difficulties of accounting for duplicate sightings, seasonal and areal variability, and wastage between the time of calving and observation. The report "Glaciers, Ice Sheets and Sea-Level" (NRC/DOE 1985) discounted its only relevant contribution on this topic, wherein Orheim (1985) suggested a negative Antarctic ice sheet mass balance based upon a 1977-1984 calving estimate of $2.3 \times 10^{15}$ kg ($\sim 2700$ km$^3$ yr$^{-1}$). That study covered a period when the major ice shelf fronts were known to be advancing (Lange & Kohnen 1985; Jacobs et al. 1986) and thus could not have contributed much to the calculated volume. Although the Amery, Filchner-Ronne and Ross Ice Shelves drain more than half of the grounded ice sheet, much of that is the low-precipitation continental interior, so these drainage systems account for only one third of the outflow (Giovinetto and Bentley 1985). Given the high sensitivity of the derived production rate to rough estimates of iceberg lifetimes, a remarkable feature of the Orheim (1985) result
and earlier estimates in the same range may be their close approximation to ice sheet accumulation values. Nonetheless, it is worth re-examining the iceberg data in the light of more recent observations.

Much useful information about iceberg distributions, sizes and freeboards can be derived from comprehensive surveys. By extrapolation from a smaller count, the annual number of bergs in the Southern Ocean can apparently exceed 300,000, including all bergy bits >10 m (Orheim 1985). That implies one chunk of ice for each 120 km² of the 36 x 10⁶ km² ocean surface south of the Polar Front, consistent with fig. 8 in Weeks and Mellor (1978). Wadhams (1988) calculated one iceberg for each 164 km² of ocean surface for a short observational period in a restricted area of the winter South Atlantic, where survival time was estimated to be <6 months and it was difficult to detect bergs smaller than 115 m in diameter. Annual production rates inferred from iceberg distributions are inversely proportional to their lifetimes, which Orheim (1985) took to be 4 years. Survival times are longer for icebergs near Antarctica, berg dimensions are larger within the pack ice and numbers of bergs decrease away from the coastline (Orheim 1985; Hult and Ostrander 1973; Morgan and Budd 1978). Grounding is common on bottom shoals of the continental shelf, while larger waves, higher temperatures, stronger currents and less sea ice promote more rapid mechanical and thermal disintegration over the deep ocean. These data suggest that volumetric estimates might be refined by distinguishing between iceberg populations in different areas or size categories.

Orheim (1989) indicated that for the previous several years the annual calving rate of small icebergs (main axis <22 km) was approximately constant both in numbers and total mass, and exceeded the annual mean mass of large icebergs (>22 km) calved during the same period. This covered a period (1986-87) of major iceberg calving in the Weddell and Ross Seas, but we know that large calving events also spawn numerous smaller bergs and that different size classes experience different fates (Keys et al. 1990). For more than a decade, large icebergs (>28 km) have been identified and tracked from satellite images by the Navy-NOAA Joint Ice Center (e.g., NPOC 1987-88). The annual volume of newly-calved icebergs has been tabulated from their 1979-1989 data in Fig. 1, with the area of each iceberg conservatively approximated by an ellipse. Exceptions are the 1986 Filchner and 1987 Ross icebergs, where we have adopted the Landsat-derived areas of Ferrigno and Gould (1987) and Keys et al. (1990). Average thickness was taken to be 250 m, close to that estimated for the Ross (B-9) iceberg, which was probably thicker than the Larsen calf and thinner than the Filchner ones. From 1982-88, the average large berg volume was ~1520 km³ yr⁻¹, but for the full 11-year period in Fig. 1 the average was 1279 km³ yr⁻¹. Depending upon their size limits (<1 km or <28 km) we could get from 839 to 1279 km³ yr⁻¹ for small bergs. Approximating a small berg value from the average of this range (1059 km³ yr⁻¹) and adding the 1979-89 large
berg average, then total calving equals 2338 km$^3$ yr$^{-1}$. This is again close to the accumulation value, but we still have to consider basal melting.

**Basal Mass Balance**

Basal melting of the ice shelves is sometimes ignored in mass balance estimates (e.g., Budd and Smith 1985), for a variety of reasons. It is hidden beneath the ice or sea surface, occurs at temperatures below 0°C, is believed to be negligible, contrary to or balanced by observed basal freezing, or it is seaward of the grounding line and can thus have no impact on sea level. It is true that melting or freezing at the base of floating ice does not appreciably alter sea level, but most compilations of precipitation on Antarctica include the ice shelves. The total accumulation of Giovinetto and Bentley (1985) drops from 1962.7 x 10$^{12}$ kg yr$^{-1}$ (~2310 km$^3$ yr$^{-1}$ at an ice density of 0.85) to ~1730 km$^3$ yr$^{-1}$ when ice shelves, ice rises and ice islands are excluded from the accounting. With sufficient satellite data it may be possible at some time in the future to define all grounding lines and monitor the ice flow across them. In the interim it is more practical to include the ice shelves, and more important to investigate their influence upon mass flux off the continent.

Ocean data and models generally point to net basal melting beneath the ice shelves (e.g., Jacobs et al. 1979; Robin et al. 1983; Potter et al. 1988; Hellmer and Olbers 1989). These results might appear contradicted by measured or inferred sea ice accumulations on the ice shelf bases (e.g., Morgan 1972; Neal 1979; Zotikov et al. 1980; Engelhardt and Determann 1987). However, most ice cores and holes have been centrally located on the large ice shelves where most models also show net freezing. Thick sea ice deposits on the large ice shelf bases may be accounted for by an “ice-pump” (Lewis and Perkin 1986), whereby ice is removed from some regions and redeposited in others. This process has important implications for water column properties, basal mass balance and the stability of ice shelf pinning points. In the discussion that follows, basal mass balance will include both melting and freezing.

For several decades, investigators have reasoned from measurements near the major ice shelves that melting in the sub-ice cavities could be on the order of tens of cm yr$^{-1}$ (Wexler 1960; Crary 1961; Thomas and Coslett 1970; Robin 1979). This inference was predicated upon an active circulation beneath the ice shelves, coupled with an oceanic heat source on or north of the continental shelf or a temperature differential afforded by a decrease of the in situ freezing point with pressure (Doake 1976; Jacobs et al. 1979). Numerical models subsequently showed that the energy for vertical mixing under the ice, essential to bring heat into the near-freezing boundary layer, could be derived from the tidal and thermohaline circulations (MacAyeal 1984a; 1985). Gravity and direct current measurements documented the active tidal
circulations, and closely-spaced hydrographic observations revealed the limited dimensions of inflowing and outflowing shelf waters.

Long-term instrument arrays near the Ross Ice Shelf front in the mid-1980's focused upon a subsurface region of relatively 'warm' water, ~1°C above the in situ freezing point in the austral summer, apparently derived from the continental slope region more than 250 km to the north (fig. 6b in Jacobs et al. 1985). It was hypothesized that this water could supply sufficient heat to melt ~40 km³ yr⁻¹ off the ice shelf base for each cm s⁻¹ of net southward flow. Current and temperature records confirmed a persistent southward flow of this water during 1983, averaging ~5 cm s⁻¹. In spite of a seasonal temperature signal, some of the warmest temperatures appeared during the austral winter (Pillsbury and Jacobs 1985). However, a more closely-spaced array during 1984 showed that a major fraction of this ocean heat was recirculated to the open sea a few tens of km to the west of the inflow (Fig. 2). It is not yet known whether similar circulation patterns exist where warm water is drawn toward other ice shelves and glacier tongues, as illustrated by Foldvik et al. (1985) and Jacobs (1989).

The concept of an active circulation and net melting beneath the ice shelves has also been supported by geochemical measurements, from which it is possible to identify the distinctive properties of glacial meltwater, or to calculate the residence time of seawater beneath the ice (Michel et al. 1979; Jacobs et al. 1985; Potter and Paren 1985; Schlosser 1986; Fahrbach et al. 1991; Trumbore et al. 1991). Utilizing a shelf water chlorofluorocarbon (CFC) model, the latter study indicated that the time for High Salinity Shelf Water to evolve into Ice Shelf Water (ISW, with T<T_frs, i.e., temperatures below the surface freezing point) beneath the Ross Ice Shelf could be as little as 3.5 years. Ocean water properties have also been used to establish the presence of glacial meltwater in Antarctic Bottom Water (Weiss et al. 1979; Foldvik and Gammelsrod 1988; Schlosser et al. 1990). This finding has been extended by some investigators, who believe that ISW is primarily responsible for the coldest bottom water currently observed in the Weddell Sea (Foldvik et al. 1985; Jacobs 1986).

Recent models of the sub-ice shelf circulation and ice shelf mass balance have displayed a number of common features. These include high melting near the grounding lines, low melting or sea ice accumulation over wide areas of the ice shelf base, and high melting near the ice fronts. Integrating a Filchner Ice Shelf transect in the thermohaline circulation model of Hellmer and Olbers (1989) from the grounding line to the northern edge of the accumulation zone (Fig. 3) results in an average melting of ~45 cm yr⁻¹. Similar treatment of a Ronne Ice Shelf transect from the Rutford Ice Stream (fig. 10 in Jenkins and Doake 1991) gives ~65 cm yr⁻¹ melting for the region more than 100 km south of the ice front, including a 200 km section where net accumulation prevails. Due to the pressure dependency of in situ freezing temperature, the melting
rate is directly proportional to depth, leading to > 4 m yr\(^{-1}\) melting in the vicinity of the relatively deep Rutford transect grounding line (Jenkins and Doake 1991; Pozdnyev & Kurinen 1987). However, the Ronne Ice Shelf includes a more extensive area of basal freezing east of the Rutford transect (Engelhardt and Determann 1987). For these reasons, 45 cm yr\(^{-1}\) will be used as a working value for the entire Filchner-Ronne Ice Shelf region > 100 km south of the ice front, yielding 181 km\(^3\) yr\(^{-1}\). This rate is lower than an estimate of 211-246 km\(^3\) yr\(^{-1}\) that can be derived from hydrochemical data in Schlosser et al. (1990), assuming 6-7\(^{\circ}\)/00 meltwater in an ISW outflow of 10\(^6\) m\(^3\) s\(^{-1}\) (Foldvik et al. 1985). That higher range may indicate other sources of meltwater, some perhaps in the inflow (Weiss et al. 1979), or that the model-derived estimate is overly conservative.

Glaciological models for the region well south of the Ross Ice Shelf front have shown equilibrium net melting on the order of 12-17 cm yr\(^{-1}\) (Shabtaie and Bentley 1987; Lingle et al. 1990). Oceanographic data and models have suggested similar to higher rates (Jacobs et al. 1979; Scheduikat and Olbers 1990), some of which appear to be at odds with a sea ice core retrieved from the central ice shelf (Zotikov et al. 1980). However, the active ocean circulation beneath an ice shelf means that the products of freezing and melting are dispersed far from their origins. The primary large-scale outflows appear as Ice Shelf Water temperature minima, observed, e.g., in vertical ocean property profiles near the front of the Filchner Ice Shelf. These features are reproduced by the Hellmer and Olbers (1989) model, from which their depth is shown to be dependent upon the thermohaline characteristics of inflowing High Salinity Shelf Water. Perhaps for this reason and the accompanying changes in circulation strength and melt rate, temperature minima within the Ross Sea ISW outflow tend to cluster at discrete depth intervals, as illustrated by the shaded bands in Fig. 4. Interannual variability in the production and volume of High Salinity Shelf Water or multiple circulation cells beneath the ice shelf could also influence the outflow characteristics.

The salinity difference between High Salinity Shelf Water inflow and the ISW outflow can be combined with current measurements to estimate a basal melt rate for the Ross Ice Shelf. Apparent melting exceeds the heat available, judging by the observed temperature change between High Salinity Shelf Water and ISW. This discrepancy may be accounted for by incorporation of outflow from beneath the grounded ice sheet, by ice crystal formation in the near-freezing water column or by tidal mixing near the ice front (Foldvik and Kvinge 1974; MacAyeal 1984a; Dieckmann et al. 1986). An estimate for salinity at the time of inflow can be obtained from a 1982 profile in Fig. 4.1 of Jacobs (1985). Integrating over the region where T<T\(_{frs}\) in Fig. 4 and using the long-term average velocity (1.9 cm s\(^{-1}\)) of 4 current meters sited as shown, the meltwater in this plume is then ~79 km\(^3\) yr\(^{-1}\). Removing an equivalent volume of ice from the area of the ice shelf base >100 km south of the ice front would correspond to a melt rate of ~20 cm yr\(^{-1}\), or ~88 km\(^3\) yr\(^{-1}\). That is roughly one
half the Filchner-Ronne melt rate and may be consistent with less bottom water production in the Ross Sea, which St. Pierre (1989) has attributed to differences between the tidal regimes. It does not include meltwater in the circulation cell responsible for the lower-salinity boundary layer beneath the ice shelf at J-9 (Jacobs et al. 1979).

The George VI Ice Shelf has been accorded a 2.1 m yr\(^{-1}\) melt rate (53 km\(^3\) yr\(^{-1}\)) from a study of glaciological and oceanographic data (Potter and Paren 1985). Net basal freezing of \(-0.6\) m yr\(^{-1}\) along the central flow line of the Amery Ice Shelf has been calculated by Budd et al. (1982). Since oceanographic measurements near the Amery ice front (Smith et al. 1984) also suggest basal melting, that freezing rate has tentatively been applied to only half of the ice shelf area, resulting in \(-12\) km\(^3\) yr\(^{-1}\) (Table 1).

Models and indirect observations suggest high basal melt rates near the ice fronts (references on p. 77 of Jacobs et al. 1985; Fahrbach et al. 1991). These results are consistent with the low temperature and salinity in oceanographic transects perpendicular to the coastlines (e.g., fig. 5 in Jacobs 1989). For the eastern Ross Ice Shelf front, Thomas and MacAyeal (1982) estimated a basal melt rate of 0.7 m yr\(^{-1}\), decreasing to near zero 100 km south of the front. That conservative estimate corresponds to \(-3.5\) km\(^3\) yr\(^{-1}\) for each 100 km of ocean frontage. Excluding the interior Filchner-Ronne, Ross, George VI and Amery Ice Shelves which are covered separately above, most of the remaining 648 x 10\(^3\) km\(^2\) ice shelf area (from Drewry 1983), falls within the 100 km coastal band and nets 227 km\(^3\) yr\(^{-1}\). Laboratory experiments indicate that wall melting exceeds basal melting by a factor of ten (Neshyba and Josberger 1980), which would be \(-350\) cm yr\(^{-1}\) in this case. With a coastline of 31,876 km of which 57% is ice shelves, outlet glaciers and ice streams (Drewry 1983), we obtain another 16 km\(^3\) if the average wall thickness is 250 m.

To the estimates above must be added the small contributions from surface runoff and outflow from beneath the grounded ice sheet. Robin (1987) estimated surface runoff of 36 km\(^3\) yr\(^{-1}\) over that 2% of the ice sheet in the ablation area. Melting beneath the grounded ice sheet from geothermal heat flux and glacier sliding may be two orders of magnitude less than beneath the ice shelves and be applicable to half the grounded area (Zotikov, 1963; Budd & Jenssen 1987; Engelhardt et al. 1990). In this case 21 km\(^3\) yr\(^{-1}\) will be released along the grounding lines. The sum of all in situ melting components is 610 km\(^3\) yr\(^{-1}\) (Table 1), higher than most earlier estimates (e.g., p. 216 in Barkov 1985), but consistent with the Jacobs et al. (1985) appraisal from limited oxygen isotope data.

The model results and data-based mass balances are not well constrained due to uncertainties in the underlying assumptions, scarcity of data, and high spatial and seasonal variability in the coastal ocean. Nonetheless, these conservative estimates of the net basal melting (\(-610\) km\(^3\) yr\(^{-1}\), from Table 1) added to the
Iceberg volume (2338 km$^3$ yr$^{-1}$, from above) indicate that the Antarctic ice sheet was in a negative state of balance for the 1979-89 period. The difference between attrition (2948 km$^3$ yr$^{-1}$) and accumulation (2535 km$^3$ yr$^{-1}$) is equivalent to a sea level rise of ~1 mm yr$^{-1}$. A larger difference could result from several other plausible interpretations of the data. While the uncertainties are no less than the net result, the most probable value lies on the negative side of balance. Aside from illustrating the large basal meltwater component, this analysis suggests that we cannot rely upon Antarctica to be a restraining influence on future sea-level rise (NRC/DOE 1985; Bentley 1989; Meier 1990b).

Present Variability and Future Change

The large-iceberg calving rate (Fig. 1) is characterized by a high spatial and temporal variability. We can expect less interannual variability in the basal melt rate, given a steady-state ocean circulation that is buffered near the coastline by large volumes of seawater formed at the sea surface freezing temperature (MacAyeal 1984b). However, some data show large interannual salinity changes in high salinity shelf water at the same site and time of year (0.1-0.15°C/oo in fig. 4.1 of Jacobs 1985). These observations are not from an atypical location, as transects along the full Ross Ice Shelf front at ~8 yr intervals beginning in 1967-68 show a shift to lower salinities and higher temperatures. This does not necessarily indicate progressively more basal melting or less sea ice formation, but does reveal considerable natural variability in the shelf water mass that is important to ISW and bottom water production. Significant annual changes in the properties of bottom water have been observed in transects of salinity and silicate across the continental margin in the northwest Weddell Sea (fig. 2 in Foster and Middleton 1979), possibly related to fluctuations in the characteristics or formation rate of shelf waters. As yet there is little evidence of major variability in the winter atmospheric forcing on the Antarctic continental shelf, but the annual duration of ice cover is known to differ by several weeks in the Ross Sea (Jacobs and Comiso 1989). At present we have only a qualitative understanding of how sea ice cover, thickness and transport relates to brine drainage on the shelf and to the conversion of shelf waters into ISW and bottom water.

The strength of the ocean circulation beneath ice shelves may be highly sensitive to small changes in the properties of inflowing seawater and to the shape of the sub-ice cavity. Hellmer and Olbers (1989) varied input temperature and salinity by .02°C and .02°C/oo and found significant differences between the rates and zones of basal melting and freezing on the Filchner Ice Shelf base (Fig. 3). That variability is small relative to the interannual shifts and seasonal cycles that have been measured along the Ross Ice Shelf front. One sensitive aspect of the cavity shape is the depth of the grounding line, where melting may be proportional to the freezing point.
depression. This has interesting positive feedback implications if West Antarctic ice sheet stability is linked to grounding line retreat into the deeper interior basins (Hughes 1973). Glaciological models with ocean/ice sheet interactions also suggest that basal mass balance will be sensitive to ocean temperature changes. Most probable bounds, assuming ice shelf thinning of 10% or a basal melting increase of \( \sim 1 \text{ m yr}^{-1} \), would contribute 4-30 cm to sea level rise by the year 2100 (Lingle 1985; Thomas 1987). Lingle et al. (1990) show rapid and sustained thinning of the Ross Ice Shelf when the rate of basal melting is increased linearly over 150 years to 2 m yr\(^{-1}\). That is no more than the present-day melt rate of the George VI Ice Shelf (Potter and Paren 1985) where nearly undiluted 'warm' CDW floods the continental shelf. At most other locations CDW access to the ice shelf bases appears to be limited by the presence of higher density shelf water produced by sea ice freezing or lower density shelf water formed by ice melting into westward-flowing coastal waters (Jacobs et al. 1985; Fahrbach et al. 1991). It may also be limited to some extent by the well-developed oceanic frontal zone over the upper continental slope (Jacobs 1989).

Could climate changes cause a shift between a low-melting mode (tens of cm yr\(^{-1}\)) associated with High Salinity Shelf Water drainage into the sub-ice cavities, and a high-melting mode (m yr\(^{-1}\)) associated with deep water (CDW) intrusions onto the shelf? Warming scenarios linking decreased sea ice formation with less dense shelf water would permit more CDW onto the continental shelf (Parkinson and Bindschadler 1984; Lingle 1985). If precipitation also increased, CDW temperatures could warm by \( \sim 0.5^\circ \text{C} \) (Gordon 1983). This would result from a greater density contrast between a warmer or fresher surface layer and the deep waters, perhaps abetted by lower wind speeds lessening the divergence and replacement of the ice and mixed layer. The shift would be toward a more stable Arctic-type pycnocline, through which the vertical heat flux is an order of magnitude less than in the Southern Ocean. Gordon (1982) has used Weddell Sea data to demonstrate the short-term destruction of a marginally stable pycnocline, with widespread impacts on the sea ice cover and deep water properties. CDW temperature increases could be accompanied by greater heat transport across the oceanic slope front and onto the continental shelf. At present there is a direct proportionality between the temperatures of deep water and 'warm' shelf intrusions in the Ross and Weddell Seas, but not at some other shelf locations.

A precipitation change of 3-4 cm yr\(^{-1}\), \( \sim 25\% \) above current levels, has been predicted from general circulation models (GCM's) and from accumulation changes on Antarctica since the last glacial maximum (Manabe et al. 1990; Robin 1987). The former derives from model results that show enhanced greenhouse-driven atmospheric warming in the polar regions, particularly during the winter season. Ocean areas near Antarctica have been cited as one of the regions where unambiguous warming would appear earliest (Hansen et al. 1988). The estimated amplitude of surface warming has varied with location.
around the continent and the interannual variability may be high. In one model a subsurface maximum in ocean warming appeared only near the continental shelf break in the potentially sensitive Amundsen Sea region (Schlesinger 1985). More recent NOAA/GFDL model results have shown an asymmetric response to climate warming, with less of an air temperature increase in the Southern Hemisphere (Bryan et al. 1988; Stouffer et al. 1989; Manabe et al. 1990). This is attributed to the large thermal inertia and greater convective overturning in this ocean-dominated hemisphere, and to the presence of the Antarctic Circumpolar Current. Increased precipitation in high latitudes results in a stronger pycnocline, reduced mixing between the surface layer and CDW, and a decrease in sea surface temperature during the latter part of a 60-year simulation. Surface cooling centered in the Amundsen Sea and higher deep water temperatures are also consistent with the discussion above, but a narrow zonal band of >0.5°C warmer water to depths >2000 m near the Antarctic continent (fig. 2 in Stouffer et al. 1989) may be anomalous. Unless the ocean circulation were to change significantly, that water would be regionally removed northward as bottom water or upwelled into the surface layers and onto the continental shelf. In the latter case, the warmer subsurface shelf waters might increase basal melting (MacAyeal 1984b), a possible counterbalance to more precipitation on the continent.

What next?

The apparent negative mass balance derived above for the Antarctic ice sheet is consistent with the observed direction of sea level change, and does not exceed recent estimates of 2.3 - 2.4 mm yr⁻¹ when other contributions are added. It is contrary to recent estimates of Antarctica's negative contribution to sea level rise. The result must be considered preliminary and may be due to short-term variability of iceberg calving and the ocean circulation, the general scarcity of field data, overly primitive models, or the underestimation of present-day accumulation on the ice sheet. The uncertainties associated with these factors could be reduced and some valuable baselines established by a well-focused program of ocean and ice sheet measurements and modeling (Bindschadler et al. 1990). The oceanographic goals of that program should include:

1. Direct measurements of Ice Shelf Water generation and outflow, its spatial and temporal variability, and its fate in the deep ocean. Observations must profile the full water column over several annual cycles and include a mix of geochemical tracers that can yield residence times over relevant time and space scales.

2. Direct sampling and measurement of seawater beneath a major ice shelf by means of holes sited along transects from the ice shelf front to and beyond typical grounding lines. Multiple ice holes and ice cores are essential to resolve regional variability of melting and freezing, particularly near grounding lines, basal crevasses, ice rises and ice fronts. Simultaneous time-
series measurements are needed of the ice shelf thickness, velocity, accumulation, and basal mass balance.

3. Icebreaker penetration and detailed oceanographic sampling of the anomalous and largely unknown Amundsen-Bellingshausen continental shelf region.

4. Modeling of the continental shelf and sub-ice shelf ocean circulations. Models must be sensitized to the measured ranges of temperature, salinity, currents and chemical tracers, and should focus upon regions near the grounding lines, ice fronts and shelf break that may be more highly sensitive to climate change.

5. Establishment of a baseline ice sheet perimeter and elevation, by GPS-controlled shipboard navigation and radar if necessary, against which future satellite mapping may be compared. We assume that polar orbiting satellites will carry altimeters capable of measuring ice extent and thickness within the next decade, but there will be a need for ground-truthing and the siting of weather stations and transmitters for ice velocity measurements.

A schematic figure for portions of such a program (Fig. 6) focuses upon the Ross Sea and Ice Shelf because of its more extensive data base and logistic accessibility. With the AWS/AVHRR/SAR weather/satellite facilities existing or planned for McMurdo, the Ross Sea polynyas can be closely monitored for response to atmospheric forcing. Sediment cores could be obtained at each site, with ice cores and precipitation variability measurements along and across flowlines. Automatic Weather Station or Argos transmitters would provide atmospheric and velocity data between site visits. The proposed ISW transect would cross the Ross Ice Shelf front near its northwest corner, now farther north than at any time in the past 150 years (Jacobs et al. 1986). It could thus provide the opportunity to study the dynamics of an old ice front, and/or a new one, during the term of the project.
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<table>
<thead>
<tr>
<th>Feature</th>
<th>Area (km$^2$)</th>
<th>Rate (cm yr$^{-1}$)</th>
<th>Volume (km$^3$ yr$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Filchner-Ronne I. S.</td>
<td>403,000</td>
<td>45</td>
<td>181</td>
</tr>
<tr>
<td>Ross Ice Shelf</td>
<td>446,000</td>
<td>19</td>
<td>85</td>
</tr>
<tr>
<td>George VI Ice Shelf</td>
<td>25,000</td>
<td>210</td>
<td>53</td>
</tr>
<tr>
<td>Amery Ice Shelf</td>
<td>19,000</td>
<td>-60</td>
<td>-11</td>
</tr>
<tr>
<td>seaward 100km, all ice shelves</td>
<td>650,000</td>
<td>35</td>
<td>227</td>
</tr>
<tr>
<td>ice shelf fronts</td>
<td>4,500</td>
<td>350</td>
<td>16</td>
</tr>
<tr>
<td>runoff</td>
<td>280,000</td>
<td>13</td>
<td>36</td>
</tr>
<tr>
<td>grounded ice sheet</td>
<td>12,000,000</td>
<td>0.35</td>
<td>42</td>
</tr>
</tbody>
</table>

Total: 629

Table 1. A preliminary estimate of melting around and beneath the Antarctic ice sheet. The seaward 100 km includes the outer 100 km of the Filchner-Ronne, Ross and Amery Ice Shelves. See text for melt rate rationale and literature sources.

Figure Captions

Fig. 1. Annual volume of large icebergs (>28 km) calved from the Antarctic ice sheet, 1979-1989. From NOAA and DMSP satellite data interpreted by the Navy-NOAA Joint Ice Center (e.g., NPOC, 1987-1988). Most iceberg volumes were calculated by assuming an elliptical area and a thickness of 250 m. The other bars show the 1979-1989 large berg average (≈1295 km$^3$ yr$^{-1}$), and the ice equivalent of 1.5 mm yr$^{-1}$ global sea level change. Accumulation on the ice sheet [1962.7 x 10$^{12}$ kg, from Giovinetto and Bentley (1985) plus 226 km$^3$ yr$^{-1}$ for the Antarctic Peninsula from Doake, 1985] is indicated by a dashed line at 2535 km$^3$ yr$^{-1}$.

Fig. 2. Annual mean current velocity (top panel) and ocean heat transport (bottom panel), derived from sixteen Aanderaa current meters on nine instrument arrays (A-H) bottom-moored along the Ross Ice Shelf front from February 1984 through January, 1985. Negative contours are shaded and indicate flow into the sub-ice shelf cavity. Data from Pillsbury et al. (1989) and Visser and Jacobs (1987).
Fig. 3. Distribution of melting and accumulation rates at the Filchner Ice Shelf base, from a 2-D thermohaline ocean circulation model by Hellmer and Olbers (1989). The standard simulation, for high salinity shelf water at -1.92°C and 34.720/00, is shown by the heavy line. Dashed lines illustrate the altered basal mass fluxes when the shelf water is colder and saltier (circles) or warmer and fresher (triangles), in each case by .02°C and .020/00. The lettered bars refer to estimates by previous investigators, some for other ice shelves. A steady-state model of the basal mass flux from glaciological measurements along a 760 km Ronne Ice Shelf flowline shows a similar distribution of melting and freezing areas (fig. 10 in Jenkins and Doake, 1990).

Fig. 4 Ice Shelf Water (ISW) outflow from beneath the Ross Ice Shelf overrides the High Salinity Shelf Water (HSSW) formed by surface freezing in the open Ross Sea. The ISW envelope (heavy dashed line) is defined here by the portions of February 1984 vertical profiles along the ice shelf front where the temperature was below the sea surface freezing point. Data from Jacobs et al. (1989). Small circles denote local temperature minima during several austral summers, with the solid circles (1984 data) joined by light lines. Large squares indicate the locations of long-term (7-12 month) current measurements, from Pillsbury et al. (1989).

Fig. 5 A simplified representation of sea level change over the past century, and various projections for the next century. In the original sources, most records and predictions are not linear and may have been given as a single value. The 35 cm rise by 2050 of Meier 1990(b) incorporates current and future Antarctic ice sheet growth equivalent to a sea level fall of 0.75 and 5.0 mm yr⁻¹, respectively. The short dashed lines approximate present-day sea level rise (1.5 mm yr⁻¹ or 635 km³ yr⁻¹ ice equivalent from Fig. 1), and the largest meltwater pulse from the latest deglaciation, spread over a period of 10³ yr (24 mm yr⁻¹, derived from Fairbanks, 1989).

Fig. 6 Schematic depiction of a possible SeaRISE transect through the Ross Ice Shelf and across the continental shelf and slope. The vertical lines are drawn to indicate that ocean station profiles and access holes through the ice shelf above the ISW plume should be concentrated near the grounding lines, ice rises, ice front and the continental shelf break. Full sampling for transient tracer and stable isotope geochemistry is essential both across and along the ice front. Beneath the ocean surface, time series recordings of currents, temperatures, and sea ice thickness could be recovered by ship; thermistor chains and other devices in and below the shelf ice could transmit data by satellite. It would be desirable for the ice shelf transect to branch onto both the West and East Antarctic ice sheets, where different water depths and circulation patterns are likely near the grounding lines.
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Radar Sounding

Radar sounding serves multiple purposes. The most general and obvious is mapping ice thickness and the surface and bedrock topography of the ice sheet. Determining the surface and basal elevations of the ice sheet requires determining the height of the sounding aircraft, although measuring ice thickness does not. In addition to this basic mapping, there are many problem-oriented uses of radar sounding. Specific applications to the problems of the grounded and floating parts of the West Antarctic ice sheet are as follows.

1) Examination of the variations in bottom echo strength as a means of distinguishing between wet and frozen beds and perhaps locating ponded water beneath the inland ice.

2) Mapping ice rises, ice ripples, and ice rafts on the ice shelves. Ice rises and ice rafts are characterized by a lack of "clutter", that is, scattering on the radar return from crevasses buried beneath the surface. Ice ripples do have clutter, as do the ice streams and portions of the ice shelf that have arisen from the ice streams.

3) Mapping the boundaries of ice streams, and zones in the inland ice that are incipient ice streams, by the location of clutter zones. The work to date has shown very complex patterns of cluttered and clutter-free ice around the heads of the West Antarctic ice streams.

4) Mapping of "debris tracks", and identification of their sources. "Debris
tracks" are internal reflectors arising from either rock debris or bottom crevasses that can be associated with a particular geographical location as a source, and then traced downstream. The divergence between debris tracks and the present day flow lines acts as a record of changing flow patterns.

5) Measurements, with short pulse radar systems on the ground, of the depth to buried crevasses as a means of determining how long it has been since those crevasses were open at the surface. In the case of ice stream C, such measurements have provided an estimate of how long ago it was that ice stream C ceased to be active.

6) Profiling of internal layers for analysis in terms of changing configuration of the ice sheet, as was done for the vicinity of Byrd Station.

7) Local radar mapping in association with strain and gravity measurements. In the case of strain measurements, thickness variations need to be known to provide adequate interpretation of the strain rates. In the case of gravity measurements, radar surveys are needed to provide the subglacial topographic corrections necessary for the determination of regional characteristics.

8) Measurement of anisotropy in the ice through its effect on radio wave polarizations. Particular attention in this regard should be paid to the depolarization of internal reflections that can yield clues to variation of crystal fabric with depth.

9) Mapping the radar diffraction pattern on a survey grid to be compared with later remapping to see how the diffraction pattern has changed.
relative to the surface. Comparison with satellite-determined velocities should reveal whether the diffraction pattern is fixed relative to a stationary bedrock, relative to the base of the ice, or relative to reflection horizons deep within the ice above the bedrock. This is a point of great interest in determining the contributions of bed deformation and strain within the ice and to the total ice movement.

10) Determination of the small-scale statistical roughness of the basal reflecting surfaces can provide useful information about basal sliding. A digital radar recording system makes it possible to determine such statistical characteristics. We hope that when detailed comparisons are made between the characteristics of zones where there is a basal deforming till and zones where there is not, it may become possible to determine the presence of a deforming layer by means of analyses of airborne radar along.

Seismic Shooting

The purpose of seismic shooting, in addition to water depth measurements on floating ice, is to provide information about the internal physical characteristics of the ice sheet, the rock beneath it, and the interface between the two. The point of greatest interest in the current measurements is the extent and nature of a deforming layer immediately below the ice, observed by seismic measurements to be a zone of high porosity and high hydrologic pore pressure. Seismic anisotropy is also of interest because of the relatively large effect of crystal orientation on seismic wave speeds, and because of the importance of crystal orientation in ice flow.
High-resolution seismic reflection profiles utilize both compressional and shear waves to yield the details of the subglacial material and the ice-rock interface. If a subglacial layer is sufficiently thick (more than 5 m), seismic travel times can be used to calculate both its porosity and pore-water pressure. Additionally, studies of the amplitudes of compressional waves that are converted to shear waves upon reflection at the base of the ice may prove useful for detecting a millimeters-thick basal water layer. The comparison of seismic reflection times with radar reflection times at a large number of stations should give a clue to anisotropy in the ice, since seismic velocities are markedly affected by anisotropy whereas electromagnetic wave velocities are not. But the principal way of determining anisotropy is through wide-angle reflection sounding, by means of which the wave velocity can be determined at different angles of incidence and along different azimuths.

Short refraction shooting yields detailed determinations of the wave velocities as a function of depth in the firn layers. Experience has shown that the correlation between wave velocity and density is excellent. The "critical depth of densification" and the depth of the firn-ice boundary can be found by analysis of the wave-velocity gradient as a function of depth. In addition, long-term mean accumulation rates can be estimated from the seismic data, particularly where horizontal strain rates have been determined.

Seismic long-refraction and deeply penetrating reflection shooting, while aimed primarily at the geological objective of determining the upper crustal structure beneath the ice, serve a glaciological purpose as well in yielding information about the stratigraphy, age, and thickness of subglacial sediment, hence about the glacial history of the region. Subglacial layers that are
probably composed of Cenozoic marine sediments and whose aggregate thickness may be a kilometer or more are found extensively in West Antarctica.

**Passive Seismic Studies**

Passive seismic monitoring of microearthquakes can be used to study brittle fracture within the ice or the rock beneath it. Common parameters available from these studies are fault location, orientation, and displacement, as well as the size of the rupture area, stress drop, and energy released. The parameters derived from microearthquakes originating in the chaotic zones that bound the active ice streams should increase our understanding of the stress regime in these regions as well as the contribution of brittle fracture to the observed strain rates. Similarly, parameterization of seismic events arising from the base of the active ice streams may give insight into the erosional processes that are critical to the mass balance of any deforming sediments. In one relatively inactive region at least (ice stream C) faulting may contribute substantially to ice motion.

**Electrical Resistivity**

There is a large contrast in electrical resistivity between ice or permafrost on the one hand and liquid water or wet rock on the other. Thus, electrical resistivity profiles have the potential capability of revealing the depth to the melting point, whether that melting point is found at the base of the ice or in the subglacial rock.

Extensive studies on the Ross Ice Shelf have suggested that a deep layer with electrical resistivity much higher than in the overlying ice exists at or
near the bottom of ice streams and outlet glaciers. If this is so, it is possible that it arises from annealing of the ice due to its strain history. Other increases in electrical resistivity with depth may be associated with the Wisconsin-Holocene Boundary. If the latter association can be confirmed, it will then be possible to estimate the depth to that boundary from resistivity measurements.

Gravity

Gravity anomalies, particularly combined with seismic measurements, are an effective tool for determining deeper crustal structure. Anomalies averaged over extensive areas are useful also for their potential to reveal isostatic imbalance, which is a measure of average glacial change over the last several thousand years. Older studies of this kind in West Antarctica suffered from the large errors in free-air gravity anomalies that stem from poorly known elevations of the surface stations. Satellite determinations of elevation reduce those errors by at least an order of magnitude. In fact, modern navigational techniques will soon make it possible to conduct gravity surveys by small aircraft in West Antarctica.
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Lateral drift sheets of outlet glaciers that pass through the Transantarctic Mountains constrain past changes of the huge Ross ice drainage system of the Antarctic Ice Sheet. Drift stratigraphy suggests correlation of Reedy III (Reedy Glacier), Beardmore (Beardmore Glacier), Britannia (Hatherton/Darwin Glaciers), Ross Sea (McMurdo Sound), and "younger" (Terra Nova Bay) drifts; radiocarbon dates place the outer limits of Ross Sea drift in late Wisconsin time at 24,000–13,000 yr B.P. Outlet-glacier profiles from these drifts constrain late Wisconsin ice-sheet surface elevations. Within these constraints, we give two extreme late Wisconsin reconstructions of the Ross ice drainage system. Both show little elevation change of the polar plateau coincident with extensive ice-shelf grounding along the inner Ross Embayment. However, in the central Ross Embayment one reconstruction shows floating shelf ice, whereas the other shows a grounded ice sheet. Massive late Wisconsin/Holocene recession of grounded ice from the western Ross Embayment, which was underway at 13,040 yr B.P. and completed by 6600–6020 yr B.P., was accompanied by little change in plateau ice levels inland of the Transantarctic Mountains. Sea level and basal melting probably controlled the extent of grounded ice in the Ross Embayment. The interplay between the precipitation (low late Wisconsin and high Holocene values) and the influence of grounding on outlet glaciers (late Wisconsin thickening and late Wisconsin/Holocene thinning, with effects dying out inland) probably controlled minor elevation changes of the polar plateau.

INTRODUCTION

The Antarctic Ice Sheet is one of the most prominent physical features on our planet. A knowledge of its past behavior can help solve the cause of late Quaternary ice ages. For example, Antarctic ice-sheet reconstructions form part of global snapshots of the last glacial maximum that are a basis for atmospheric modeling experiments. In the pinpointing of physical mechanisms of paleoclimate changes, the influence of the Antarctic Ice Sheet (including potential fringing shelf ice) on ice-age climates can be determined by prescribing reconstructed ice-sheet geometry as the sole variable input into global climate modeling experiments that compare ice-age and modern climates. This reconstructed geometry can also give the contribution of Antarctic ice to sea-level and marine oxygen isotope records. A knowledge of Antarctic ice-volume changes constrains interpretations of marine oxygen isotope records and, hence, Northern Hemisphere ice-sheet history. Finally, the paleoclimate record from this far-southern region is an important part of the global data bank used to test ice-age
theories, particularly with respect to the relative timing of climate changes between polar hemispheres.

To address these issues, we describe here late Quaternary paleoclimate, ice-volume change, and dynamics of the Ross ice drainage system using data from a powerful combination of drift sheets and ice cores. The Ross ice drainage system encompasses about one-fourth of the surface area of the Antarctic Ice Sheet (Fig. 1). Inland ice divides encircling this drainage system are 5700 km long and display numerous domes and saddles. Ice from the high East Antarctic plateau flows seaward in outlet glaciers that pass through the Transantarctic Mountains into the Ross Ice Shelf or Ross Sea. Ice from the marine-based West Antarctic ice sheet flows through major ice streams into the Ross Ice Shelf. Three deep ice cores with dated paleoclimatic records come from within the Ross ice drainage system (Jouzel et al., 1989). Drift sheets occur alongside Transantarctic Mountain outlet glaciers deep within the Ross Embayment.

We start by selecting Transantarctic Mountains outlet glaciers that lie along ice flowlines leading inland to major domes and ice-core sites. From lateral drift sheets we then reconstruct former longitudinal ice-surface profiles of these outlet glaciers. For age control of these profiles, we develop a numerical chronology for several drift sheets in the Taylor Valley/McMurdo Sound and Hatherton/Darwin Glacier areas.
This numerical chronology is then supplemented by a relative chronology that employs surface boulder weathering and soil development to correlate drift sheets and, hence, ice profiles among the selected outlet glaciers. The late Wisconsin longitudinal profiles of these selected Transantarctic outlet glaciers constrain elevation changes of the inland ice plateau through the last glacial cycle. Hence, they bear directly on Antarctic ice-volume changes as well as on the interpretation of paleotemperatures from interior ice cores.

The outlet glacier profiles also bear on the configuration of grounded and floating ice in the marine portion of the Ross ice drainage system. This problem has been of interest for nearly 150 yr. In 1841 and 1842, Ross (1847) mapped the edge of the Ross Ice Shelf, or the "Great Icy Barrier." Scott (1905, Vol. 2, pp. 422-425) postulated that when the Southern glaciation was at a maximum . . . the Great Barrier was a very different formation from what it is today . . . the huge glacier, no longer able to float on a sea of 400 fathoms, spread out over the Ross Sea, completely filling it with an immense sheet of ice." Scott (1905, Vol. 2, p. 425) further postulated that, during recession, the ice sheet became buoyant and broke away gradually so that the . . . Barrier is the remains of the great ice-sheet." David and Priestley (1914, Fig. 46, Pl. XCV) also postulated northward expansion so that at the time of maximum glaciation the surface of the grounded Ross Ice Barrier (Ross Ice Shelf) reached heights of 1000 ft (305 m) in McMurdo Sound and filled the Ross Sea with a grounded "great ice sheet" for at least 320 km north of the current Barrier (Shelf) edge. In sharp contrast, Debenham (1921, Fig. 11) interpreted glacial deposits in the McMurdo Sound area in terms of local glaciation. In recent years this difference of opinion concerning extensive (Denton and Armstrong, 1968; Denton et al., 1970, 1971, 1975; Denton and Borns, 1974; Mercer, 1968, 1972; Kellogg et al., 1979) as opposed to restricted (Péwé, 1960; Fillon, 1975) grounded ice in the Ross Sea has resulted in differing reconstructions of late Wisconsin ice extent in the Ross Embayment. The CLIMAP maximum reconstruction is based largely on geological data and shows widespread grounded ice in the Ross Embayment (Stuiver et al., 1981, pp. 376-380). The CLIMAP minimum reconstruction (Stuiver et al., 1981, p. 375) shows no change in the Ross Embayment and is based on glaciological data that imply little change in the West Antarctic Ice Sheet during the last glacial cycle (Whillans, 1976). In an attempt to reconcile the geologic and glaciologic data, Drewry (1979) reconstructed a restricted complex of local domes and a large floating ice shelf that extends deep into the Ross Embayment to the Transantarctic Mountains at the mouth of major East Antarctic outlet glaciers. Our new ice-surface profiles from the Transantarctic Mountains show deficiencies in all these existing reconstructions. As a result we give here new reconstructions of the minimum and maximum extent of grounded ice in the Ross Embayment permitted by our glacial geologic data in the adjacent Transantarctic Mountains.

LATE WISCONSIN SUBSTAGE

Ice-Surface Profiles

Figures 2, 3, and 4 show former longitudinal profiles of late Quaternary age for selected outlet glaciers of the East Antarctic Ice Sheet that flow through the Transantarctic Mountains to the Ross Ice Shelf. These selected outlet glaciers are among the few in the Transantarctic Mountains that have late Quaternary lateral drift sheets. Reedy Glacier lies along a flowline that leads from the Ross Ice Shelf inland through Ice Stream A to the interior Hercules Dome (Fig. 1). Beardmore Glacier is on a flowline that projects inland to the Titan Dome. The Hatherton Glacier is tributary to the Darwin Glacier, which drains ice from Dome Circe.

Former longitudinal profiles were derived from the outer limits of drift sheets correlated among ice-free areas adjacent to
Fig. 2. Present and former longitudinal profiles of Reedy Glacier. Position of profile is shown as R–R' in Figure 12a. Profiles are from data in Mercer (1968).
these outlet glaciers. Details for the Beardmore and Hatherton/Darwin Glacier areas are reported by Denton et al. (1989) and Bockheim et al. (1989). Drift sheets in these two areas were differentiated by surface morphology, surface boulder weathering, and soil development (staining and cohesion depths, solum thickness, morphogenetic salt stage, and weathering stage). We reconstructed former profiles of Reedy Glacier from data in Mercer (1968). We are confident that these former profiles of Reedy Glacier are directly comparable to our profiles of Beardmore and Hatherton Glaciers, because our mapping of drift units at Beardmore Glacier (Denton et al., 1989) afforded results very similar to those obtained in the same field area earlier by Mercer (1972).

Critical to our discussion are the Reedy II and III profiles of Reedy Glacier (Fig. 2) (Mercer, 1968); the Beardmore and Meyer profiles of Beardmore Glacier (Fig. 3) (Denton et al., 1989); and the Britannia I, Britannia II, and Danum profiles of Hatherton Glacier (Fig. 4) (Bockheim et al., 1989). All of these profiles show only slight thickening at glacier heads near the polar plateau of the East Antarctic Ice Sheet, contemporaneous with substantial thickening at glacier mouths near the Ross Ice Shelf. Our leading interpretation of these ice profiles (Denton et al., 1989; Bockheim et al., 1989) is that they reflect ice-shelf grounding in the southwestern and southern Ross Embayment. An alternative explanation of increased ice flow from higher precipitation on the polar plateau is less plausible. The maximum potential elevation increase along flowlines on the polar plateau (Fig. 1) would be 30 m inland of Reedy Glacier during the Reedy III episode, 35–40 m inland of Beardmore Glacier during the Beardmore episode, and 100 m inland of Hatherton and Darwin Glaciers during the Britannia II episode. From drift geometry, we argued that the Dominion Range ice cap near the polar plateau was retracted when Beardmore Glacier stood at its expanded Beardmore profile (Denton et al., 1989). A strong inference is that precipitation was lower at that time on the Dominion Range ice cap and the adjacent polar plateau. If this inference is correct, the actual elevation change along the polar plateau flowline inland of Beardmore Glacier would depend on the inter-

![Fig. 3. Present and former longitudinal profiles of Beardmore Glacier. Position of profiles shown as B-B'''' in Figure 12a. See Denton et al. (1989) for details.](image)
Fig. 4. Present and former longitudinal profiles of Hatherton Glacier. Position of profiles is shown as $H-H^\prime$ in Figure 12a. See Bockheim et al. (1989) for details.
play between the grounding effect and the lowered precipitation. Decreased precipitation could result from lower air temperatures and/or more-distant open water.

The McMurdo Sound/Dry Valleys area is unique in the Transantarctic Mountains for its extensive ice-free terrain. Only here do East Antarctic outlet glaciers fail to reach the Ross Embayment either today or during late Quaternary glaciations. Rather, East Antarctic ice is blocked by the Royal Society Range or, in the case of Taylor Glacier, terminates in an ice-free valley. In the absence of East Antarctic outlet glaciers, late Quaternary ice sheets grounded in the Ross Sea infilled McMurdo Sound and spilled onto peripheral ice-free areas in the Transantarctic Mountains (Fig. 5). Westward-flowing ice lobes from these grounded ice sheets plugged the eastern ends of valleys that open onto the west coast of McMurdo Sound, including Taylor, Marshall, and Miers Valleys. Taylor Valley is particularly important, because it alone among these ice-free valleys contains an East Antarctic outlet glacier. Taylor Glacier, which terminates in the western end of the valley, originates in the peripheral McMurdo Dome on the East Antarctic plateau (Fig. 8). In turn, the small McMurdo Dome, which is controlled by subglacial bedrock, lies at the eastern end of an ice divide and flowline that extend inland to Dome Circe. Hence, the Taylor Valley geological record reveals the relative phasing of the McMurdo Dome and grounded ice sheets in the Ross Sea.

We now discuss three important drift sheets in the McMurdo Sound/Taylor Valley area. Two were deposited by ice sheets grounded in McMurdo Sound and one was deposited by an expanded Taylor Glacier. Ross Sea drift, the most prominent, represents the youngest infilling of McMurdo Sound by grounded ice and is described in detail by Stuiver et al. (1981, pp. 322–355). Figure 5 shows a reconstruction of the grounded Ross Sea ice sheet in McMurdo Sound. The ice-sheet limit in Figure 5

![Figure 5: Surface contours and flowlines of the grounded ice sheet that deposited Ross Sea drift in McMurdo Sound during late Wisconsin (stage 2) time. Adapted from Stuiver et al. (1981, Figs. 7–16).](image_url)
comes from the geologic map depicted in Figure 7-3 of Stuiver et al. (1981). The surface contours are based on measured elevations of the drift limit, typical examples of which are shown in Figures 6 and 7. The former ice flowlines are perpendicular to the ice-surface contours and are consistent with the trend of debris bands and the distribution of distinctive erratics. Marshall drift, the second of these three drifts, is best exposed in Marshall Valley (Fig. 5) (Judd, 1986; Dagel et al., 1989). The outer limit of Marshall drift is distal to and parallel with the Ross Sea drift limit along the coastal foothills and valleys of the Royal Society Range on the west coast of McMurdo Sound. From this configuration, as well as from the distribution of distinctive erratics, Dagel et al. (1989) inferred that Marshall drift represents the penultimate infilling of McMurdo Sound by a grounded ice sheet. The third important drift sheet in our discussion is Bonney drift, which occurs on the floor of Taylor Valley and in ice-free areas alongside Taylor Glacier. Bonney drift represents the penultimate advance of Taylor Glacier. It has correlatives alongside most alpine glaciers in Taylor Valley and elsewhere in the McMurdo Sound/Dry Valleys area. Figure 8 shows longitudinal profiles of the former Bonney and Ross Sea ice lobes in Taylor Valley based on the outer limits of the respective drift sheets.

From the reconstruction in Figure 5, we
infer that the Ross Sea and Marshall drifts represent regional ice-sheet grounding, with ice flow from the eastern Ross Sea infilling McMurdo Sound in the absence of through-flowing East Antarctic outlet glaciers. In contrast, we attribute the Bonney advance to local climatic change rather than to ice-sheet grounding in the Ross Sea and McMurdo Sound. We do so for several reasons. First, the Bonney profile indicates that Bonney ice was not contiguous or contemporaneous with a grounded Ross Sea ice sheet in McMurdo Sound (Fig. 8). Hence, Bonney ice does not exhibit the enormous thickening near the Ross Sea shown by the outlet glaciers that drained directly into grounded ice in the Ross Embayment. Second, the Bonney advance was part of a regional expansion that simultaneously involved numerous local alpine glaciers as well as Taylor Glacier. This is distinctly different from the situation that occurred during the last grounding episode when local glaciers receded in the McMurdo Sound/Taylor Valley area (Stuiver et al., 1981). Not only did Bonney drift antedate Ross Sea drift in central Taylor Valley, as shown by overlapping drifts (and hence longitudinal ice profiles) in central Taylor Valley (Fig. 8), but it directly abuts Ross Sea drift without the intervention of another drift sheet. This geometry almost certainly means that Bonney drift is intermediate in age between Ross Sea and Marshall drifts, which are contiguous on headlands along the west coast of McMurdo Sound. Such an age relationship implies that the Bonney advance was out-of-phase with the last two grounding episodes in McMurdo Sound and the adjacent Ross Sea. Numerical chronologies discussed below confirm these relative ages.

Figure 7-22 in Stuiver et al. (1981) shows two late Quaternary drift sheets at Terra Nova Bay in the northwestern Ross Embayment. Both drifts reflect thickening of at least the lower portions of local outlet glaciers, accompanied by ice-sheet grounding in Terra Nova Bay. Along the outer coast of Terra Nova Bay the upper surface of this grounded ice sheet reached 360 m during the younger grounding episode and 670–680 m during the older episode.

Chronology

Numerical chronology. To reconstruct the past behavior of the Ross ice drainage system, we correlate former ice profiles along the length of the Transantarctic Mountains by using our drift stratigraphy.
First, we develop a numerical chronology of Ross Sea, Marshall, and Bonney drifts in the McMurdo Sound/Taylor Valley area and give minimum ages for Britannia drifts in the Hatherton/Darwin Glacier area. We then apply this numerical chronology to a relative chronology based on drift sequence, surface morphology, and soil development. This relative chronology is the basis for correlation of drift sheets (and hence former longitudinal profiles) among outlet glaciers along the length of the Transantarctic Mountains. These former ice surface profiles allow reconstruction of the Ross ice drainage system at the height of late Wisconsin (Stage 2) glaciation.

An important part of our 14C chronology comes from a unique lacustrine facies of Ross Sea drift. On the west coast of McMurdo Sound, the Ross Sea drift limit is sharp and commonly marked by a moraine ridge on headlands between ice-free valleys. In contrast, Ross Sea drift in valley floors has an irregular outer limit marked in places by near-horizontal terraces. This situation occurs because Ross Sea ice lobes in these valleys terminated in proglacial lakes. At the height of Ross Sea glaciation, interlocked glacial-and-lake-ice systems formed conveyor belts that transported drift from glacial lobes westward into the ice-free valleys on rafts of lake ice (Clayton-Greene, 1986; Clayton-Greene et al., 1988a). During transit, fine-grained sediment passed through lake ice to form stratified lacustrine deposits on lake floors. Coarse sediment and clasts either dropped through fissures in lake ice or were deposited in moats at lake edges. The result was near-horizontal lake-edge terraces and a surficial mantle of valley-wall and lake-floor sand and gravel, some in the form of mounds and ridges. By this mechanism, most Ross Sea drift on valley floors is glacial lacustrine sediment deposited while ice tongues plugged valley mouths and supplied drift to contiguous lake ice. 14C samples are plentiful in such glacial lacustrine drift in the form of blue-green algae and of carbonate beds.

A suite of 14C dates comes from glacial lacustrine drift in Miers Valley, where a landward flowing Ross Sea ice lobe dammed Glacial Lake Trowbridge (Clayton-Greene, 1986). The 14C dates pinpoint the age of the Ross Sea ice dam in several ways. First, Glacial Lake Trowbridge could not have existed in Miers Valley without an ice dam consisting of a Ross Sea glacier lobe in the mouth of Miers Valley. Further, most of the 14C-dated carbonate beds are covered by erratics and gravel hummocks rich in McMurdo volcanics transported inland from the Ross Sea glacier lobe by the lake-ice raft (Clayton-Green, 1986). Hence, these deposits record the existence of a Ross Sea glacier lobe in the valley mouth. Fourteen dates of carbonate and one of blue-green algae all fall between 10,300 ± 900 yr B.P. (WK-718) and 22,950 ± 360 yr B.P. (WK-609), hence encompassing most of late Wisconsin time (Clayton-Greene et al., 1988b).

Glacial Lake Washburn occupied the Bonney and Fryxell basins of Taylor Valley during the entire span of late Wisconsin time (Fig. 8) (Stuiver et al., 1981). Two suites of 14C dates of Glacial Lake Washburn lacustrine sediments show when a Ross Sea glacier lobe occupied eastern Taylor Valley. The first suite comes from blue-green algae in deltas of Glacial Lake Washburn. In the Fryxell basin, former lev-
els of Glacial Lake Washburn higher than the valley-mouth threshold, and in the Bonney basin higher than the mid-valley threshold, require a Ross Sea ice dam in eastern Taylor Valley. Details appear in Stuiver et al. (1981, pp. 345-355). Table 1 and Figures 8 and 9 display 32 \(^{14}C\) dates of perched deltas in Taylor Valley that demonstrate such high lake levels. These \(^{14}C\) dates all fall between 11,820 \(\pm\) 70 yr B.P. (QL-1576) and 23,800 \(\pm\) 200 yr B.P. (QL-1708). The second suite of \(^{14}C\) dates comes from blue-green algae in glacial lacustrine drift on the eastern valley floor in the Fryxell and Explorers Cove basins. This drift was deposited by the conveyor-belt mechanism in which detritus from the Ross Sea ice lobe was transported into the Fryxell basin on the ice raft of Glacial Lake Washburn. Algae samples from such drift yielded 22 \(^{14}C\) dates between 11,370 \(\pm\) 120 yr B.P. (QL-1914) and 16,100 \(\pm\) 250 yr B.P. (QL-1803) (Table 1 and Figs. 8 and 9). Together, the two suites of \(^{14}C\) dates are consistent in indicating that a Ross Sea ice lobe plugged the mouth of Taylor Valley for at least most of Late Wisconsin (Stage 2) time between 23,800 and 12,450 yr B.P. In addition, the limited number of available \(^{14}C\) dates of glacial lacustrine sediments suggests that the Ross Sea ice lobe projected far into the valley until about 16,000 yr B.P., that the Fryxell basin was largely ice free between 16,000 and 13,300 yr B.P. while the Ross Sea ice lobe terminated on the valley-mouth threshold, and that ice recession from the valley-mouth threshold (and hence decline of the ice-sheet surface in McMurdo Sound) was underway by 13,040 yr B.P.

Marshall drift is distal and parallel to Ross Sea drift along the western coast of McMurdo Sound. Its numerical age has been determined in Marshall Valley by 36 U/Th dates of carbonate lacustrine beds within volcanic-rich Marshall drift (Fig. 5) (Dagel et al., 1988; Judd, 1986). All but four of these dates fall between 130,000 and 190,000 yr B.P. Hence, Marshall drift most likely corresponds with Stage 6 in the marine oxygen-isotope record.

There are two sources of numerical dating control on Bonney drift in Taylor Valley. The first is \(^{14}C\) dates of perched deltas of Glacial Lake Washburn in the Bonney basin (Fig. 8, Table 1). These perched deltas are all younger than Bonney drift and therefore their late Wisconsin \(^{14}C\) dates are minimum for this drift. It follows that Bonney drift predates late Wisconsin time and therefore is older than Ross Sea drift in the valley mouth. This confirms the relative ages of these two drifts that was inferred from their crosscutting relationships in central Taylor Valley (Fig. 8). From the areal distribution of \(^{14}C\)-dated deltas in the Bonney basin (Fig. 8) it is clear that Glacial Lake Washburn, not Taylor Glacier, occupied much of the Bonney basin throughout late Wisconsin time. The areal distribution and \(^{14}C\) ages of deltas adjacent to its current snout suggest that Taylor Glacier now occupies its maximum position since late Wisconsin time (with the exception of a slight fluctuation that in a few places has left a Holocene ice-cored moraine several meters from the current ice margin). This suggests strongly that the McMurdo Dome on the East Antarctic polar plateau surface inland from Taylor Valley (Fig. 8) was slightly lower than now during late Wisconsin time.

Direct numerical dates of Bonney drift come from carbonates deposited in small lakes dammed in middle Taylor Valley by an expanded Taylor Glacier during its Bonney advance. An extensive program is under way to date these carbonates by the U/Th method. Previously published dates (Hendy et al., 1979) that we now interpret as relating to the Bonney drift are 75,000 \(\pm\) 2600, 80,000 \(\pm\) 2800, 92,000 \(\pm\) 2000, 74,000 \(\pm\) 1600, 95,000 \(\pm\) 4500, and 98,000 \(\pm\) 1700 yr B.P. Hence, Bonney drift most likely corresponds with Stage 5 in the marine oxygen-isotope record.

Farther south in the Transantarctic Mountains at Hatherton Glacier, \(^{14}C\) dates discussed in detail by Bockheim et al.
TABLE 1. SELECTED \(^{14}\text{C}\) DATES FROM THE TAYLOR VALLEY/MCMURDO SOUND AREA AND THE WESTERN Ross Embayment

<table>
<thead>
<tr>
<th>Laboratory number</th>
<th>(^{14}\text{C}) date (yr B.P.)</th>
<th>Location</th>
<th>Description</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>QL-1914</td>
<td>11,370 (\pm) 120</td>
<td>Figure 8</td>
<td>Blue-green algae in Ross Sea glacial laustrine drift</td>
<td>This paper</td>
</tr>
<tr>
<td>QL-1794</td>
<td>12,130 (\pm) 300</td>
<td>DO.</td>
<td>DO.</td>
<td>DO.</td>
</tr>
<tr>
<td>QL-1569</td>
<td>13,040 (\pm) 190</td>
<td>DO.</td>
<td>DO.</td>
<td>DO.</td>
</tr>
<tr>
<td>QL-1249</td>
<td>13,300 (\pm) 300</td>
<td>DO.</td>
<td>DO.</td>
<td>Stuiver et al. (1981)</td>
</tr>
<tr>
<td>QL-1801</td>
<td>13,360 (\pm) 220 (AMS)</td>
<td>DO.</td>
<td>DO.</td>
<td>Denton et al. (1985)</td>
</tr>
<tr>
<td>QL-1800</td>
<td>13,620 (\pm) 210</td>
<td>DO.</td>
<td>DO.</td>
<td>DO.</td>
</tr>
<tr>
<td>QL-1234</td>
<td>13,700 (\pm) 400</td>
<td>DO.</td>
<td>DO.</td>
<td>Stuiver et al. (1981)</td>
</tr>
<tr>
<td>QL-1397</td>
<td>13,960 (\pm) 550</td>
<td>DO.</td>
<td>DO.</td>
<td>Denton et al. (1985)</td>
</tr>
<tr>
<td>QL-1793</td>
<td>13,970 (\pm) 300</td>
<td>DO.</td>
<td>DO.</td>
<td>This paper</td>
</tr>
<tr>
<td>QL-1805</td>
<td>13,980 (\pm) 280</td>
<td>DO.</td>
<td>DO.</td>
<td>Denton et al. (1985)</td>
</tr>
<tr>
<td>QL-1797</td>
<td>14,260 (\pm) 350</td>
<td>DO.</td>
<td>DO.</td>
<td>This paper</td>
</tr>
<tr>
<td>QL-1795</td>
<td>14,470 (\pm) 330</td>
<td>DO.</td>
<td>DO.</td>
<td>Stuiver et al. (1981)</td>
</tr>
<tr>
<td>QL-1156</td>
<td>14,730 (\pm) 150</td>
<td>DO.</td>
<td>DO.</td>
<td>Denton et al. (1985)</td>
</tr>
<tr>
<td>QL-1796</td>
<td>15,430 (\pm) 560</td>
<td>DO.</td>
<td>DO.</td>
<td>This paper</td>
</tr>
<tr>
<td>QL-1140</td>
<td>15,660 (\pm) 68</td>
<td>DO.</td>
<td>DO.</td>
<td>Denton et al. (1985)</td>
</tr>
<tr>
<td>QL-1810</td>
<td>15,820 (\pm) 110</td>
<td>DO.</td>
<td>DO.</td>
<td>This paper</td>
</tr>
<tr>
<td>QL-1938</td>
<td>15,870 (\pm) 250</td>
<td>DO.</td>
<td>DO.</td>
<td>DO.</td>
</tr>
<tr>
<td>QL-1802</td>
<td>15,910 (\pm) 260 (AMS)</td>
<td>DO.</td>
<td>DO.</td>
<td>Stuiver et al. (1981)</td>
</tr>
<tr>
<td>QL-1916</td>
<td>16,000 (\pm) 500</td>
<td>DO.</td>
<td>DO.</td>
<td>This paper</td>
</tr>
<tr>
<td>QL-1804</td>
<td>16,040 (\pm) 190 (AMS)</td>
<td>DO.</td>
<td>DO.</td>
<td>Denton et al. (1985)</td>
</tr>
<tr>
<td>QL-1398</td>
<td>16,040 (\pm) 500</td>
<td>DO.</td>
<td>DO.</td>
<td>DO.</td>
</tr>
<tr>
<td>QL-1803</td>
<td>16,100 (\pm) 250 (AMS)</td>
<td>DO.</td>
<td>DO.</td>
<td>DO.</td>
</tr>
<tr>
<td>QL-1043</td>
<td>12,450 (\pm) 350</td>
<td>Figure 8</td>
<td>Blue-green algae in Glacial Lake Washburn delta situated in Fryxell basin above the elevation of the valley-mouth threshold</td>
<td>Stuiver et al. (1981)</td>
</tr>
</tbody>
</table>

TABLE 1. SELECTED \(^{14}\text{C}\) DATES FROM THE TAYLOR VALLEY/MCMURDO SOUND AREA AND THE WESTERN Ross Embayment

<table>
<thead>
<tr>
<th>Laboratory number</th>
<th>(^{14}\text{C}) date (yr B.P.)</th>
<th>Location</th>
<th>Description</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>QL-1043</td>
<td>12,450 (\pm) 350</td>
<td>Figure 8</td>
<td>Blue-green algae in Glacial Lake Washburn delta situated in Fryxell basin above the elevation of the valley-mouth threshold</td>
<td>Stuiver et al. (1981)</td>
</tr>
</tbody>
</table>

TABLE 1. SELECTED \(^{14}\text{C}\) DATES FROM THE TAYLOR VALLEY/MCMURDO SOUND AREA AND THE WESTERN Ross Embayment

<table>
<thead>
<tr>
<th>Laboratory number</th>
<th>(^{14}\text{C}) date (yr B.P.)</th>
<th>Location</th>
<th>Description</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>QL-1570</td>
<td>12,980 (\pm) 90</td>
<td>DO.</td>
<td>DO.</td>
<td>Denton et al. (1985)</td>
</tr>
<tr>
<td>QL-1706</td>
<td>13,260 (\pm) 80</td>
<td>DO.</td>
<td>DO.</td>
<td>DO.</td>
</tr>
<tr>
<td>QL-1254</td>
<td>13,500 (\pm) 320</td>
<td>DO.</td>
<td>DO.</td>
<td>Stuiver et al. (1981)</td>
</tr>
<tr>
<td>QL-1252</td>
<td>13,700 (\pm) 180</td>
<td>DO.</td>
<td>DO.</td>
<td>DO.</td>
</tr>
<tr>
<td>QL-1920</td>
<td>13,700 (\pm) 600</td>
<td>DO.</td>
<td>DO.</td>
<td>This paper</td>
</tr>
<tr>
<td>QL-1919</td>
<td>14,800 (\pm) 330</td>
<td>DO.</td>
<td>DO.</td>
<td>DO.</td>
</tr>
<tr>
<td>QL-1035</td>
<td>15,100 (\pm) 800</td>
<td>DO.</td>
<td>DO.</td>
<td>Stuiver et al. (1981)</td>
</tr>
<tr>
<td>QL-1034</td>
<td>16,500 (\pm) 700</td>
<td>DO.</td>
<td>DO.</td>
<td>DO.</td>
</tr>
<tr>
<td>QL-992</td>
<td>16,920 (\pm) 230</td>
<td>DO.</td>
<td>DO.</td>
<td>DO.</td>
</tr>
<tr>
<td>QL-1253</td>
<td>17,050 (\pm) 60</td>
<td>DO.</td>
<td>DO.</td>
<td>This paper</td>
</tr>
<tr>
<td>QL-1918</td>
<td>18,100 (\pm) 230</td>
<td>DO.</td>
<td>DO.</td>
<td>DO.</td>
</tr>
<tr>
<td>QL-1385</td>
<td>14,300 (\pm) 300</td>
<td>DO.</td>
<td>Blue-green algae in Glacial Lake Washburn delta situated in the Fryxell basin adjacent to the terminus of Canada Glacier</td>
<td>DO.</td>
</tr>
<tr>
<td>QL-1913</td>
<td>12,420 (\pm) 130</td>
<td>DO.</td>
<td>Blue-green algae in Glacial Lake Washburn delta on the valley-mouth threshold</td>
<td>Denton et al. (1985)</td>
</tr>
<tr>
<td>QL-1576</td>
<td>11,620 (\pm) 70</td>
<td>DO.</td>
<td>Blue-green algae in Glacial Lake Washburn delta in the Bonney basin situated above the elevation of both the mid- and valley-mouth thresholds</td>
<td>DO.</td>
</tr>
<tr>
<td>Laboratory number</td>
<td>(^{14}C) date (yr B.P.)</td>
<td>Location</td>
<td>Description</td>
<td>Reference</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------------------------</td>
<td>----------</td>
<td>-------------</td>
<td>-----------</td>
</tr>
<tr>
<td>QL-1709</td>
<td>12,700 ± 190</td>
<td>DO.</td>
<td>DO.</td>
<td>DO.</td>
</tr>
<tr>
<td>QL-1921</td>
<td>14,600 ± 300</td>
<td>DO.</td>
<td>DO.</td>
<td>This paper</td>
</tr>
<tr>
<td>QL-1573</td>
<td>14,750 ± 50</td>
<td>DO.</td>
<td>DO.</td>
<td>Denton et al. (1988)</td>
</tr>
<tr>
<td>QL-1922</td>
<td>14,800 ± 400</td>
<td>DO.</td>
<td>DO.</td>
<td>This paper</td>
</tr>
<tr>
<td>QL-1924</td>
<td>16,160 ± 80</td>
<td>DO.</td>
<td>DO.</td>
<td>DO.</td>
</tr>
<tr>
<td>QL-1711</td>
<td>16,160 ± 190</td>
<td>DO.</td>
<td>DO.</td>
<td>DO.</td>
</tr>
<tr>
<td>QL-1577</td>
<td>16,610 ± 70</td>
<td>DO.</td>
<td>DO.</td>
<td>Denton et al. (1985)</td>
</tr>
<tr>
<td>QL-1046</td>
<td>16,470 ± 250</td>
<td>DO.</td>
<td>DO.</td>
<td>Stuiver et al. (1981)</td>
</tr>
<tr>
<td>QL-1922</td>
<td>16,900 ± 230</td>
<td>DO.</td>
<td>DO.</td>
<td>This paper</td>
</tr>
<tr>
<td>QL-1943</td>
<td>17,230 ± 70</td>
<td>DO.</td>
<td>DO.</td>
<td>Stuiver et al. (1981)</td>
</tr>
<tr>
<td>QL-1257</td>
<td>16,470 ± 250</td>
<td>DO.</td>
<td>DO.</td>
<td>DO.</td>
</tr>
<tr>
<td>QL-1942</td>
<td>18,580 ± 100</td>
<td>DO.</td>
<td>DO.</td>
<td>Doe.</td>
</tr>
<tr>
<td>QL-1248</td>
<td>18,830 ± 80</td>
<td>DO.</td>
<td>DO.</td>
<td>Stuiver et al. (1981)</td>
</tr>
<tr>
<td>QL-1246</td>
<td>21,240 ± 200</td>
<td>DO.</td>
<td>DO.</td>
<td>This paper</td>
</tr>
<tr>
<td>QL-1708</td>
<td>23,800 ± 200</td>
<td>DO.</td>
<td>DO.</td>
<td>Denton et al. (1985)</td>
</tr>
<tr>
<td>QL-1255</td>
<td>13,980 ± 60</td>
<td>DO.</td>
<td>Blue-green algae in Glacial Lake Washburn delta situated in the Bonney basin below the elevation of the mid-valley threshold</td>
<td>Stuiver et al. (1981)</td>
</tr>
<tr>
<td>QL-1257</td>
<td>14,410 ± 80</td>
<td>DO.</td>
<td>DO.</td>
<td>This paper</td>
</tr>
<tr>
<td>QL-1574</td>
<td>14,420 ± 240</td>
<td>DO.</td>
<td>DO.</td>
<td>DO.</td>
</tr>
<tr>
<td>QL-1925</td>
<td>14,550 ± 100</td>
<td>DO.</td>
<td>DO.</td>
<td>DO.</td>
</tr>
<tr>
<td>QL-1571</td>
<td>14,780 ± 80</td>
<td>DO.</td>
<td>DO.</td>
<td>DO.</td>
</tr>
<tr>
<td>QL-1572</td>
<td>15,720 ± 160</td>
<td>DO.</td>
<td>DO.</td>
<td>DO.</td>
</tr>
<tr>
<td>QL-1712</td>
<td>17,040 ± 100</td>
<td>DO.</td>
<td>DO.</td>
<td>Stuiver et al. (1981)</td>
</tr>
<tr>
<td>QL-1247</td>
<td>17,530 ± 70</td>
<td>DO.</td>
<td>DO.</td>
<td>DO.</td>
</tr>
<tr>
<td>QL-1258</td>
<td>17,640 ± 90</td>
<td>DO.</td>
<td>DO.</td>
<td>DO.</td>
</tr>
<tr>
<td>QL-1256</td>
<td>19,300 ± 900</td>
<td>DO.</td>
<td>DO.</td>
<td>DO.</td>
</tr>
<tr>
<td>QL-174</td>
<td>7020 ± 70</td>
<td>DO.</td>
<td>DO.</td>
<td>Stuiver et al. (1981)</td>
</tr>
<tr>
<td>QL-141</td>
<td>5340 ± 50</td>
<td>DO.</td>
<td>DO.</td>
<td>DO.</td>
</tr>
<tr>
<td>QL-71</td>
<td>6010 ± 70</td>
<td>DO.</td>
<td>DO.</td>
<td>DO.</td>
</tr>
<tr>
<td>QL-72</td>
<td>6430 ± 70</td>
<td>DO.</td>
<td>Adamussium colbecki valves from recent moraine at edge of Nansen Ice Sheet</td>
<td>Stuiver et al. (1981)</td>
</tr>
<tr>
<td>QL-96</td>
<td>6350 ± 60</td>
<td>DO.</td>
<td>Adamussium colbecki valves from emerged marine delta.</td>
<td>DO.</td>
</tr>
<tr>
<td>L-627</td>
<td>5650 ± 150</td>
<td>DO.</td>
<td>Elephant seal in emerged beach deposits.</td>
<td>Nichols (1968)</td>
</tr>
<tr>
<td>QL-137</td>
<td>6050 ± 70</td>
<td>DO.</td>
<td>Adamussium colbecki valves from emerged marine deposits.</td>
<td>Stuiver et al. (1981)</td>
</tr>
<tr>
<td>QL-157</td>
<td>6150 ± 80</td>
<td>DO.</td>
<td>Adamussium colbecki valves from within marine delta.</td>
<td>DO.</td>
</tr>
<tr>
<td>QL-191</td>
<td>6670 ± 200</td>
<td>DO.</td>
<td>Adamussium colbecki valves from within marine delta.</td>
<td>DO.</td>
</tr>
<tr>
<td>QL-993</td>
<td>8340 ± 120</td>
<td>DO.</td>
<td>Blue-green algae from lacustrine delta.</td>
<td>DO.</td>
</tr>
<tr>
<td>QL-1393</td>
<td>8900 ± 60</td>
<td>DO.</td>
<td>DO.</td>
<td>Denton et al. (1985)</td>
</tr>
<tr>
<td>QL-995</td>
<td>9860 ± 160</td>
<td>Lower Ferrar Valley. See Figures 5 and 13.</td>
<td>DO.</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE 1—Continued**

<table>
<thead>
<tr>
<th>Laboratory number</th>
<th>(^{14}C) date (yr B.P.)</th>
<th>Location</th>
<th>Description</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>QL-157</td>
<td>6150 ± 80</td>
<td>DO.</td>
<td>Adamussium colbecki valves from within marine delta.</td>
<td>DO.</td>
</tr>
<tr>
<td>QL-191</td>
<td>6670 ± 200</td>
<td>DO.</td>
<td>Adamussium colbecki valves from within marine delta.</td>
<td>DO.</td>
</tr>
<tr>
<td>QL-993</td>
<td>8340 ± 120</td>
<td>DO.</td>
<td>Blue-green algae from lacustrine delta.</td>
<td>DO.</td>
</tr>
<tr>
<td>QL-1393</td>
<td>8900 ± 60</td>
<td>DO.</td>
<td>DO.</td>
<td>Denton et al. (1985)</td>
</tr>
<tr>
<td>QL-995</td>
<td>9860 ± 160</td>
<td>Lower Ferrar Valley. See Figures 5 and 13.</td>
<td>DO.</td>
<td></td>
</tr>
</tbody>
</table>

**\(^{14}C\) Dates from the Western Ross Embayment**

- Terra Nova Bay: See Figure 13.
- Adamussium colbecki valves from recent moraine at edge of Nansen Ice Sheet: Stuiver et al. (1981).
- Franklin Island: See Figure 13.
- Lowermost penguin remains in sea cliff exposure in platform on west side of Franklin Island: DO.
- Marble Point: See Figures 5 and 13.
- Algae in emerged marine delta: DO.
- DO.
- Adamussium colbecki valves from emerged marine delta: DO.
- DO.
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(1989) are consistent with the proposition that recession from the Britannia drifts was largely a late Wisconsin/Holocene phenomenon and that recession from Hatherton drift is Holocene in age. From geological considerations, we argued that the Britannia I and II drifts reflect the same major glaciation, with Britannia I drift representing a late readvance superimposed on ice recession from Britannia II drift (Bockheim et al., 1989). If this argument is correct, the implication from the $^{14}$C dates is that the Britannia II drift limit represents the late Wisconsin stand of Hatherton Glacier.

Relative chronology. To develop a relative chronology of drift sheets alongside Transantarctic outlet glaciers, we used a combination of geologic features (surface morphology, moraine pattern, and cross-cutting relationships), surface boulder weathering, and soil development (depth of staining, cohesion, visible salts, ghosts, maximum color development, morphogenetic salt stage, and weathering stage). First, we differentiated drift sheets in ice-free areas alongside Beardmore (Denton et al., 1989), Hatherton (Bockheim et al., 1989), and upper Taylor Glaciers (Bockheim, 1982). Second, we used soil development to determine relative ages of drifts among these outlet glaciers. We feel justified in this approach because drifts alongside these outlet glaciers are all composed of the same parent material (dolerite and sandstone gravel), occur near the polar plateau in an ultrarxerous to xerous cold desert climate, and have similar topography (moraine crest) and elevation (1500–1800 m).

Table 2 and Figure 11 compare five soil morphologic features on drifts alongside upper Taylor, Hatherton, and Beardmore Glaciers. Depth of staining appears to be the most useful relative-age discriminator, followed by depth of cohesion and depth of visible salts (Fig. 11). Although surface boulder weathering features are useful in distinguishing among drift sheets in a particular area, these features are not helpful in correlating drifts among areas. On the basis of analysis of variance there are few significant differences in soil properties on the Britannia I, Britannia II, and Beardmore drifts. There also are few differences in these properties on the Danum and Meyer drifts. "Taylor II"/Bonney drift has
FIG. 9. Comparison of numerically dated glacial lacustrine sediments and glacial lake deltas in the McMurdo Sound/Taylor Valley area with marine oxygen-isotope stratigraphy (Prell et al., 1986) that is taken as the standard for global climatic and ice-volume change. The $^{14}$C dates for high levels of Glacial Lakes Trowbridge and Washburn and for Ross Sea drift are given in Table 1 and in Clayton-Greene et al. (1988b). The U/Th dates of Bonney drift are from Hendy et al. (1979). The U/Th dates for Marshall drift are given as three boxes that show the mean and standard deviation of numerous measurements on three carbonate beds within the drift. The values for these three beds are 129,000 ± 12,000, 155,000 ± 38,000, and 182,000 ± 28,000 yr B.P. (Judd, 1986; Daget et al., 1989).
soil properties intermediate between the drifts of these two groups. Soil development is greatest on "Taylor III" drift.

These correlations are consistent with the geologic interpretations of the respective drift sheets. The Beardmore/Britannia and Meyer/Danum drift sets both produce longitudinal profiles of Transantarctic outlet glaciers that reflect grounded ice deep in the Ross Embayment. In contrast, the Bonney drift occurred between grounding episodes in McMurdo Sound and the adjacent Ross Embayment, and the "Taylor III" drift occurred prior to the grounding episode reflected by Meyer/Danum drift (Table 3).

**Linkage of numerical and relative chronologies.** Essential to our analysis of the Ross ice drainage system is the linkage of numerically dated drift sheets to the relative drift chronology derived from Figure 11. Bonney drift is prominent in both chronologies. Unfortunately, Ross Sea and
TABLE 2. MORPHOLOGICAL SOIL PROPERTIES ON DRIFTS IN THE BEARDMORE, HATHERTON, AND McMURDO SOUND/TAYLOR VALLEY AREAS OF THE TRANSANTARCTIC MOUNTAINS*

<table>
<thead>
<tr>
<th>Drift</th>
<th>Isotopic stage</th>
<th>No. of profiles</th>
<th>Depth (cm)</th>
<th>Staining</th>
<th>Coherence</th>
<th>Matrix salts</th>
<th>Ghosts</th>
<th>C.D.E.*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Britannia I</td>
<td>2</td>
<td>9</td>
<td>2d</td>
<td>6b</td>
<td>0c</td>
<td>&lt;1e</td>
<td>6d</td>
<td></td>
</tr>
<tr>
<td>Britannia II</td>
<td>2</td>
<td>10</td>
<td>5cd</td>
<td>5b</td>
<td>0c</td>
<td>7bcd</td>
<td>10c</td>
<td></td>
</tr>
<tr>
<td>Beardmore</td>
<td>2</td>
<td>41</td>
<td>6c</td>
<td>6b</td>
<td>0c</td>
<td>1e</td>
<td>7d</td>
<td></td>
</tr>
<tr>
<td>Bonney</td>
<td>5</td>
<td>11</td>
<td>8b</td>
<td>9b</td>
<td>0c</td>
<td>3de</td>
<td>19a</td>
<td></td>
</tr>
<tr>
<td>Danum</td>
<td>6</td>
<td>10</td>
<td>10b</td>
<td>26a</td>
<td>8b</td>
<td>12b</td>
<td>13b</td>
<td></td>
</tr>
<tr>
<td>Meyer</td>
<td>6</td>
<td>30</td>
<td>10b</td>
<td>22ab</td>
<td>9ab</td>
<td>7c</td>
<td>10c</td>
<td></td>
</tr>
<tr>
<td>&quot;Taylor III&quot;</td>
<td>7</td>
<td>8</td>
<td>22a</td>
<td>29a</td>
<td>12a</td>
<td>21a</td>
<td>17a</td>
<td></td>
</tr>
</tbody>
</table>

* Color development equivalents (from Buntley and Westin, 1965).
* Values within a column followed by the same letter are not different at $P \leq 0.05$ based on Fisher’s PLSD.

Marshall drifts cannot be tied into the relative chronology by using soil development because of distinct differences in drift composition among the pertinent drift sheets. Therefore, we use other arguments that involve geometric relations of drift sheets.

In Taylor Valley, Bonney drift is crosscut by Ross Sea drift (Fig. 8). This relative-age relationship is consistent with numerical ages for Bonney (Stage 5) and Ross Sea (Stage 2) drifts. Further, the lack of an intermediate-age drift implies that Bonney drift is younger than Marshall drift. Such a relative-age relation is supported by numerical ages for Ross Sea (Stage 2), Bonney (Stage 5), and Marshall (Stage 6) drifts. Soil development shows Britannia I and II drifts to be younger than Bonney drift (Fig. 11). This makes Ross Sea drift the most likely correlative of the Britannia drifts in the McMurdo Sound/Taylor Valley area. Such a correlation is consistent with the fact that Britannia and Ross Sea drifts are both taken to represent major grounding in this portion of the Ross Embayment. Further, from geologic considerations we argue that the Britannia drifts represent one major glacial event. Finally, available $^{14}$C dates suggest that Britannia drift limits are late Wisconsin in age. For these reasons, we correlate Britannia II drift with the older portion of Ross Sea drift and Britannia I with the younger portion of Ross Sea drift. This means that Britannia I drift represents a readvance superimposed on general recession from the Britannia II drift limit. Such a correlation is discussed in detail elsewhere in this issue (Bockheim et al., 1989).

The major weakness of correlating Britannia II and outer Ross Sea drift is that we...
TABLE 3. SUGGESTED CORRELATIONS OF LATE QUATERNARY DRIFT SHEETS IN THE BEARDMORE GLACIER, HATHERTON GLACIER, AND McMURDO SOUND/TAYLOR VALLEY AREAS OF THE TRANSANTARCTIC MOUNTAINS

<table>
<thead>
<tr>
<th>Beardmore Glacier (Denton et al., 1989)</th>
<th>Hatheron Glacier (Bockheim et al., 1989)</th>
<th>McMurdo Sound/Taylor Valley</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plunket drift</td>
<td>Hatherton drift</td>
<td>“Taylor I” drift</td>
</tr>
<tr>
<td>Beardmore drift</td>
<td>Britannia I drift</td>
<td>Ross Sea drift</td>
</tr>
<tr>
<td>Meyer drift</td>
<td>Danum drift</td>
<td>Marshall drift</td>
</tr>
</tbody>
</table>

have no control on soil development on sandstone–dolerite gravel drift numerically dated between isotope Stage 2 and Stage 6 in age. This weakness leaves open several alternative correlations. The first is that Britannia I drift correlates with outermost Ross Sea drift. This means that the Britannia II drift limit must represent a major grounding event that is younger than the Bonney advance and yet older and more extensive than Ross Sea grounding. A possible age for such a grounding event is that of isotope Stage 4. We think that this first alternative is implausible because it calls for a major grounding event near Hatherton Glacier that is not recognized in the McMurdo Sound/Taylor Valley area. Further, it is not in agreement with geologic considerations that Britannia I and II drifts cannot be separated in several areas alongside Hatherton Glacier (Bockheim et al., 1989). The second alternative is that both Britannia drifts are older than Ross Sea drift and yet younger than Bonney drift. We think that this second alternative is unlikely because it calls for two major grounding episodes near Hatherton Glacier that go unrecognized in the McMurdo Sound record. In addition, it means that the extensive late Wisconsin grounding episode recorded in McMurdo Sound by the Ross Sea drift goes unrecorded near Hatherton Glacier.

We now expand our stratigraphy of late Quaternary drifts along the length of the Transantarctic Mountains. Table 3 illustrates our discussion. We start by comparing in Figure 9 our numerical drift chronology with the marine oxygen-isotope record taken as the standard of late Quaternary climate and ice-volume change on a global scale. In Figure 9 it is evident that the outer portion of Ross Sea drift is of late Wisconsin age and correlates with marine isotope Stage 2, the last global ice-sheet maximum. By our relative chronology, the outer limits of Beardmore and Britannia drifts are thought to correlate with outer Ross Sea drift from geological arguments given previously. On the basis of the agreement of field mapping results from the Beardmore Glacier area (Mercer, 1972; Denton et al., 1988), we think it is very likely that Mercer’s (1972) correlation of Reedy III and Beardmore III (our Beardmore) drifts is correct. We also follow Stuiver et al. (1981) in equating the “younger” drift at Terra Nova Bay with Ross Sea drift at McMurdo Sound. This correlation is based on surface weathering characteristics, morphologic drift form, limiting 14C ages, and relative-age relationship to emerged Holocene beaches. In Terra Nova Bay and McMurdo Sound, these drifts both represent the youngest grounding episode, have well-preserved surface morphology, commonly exhibit sharp outer limits, have minimum 14C ages of 7020–6600 yr B.P. (see below) for final ice recession, and are cut by emerged Holocene beaches (see below).

In Figure 9 Marshall drift corresponds with marine isotope Stage 6, representing the penultimate global glaciation. By our relative chronology, Marshall drift correlates with Danum drift at Hatherton glacier.
and Meyer drift at Beardmore Glacier. Finally, Figure 9 shows that Bonney drift correlates with marine isotope Stage 5.

**Ice-Sheet Configuration**

We use the upper limits of Ross Sea, Britannia II, Beardmore, Reedy III, and "younger" Terra Nova Bay drifts to reconstruct the late Wisconsin (Stage 2) configuration of the Ross ice drainage system. We assume our stratigraphy is correct. Another assumption is that these drift limits are strictly synchronous. This second assumption can only be tested by new numerical dating techniques. However, we recognize that the complex interactions of sea level and climate can lead to asynchronous drift limits during an individual glaciation.

We give two extreme reconstructions of the areal extent and surface elevations of the Ross ice drainage system at the height of late Wisconsin glaciation (Figs. 12a and 12b). Neither is based on ice-flow models, nor do we use seafloor sediments because they lack numerical chronology. Rather, both reconstructions are fixed by our outlet

---

---

**Fig. 12.** Minimum (a) and maximum (b) reconstructions of grounded late Wisconsin ice in the Ross Embayment permitted by glacial geologic data from the Transantarctic Mountains. Isostatic compensation is not considered in these reconstructions. The position of the ice-shelf front shown in both diagrams is arbitrary. It is possible that shelf ice extended well offshore at the height of late Wisconsin glaciation. Lettered sections show positions of outlet glacier profiles in Figures 2, 3, 4, and 6.
glacier profiles, by the surface elevation of grounded ice in McMurdo Sound, by controlling $^{14}$C dates on the extent of Taylor Glacier and, by implication, the height of the McMurdo Dome. As a result, both reconstructions depict grounded ice along the entire inner Ross Embayment and both show little change of the inland plateau surface adjacent to the Transantarctic Mountains between Taylor and Reedy Glaciers. The two reconstructions are identical in interior portions of the drainage system in East and West Antarctica. There we reproduce elevations similar to today's because of uncertainties about whether the inland surface increased or decreased slightly due to the interplay of sea-level and precipitation effects (this paper; Denton et al., 1989; Alley and Whillans, 1984). The major difference lies in the areal extent of grounded ice in the outer Ross Embayment and is due to differing glaciological assumptions. The minimum reconstruction is based on the assumption that West-Antarctic-type ice streams persisted in the Ross Embayment at the last glacial maximum and hence that the surface slope of ice flowing from West Antarctica did not change significantly. Under this assumption, the Transantarctic Mountains data, particularly from Reedy and Beardmore Glaciers, limit seaward extent of the late Wisconsin grounding line. The resulting reconstruction shows a deep extension of shelf ice into the central Ross
Embayment (Fig. 12a). The maximum reconstruction is possible only if West-Antarctic-type ice streams did not exist in the Ross Embayment during late Wisconsin glaciation. This could occur if initial grounding-line advance was accompanied by coeval northward expansion of the Ross Ice Shelf to near the continental shelf edge, where it could ground extensively on submarine banks. The interior Ross Embayment could then fill by ice inflow from West Antarctica and from thickening Transantarctic outlet glaciers. The result, shown in Figure 12b, would be a thickening, slow-moving slab of grounded ice in the Ross Embayment that never achieved equilibrium conditions and that lacked through-flowing ice streams.

Climate

Late Wisconsin climate in the Ross ice drainage system is inferred from a combination of ice-core and geologic data. Jouzel et al. (1989) inferred from isotope records in the Dome Circe and Vostok ice cores (Fig. 1) that late Wisconsin full-glacial climate lasted from 25,000 to 15,000 yr B.P. Mean annual surface temperature is inferred to have been 9°C colder than now, and annual accumulation 50% less than now. Similar results come from the Byrd ice core in West Antarctica (Fig. 1) (Jouzel et al., 1989).

Glacial geologic evidence from the Transantarctic Mountains bears on the interpretations of paleoclimate from isotope records of interior ice cores. One critical assumption of such interpretations is that the interior plateau ice surface was no higher than now at the late Wisconsin glacial maximum. Otherwise, parts or all of the isotope records may simply reflect changes in ice-surface elevation. Direct control on ice-sheet elevation could come from total gas content of the ice cores themselves (Lorius et al., 1985), but the validity of this technique has been questioned (Paterson and Hammer, 1987). Our outlet-glacier profiles form an alternative control on interior ice elevations during late Wisconsin time, for they occur on strategic ice flowlines that lead back to interior domes and ice-core sites (Fig. 1). The Reedy III, Beardmore, and Britannia II profiles are consistent in indicating that the interior polar plateau near these flowlines probably did not rise more than 35–100 m during late Wisconsin (Stage 2) time. In fact, the glacial geologic evidence does not preclude a slight lowering along these flowlines, particularly inland of Beardmore Glacier. Taylor Glacier was no larger than now during late Wisconsin time. In fact, almost certainly its ice surface declined and its snout receded. This suggests little change, and probably a slight lowering, of the McMurdo Dome inland from Taylor Valley on the East Antarctic plateau. In summary, these glacial geologic data indicate little change of inland ice surfaces along critical ice flow lines that lead to major interior domes and pass near the important Vostok and Dome Circe ice cores, as well as little change of the McMurdo Dome. Hence, a significant rise in the interior ice surface can almost certainly be eliminated as a factor in interpreting the isotopic record at Dome Circe and Vostok in terms of temperature decrease during late Wisconsin time.

Is the reduced full-glacial precipitation inferred from ice cores consistent with the glacial geologic record in the Transantarctic Mountains? This record shows recession of Taylor Glacier and local alpine glaciers concurrent with full expansion of grounded Ross Sea ice during late Wisconsin time (Stuiver et al., 1981). Further, Rutkowski Glacier in the Dominion Range was behind its present terminal position when Beardmore Glacier thickened to its late Wisconsin limit (Denton et al., 1989). Finally, the plateau surface along flowlines inland of our outlet-glacier profiles showed little change, and may have declined, at the late Wisconsin maximum. Together, these glacial events can all be explained by reduced late Wisconsin precipitation in the Transantarctic Mountains, an interpretation consistent with the inferences drawn from isotope records in ice cores.
There is, however, one aspect of the glacial geologic record that may be at variance with the paleoclimatic interpretation from ice cores. From our previous discussion, it is obvious that large lakes formed in the Dry Valleys during late Wisconsin time. For example, Glacial Lake Washburn occupied Taylor Valley (Stuiver et al., 1981; Denton et al., 1988) (Fig. 8) and Glacial Lake Trowbridge existed in Miers Valley (Clayton-Greene et al., 1988b). Our preliminary mapping results in other ice-free valleys indicate that such lakes were widespread and not restricted solely to Taylor and Miers Valleys.

We do not yet know why such lakes existed during the last glacial maximum. Several explanations are possible and each should be tested thoroughly. The first is that subglacial outflow from beneath Ross Sea ice lobes fed these lakes (Stuiver et al., 1981). We no longer favor this alternative. A second explanation is that input came solely from surface glacier melt. The increased volume of meltwater associated with higher lake levels could have come from increased intensity of melt, or from a longer melt season, or from both factors. There are several variations on this scenario. The increased volumes of meltwater necessary for Glacial Lake Trowbridge and Glacial Lake Washburn in the Fryxell basin could have come solely from the surface of Ross Sea ice lobes projecting into Miers and Taylor Valleys. But such an explanation cannot apply to the Bonney basin of Glacial Lake Washburn. Here late Wisconsin lake levels rose to the mid-valley threshold without any overflow from the Fryxell basin. This suggests that increased volume of meltwater from local glaciers, as well as from Ross Sea ice lobes, is almost certainly an important contributing factor to high late Wisconsin lake levels. In such a case, the increased meltwater input could have resulted simply from warmer late Wisconsin temperatures (Denton et al., 1985). Such postulated warming could have been widespread, in which case there is a serious discrepancy with temperature inferences drawn from all three major ice cores in the Ross ice drainage system. Such widespread warming also disagrees with our inferences that late Wisconsin retraction of local glaciers resulted from widespread aridification in the Transantarctic Mountains. Or the temperature increase could have been confined to the Dry Valleys. Clayton-Greene et al. (1988b) suggested that one local cause of such warming might have been a decrease in katabatic winds. We do not find this suggestion appealing, for we think that continued katabatic winds during late Wisconsin time were necessary to ablate Ross Sea glacier lobes flowing into ice-free valleys.

An alternative solution to the glacial-lake problem depends on the sensitivity to snow cover of meltwater production in the ice-free valleys. For example, meltwater production in the Dry Valleys can be decreased dramatically by late spring snowstorms (Chinn, 1981). Widespread grounded and shelf ice in the Ross Sea, along with lower ice-age temperatures, could have promoted the aridification in the Dry Valleys and elsewhere along the Transantarctic Mountains inferred from shrinkage of small glaciers and little change in the inland plateau surface. Coastal storms would no longer have penetrated the Dry Valleys. Such intense aridification would have resulted in little or no snow cover in the Dry Valleys through the entire sunlight season. Together with the low-albedo ablation zone of the Ross Sea ice sheet in McMurdo Sound and in eastern Taylor Valley (due to surface volcanic debris), this aridification could have decreased the regional albedo and, in the absence of snowfall, the length of the melt season. This explanation for increased lake levels is not in conflict with lower late Wisconsin regional temperatures and accumulation.

**HOLOCENE STAGE**

**General Statement**

Glacial geologic evidence indicates that grounded ice receded from the western Ross Embayment at the end of late Wiscon-
sin and beginning of Holocene time. Simultaneous expansion occurred for local alpine glaciers and for Taylor Glacier. Isotopic records from the Vostok and Dome Circe ice cores are interpreted in terms of climatic warming and increased accumulation beginning abruptly about 15,000 yr B.P. and continuing into early Holocene time (Lorius et al., 1984, 1985; Jouzel et al., 1987, 1989). We review here our current knowledge of the glacial history of the Transantarctic Mountains during the late Wisconsin/early Holocene transition.

Radiocarbon Chronology

Ross Sea and equivalent drifts. In the previous section we argued that the distal portions of Ross Sea, Britannia II, Beardmore, Reedy III, and the "younger" drift at Terra Nova Bay date to the late Wisconsin maximum. We now review available 14C dates of the proximal portions of these drift sheets. Such dates give the timing of grounded ice recession from the western and southwestern Ross Embayment. We start in the north at Terra Nova Bay.

In the Terra Nova Bay region Adamussium colbecki shells from a recent moraine at the edge of the floating Nansen Ice Sheet afforded an age of 7020 ± 60 yr B.P. (QL-174) (Table 1; Fig. 13). This date is minimum for grounded ice recession from the sample site and hence minimum for the "younger" drift.

On the west coast of McMurdo Sound, several 14C dates pertain to proximal Ross

![Fig. 13. Selected 14C dates of late Wisconsin/Holocene recession of grounded ice from the western Ross Embayment (a); locations of raised beaches in the western Ross Embayment (b).](image-url)
Sea drift (Table 1; Fig. 7). In Taylor Valley a date of 13,040 ± 190 yr B.P. (QL-1569) for blue-green algae in glacial lacustrine sediments affords a minimum age for recession of the Ross Sea glacial lobe from the valley-mouth threshold near Explorers Cove. A similar sample on the seaward slope of this valley-mouth threshold gives a minimum age for ice recession from the sample site of 11,370 ± 120 yr B.P. (QL-1914). A lacustrine delta near the top of this threshold dates to 12,420 ± 130 yr B.P. (QL-1913) (Fig. 8), giving a minimum age for ice recession from the sample site. Lacustrine deltas on the same seaward slope of the threshold record a lake dammed between the threshold and the retreating Ross Sea ice. 14C dates of blue-green algae in these deltas indicate that grounded Ross Sea ice still occupied McMurdo Sound near Taylor Valley as late as 8900 ± 60 yr B.P. (QL-1393) and 8340 ± 120 yr B.P. (QL-993) (Fig. 5).

A complex of small deltas rests on Ross Sea drift on the south wall of Ferrar Glacier valley near McMurdo Sound. These deltas postdate the maximum of Ross Sea ice extent and hence afford minimum 14C ages for Ross Sea drift (Table 1; Fig. 5). Dates of two deltas at 43 and 62 m elevation are 10,020 ± 40 yr B.P. (QL-1036) and 9860 ± 160 yr B.P. (QL-995), respectively. Along the west coast of McMurdo Sound near the Royal Society Range, minimum ages for lowering of the Ross Sea ice surface to less than 100 m above present sea level are 9490 ± 140 yr B.P. (Y-2399) and 12,500 ± 40 yr B.P. (QL-1590) on samples of blue-green algae. Finally, a date of 6190 ± 80 yr B.P. (QL-80) on blue-green algae is minimum for ice recession to the present coastline.

Further south in the Transantarctic Mountains, 14C dates of blue-green algae deposited in small lakes perched beside the receding Hatherton Glacier afford minimum ages for ice-surface lowering (Figs. 4 and 13; Bockheim et al., 1989). They indicate lowering of the Hatherton Glacier surface to near its present position by 5210 ± 40 yr B.P. (QL-1424) in its upper reaches, 5670 ± 120 yr B.P. (QL-1415) in its middle reaches, and 6020 ± 50 yr B.P. (QL-1423) in its lower reaches. Lower Darwin Glacier near the Ross Ice Shelf achieved its current surface elevation by 5740 ± 50 yr B.P. (QL-1418).

Emerged marine deposits. Emerged beach deposits occur along the west coast of the Ross Embayment from Cape Bernacchi in McMurdo Sound northward to Cape Adare, as well as at Cape Bird and on Beaufort and Franklin Islands in the Ross Sea (Fig. 13). Locations of emerged beaches shown in Figure 13 are from Nichols (1968), Stuiver et al. (1981), and Mabin (1986). All these emerged beaches are 35 m or lower in elevation (Nichols, 1968; Stuiver et al., 1981; Mabin, 1986). These beaches are taken to represent isostatic rebound consequent on recession of grounded ice from the western Ross Embayment. Although these emerged beaches are consistent with the former presence of grounded ice in the western Ross Embayment, they are not a straightforward indicator of former ice thickness for two reasons. First, the beaches are largely undated and thus cannot afford isobases of uplift. Second, the highest beach in an individual area may simply reflect uplift since recession of floating shelf ice rather than of grounded ice (Denton et al., 1988).

There are few 14C dates associated with these beaches. One relates directly to a beach at Marble Point (5650 ± 150 yr B.P.: L-627) (Nichols, 1968). Others are of associated deltas at Marble Point (6010 ± 70 yr B.P., QL-71; and 6430 ± 70 yr B.P., QL-72) and bedded colluvium at Franklin Island (5340 ± 50 yr B.P., QL-141) (Table 1; Figs. 5 and 13).

Emerged marine deposits occur at the mouth of Taylor Valley at the edge of Explorers Cove despite the absence of well-defined beaches. Numerous 14C dates of A. colbecki valves come from these deposits or from deep within a marine delta at the valley mouth. These dates are minimum for incursion of marine waters into Explorers Cove in early Holocene time. The oldest
such dates are 6050 ± 70 yr B.P. (QL-137), 6150 ± 80 yr B.P. (QL-157), and 6670 ± 200 yr B.P. (QL-191). Together with the $^{14}$C ages of lacustrine deltas on the seaward slope of the valley-mouth threshold, these dates indicate recession of grounded Ross Sea ice from this sector of McMurdo Sound between 8340 and 6670 yr B.P.

**McMurdo Ice Shelf.** The McMurdo Ice Shelf, an extension of the Ross Ice Shelf, now covers southern McMurdo Sound and contains evidence that bears on deglacial history of grounded ice from the Ross Embayment (Stuiver et al., 1981). Some debris bands on the shelf surface are remnant from the Ross Sea Ice Sheet (Stuiver et al., 1981); they show that the ice shelf formed in part by thinning of the grounded Ross Sea Ice Sheet in McMurdo Sound. Other debris bands formed in Holocene time by basal freezing and seaward flow. One such band that extends northward from Black Island to the shelf edge displays progressively greater $^{14}$C ages of shells and barnacles from south to north. The oldest samples at the northern tip of this band afforded ages of 6510 ± 50 yr B.P. (QL-1126) and 6600 ± 60 yr B.P. (QL-166) (Table 1; Figs. 5 and 13) (Stuiver et al., 1981). Hence, Holocene grounding-line recession of the Ross Sea Ice Sheet had reached Black Island by 6600 yr B.P. The McMurdo Ice Shelf extended farther north until recently, thereby explaining the absence of emerged beaches south of Cape Bird on Ross Island and south of Cape Bernacchi along the west coast of McMurdo Sound (Stuiver et al., 1981).

**Taylor Glacier and alpine glaciers.** Taylor Glacier and alpine glaciers in Taylor Valley both occupy their maximum positions since late Wisconsin time, with the exception of a minor fluctuation shown by scattered ice-cored moraines of Holocene age. The evidence comes largely from $^{14}$C-dated perched deltas of Glacial Lake Washburn (Fig. 8) near Taylor Glacier that were discussed previously. Rhone Glacier is now overriding deltas dated to 12,700 ± 190 yr B.P. (QL-1709) and 16,470 ± 250 yr B.P. (QL-1046); Hughes Glacier terminus is close to deltas dated to 18,170 ± 70 yr B.P. (QL-1137) and 18,830 ± 80 yr B.P. (QL-1248); and Canada Glacier terminus is adjacent to a delta dated to 14,300 ± 300 yr B.P. (QL-1385). Commonwealth Glacier rests on Ross Sea glacial lacustrine drift dated nearby to 15,660 ± 60 yr B.P. (QL-1140; 13,970 ± 300 yr B.P. (QL-1793); 12,130 ± 300 yr B.P. (QL-1794); 14,470 ± 330 yr B.P. (QL-1795); 14,730 ± 150 yr B.P. (QL-1156); and 13,700 ± 400 yr B.P. (QL-1234). That this situation is not unique to Taylor Valley is shown by several alpine glaciers along the west coast of McMurdo Sound that have advanced into Ross Sea drift or over emerged Holocene beaches.

**Glacial lakes.** In Taylor Valley high levels of Glacial Lake Washburn in the Bonney basin persisted above the mid-valley threshold until 12,700 ± 190 yr B.P. (QL-1709), and perhaps until 11,820 ± 70 yr B.P. (QL-1576). In the Fryxell basin they persisted above the valley-mouth threshold until at least 12,450 ± 350 yr B.P. (QL-1043) (Fig. 8). Hence, we conclude that a Ross Sea glacier lobe plugged eastern Taylor Valley until this time. We know from $^{14}$C dates given earlier that the Ross Sea glacier lobe in eastern Taylor Valley had retreated from the crest of the valley-mouth threshold by 13,040 yr B.P. and from its seaward slope by 11,370 yr B.P. (Fig. 8). Nevertheless, higher-than-present lake levels persisted in the Fryxell basin as late as 9200 ± 40 yr B.P. (QL-1142) (Stuiver et al., 1981), although such levels were much lower than the valley-mouth threshold. One probable water source for this late-lingering lake was westward overflow through a channel on the valley-mouth threshold from a lake trapped between the threshold and a grounded Ross Sea ice sheet in Explorers Cove. Such a trapped lake existed until at least 8340 ± 120 yr B.P. (QL-993), the age of the lowest lacustrine delta on the seaward slope of the threshold. This ice-dammed lake had ceased to exist by 6670 ± 200 yr B.P. (QL-191), the age of the oldest marine shells in Explorers Cove. Hence,
we infer that grounded Ross Sea ice cleared Explorers Cove between 8340 and 6670 yr B.P. (Fig. 13).

The most striking feature highlighted by the $^{14}$C dates in Taylor Valley is that high lakes in the Fryxell and Bonney basins were common during the entire span of late Wisconsin time but were almost absent during Holocene time. The exception is the late-lingering, but relatively low, lake that lasted in Fryxell basin until 9200 yr B.P.

**Late Wisconsin/Early Holocene Ice-Sheet Changes**

In summary, we infer from our data that the grounded Ross Sea ice sheet receded from the western Ross Embayment in late Wisconsin and early Holocene time. Radiocarbon dates in Marshall and Taylor Valleys indicate that Ross Sea glacier tongues had receded eastward nearly into McMurdo Sound by 12,500–13,040 yr B.P., but $^{14}$C dates from Ferrar and Taylor Valleys imply that grounded ice lingered in western McMurdo Sound until 10,020 to 8340 yr B.P. Grounded Ross Sea ice had cleared the coast of the western and southern Ross Embayment by 7020 yr B.P. at Terra Nova Bay (Stuiver et al., 1981); 6430, 6670, 6600, 6190, and 7750 yr B.P. at McMurdo Sound (Stuiver et al., 1981); and 5210, 5670, 6020, and 5750 yr B.P. at Hatherton Glacier (Bockheim et al., 1989).

Our geologic evidence shows strikingly different behavior of the plateau surface of the East Antarctic Ice Sheet inland of the Transantarctic Mountains. No massive decrease in surface elevation occurred here in late Wisconsin/Holocene time comparable with recession of grounded ice from the Ross Embayment. The Reedy III, Beardmore, and Britannia II profiles show that the decline of the upper reaches of the Reedy, Beardmore, and Hatherton Glaciers during the late Wisconsin/Holocene transition was only 30–100 m. In fact, these ice profiles even allow the possibility that the plateau surface along inland flowlines could be higher now than that during late Wisconsin time. In accord with this, Taylor Glacier and local alpine glaciers have expanded so that they are now at, or very close to, their maximum positions since late Wisconsin time. Likewise Rutkowski Glacier, which drains an independent ice cap on the Dominion Range near the upper reaches of Beardmore Glacier, has advanced at least 2.5 km over Beardmore drift and is now at its most robust configuration since late Wisconsin time.

**Climate**

Holocene surface climate in the Ross ice drainage system is inferred from a combination of ice-core and geologic data. Isotope records from the Vostok and Dome Circe ice cores are taken to show a marked warming that terminated late Wisconsin glacial climates. The ice-core chronology, based on an ice-flow model tied to accumulation, places the beginning of this climatic warming at about 15,000 yr B.P. The full amplitude of temperature change across the late Wisconsin/Holocene transition is taken to be 9°–10°C, and the Holocene accumulation rate is interpreted to be about twice the full-glacial value (Jouzel et al., 1989).

Glacial geologic evidence bears on these interpretations of paleoclimates from interior ice cores. First, our outlet glacier profiles show little change, and permit even a slight rise, of the inland plateau. The strong implication is that the isotopic change in interior ice cores across this same transition reflects widespread climatic change and not simply massive lowering of the interior plateau ice surface. The expansion of Taylor Glacier and local alpine glaciers, as well as the advance of Rutkowski Glacier at the head of Beardmore Glacier, during the late Wisconsin/Holocene transition is best explained by increased accumulation in the Transantarctic Mountains and on the polar ice plateau just inland (Denton et al., 1971, 1989). This, too, is in accord with inferences on increased interior accumulation drawn from ice cores.

A problem again arises in interpreting glacial lake history in the Dry Valleys in terms of a rise in temperature and accumu-
lation through the late Wisconsin/Holocene transition. Extensive late Wisconsin lakes were succeeded by limited Holocene lakes generally even less extensive than those of today. Why would lakes decrease in both area and volume, if the climate warmed and precipitation increased? There are at least three explanations for this observed history of glacial lakes. First, the meltwater source from Ross Sea ice lobes disappeared with recession of grounded ice from McMurdo Sound. That this is partly responsible is shown by the lake-level history in eastern Taylor Valley. However, it does not explain the disappearance of lakes in the Bonney basin. The second explanation is that lake-level variations reflect strictly the effect of summer temperatures on glacier melt and hence on lake-level variation. This scenario disagrees with regional temperature changes inferred from ice cores. A third explanation involves both the recession of Ross Sea ice from McMurdo Sound and the decreasing aridity of the Dry Valleys through the late Wisconsin/Holocene transition. Ross Sea ice recession would remove a low-albedo, debris-laden ablation ice surface from McMurdo Sound, while simultaneously opening the western Ross Sea and removing a barrier to the penetration of storms. One result could be increased spring and summer albedo in McMurdo Sound from replacement of dirty glacial ice by clean sea ice and in the Dry Valleys from sporadic snowstorms. The overall effect could be to decrease the length of the melt season, while at the same time removing a meltwater source. These mechanisms could produce the observed lake-level history by climatic changes consistent with those inferred from ice cores.

DISCUSSION

The first recognition of a former grounded great ice sheet in the Ross Embayment came early in this century (Scott, 1905; David and Priestley, 1914). Within the last decade there appeared maximum and minimum reconstructions for late Wisconsin glacial conditions that attempted to explain available geological and glaciological data (Stuiver et al., 1981, pp. 375–380). It is now apparent that both reconstructions are flawed (Denton et al., 1988). For example, the CLIMAP maximum reconstruction (Stuiver et al., 1981, p. 375) shows ice elevations that were too high in the southern Ross Embayment and over West Antarctica, where they conflict with interpretations drawn from the total gas content of the Byrd ice core (Raynaud and Whillans, 1982) and radio-echo layers in the West Antarctic Ice Sheet (Whillans, 1976). The CLIMAP minimum reconstruction, on the other extreme, is essentially the same as today’s ice sheet in the Ross Embayment; this conflicts with glacial geologic evidence from Darwin/Hatherton and Beardmore Glaciers (Bockheim et al., 1989; Denton et al., 1989). Interim reconstruction designed to reconcile some of these problems (Drewry, 1979; Hughes et al., 1985; Denton et al., 1986, 1988) also have deficiencies (Denton et al., 1988).

Figure 12 gives our new minimum (a) and maximum (b) reconstructions for the Ross ice drainage system based on the same Transantarctic outlet profiles but on two differing glaciological assumptions discussed earlier. Our chronology and reconstructions highlight the difference in behavior of the continental and marine portions of the Ross ice drainage system (Fig. 14). During late Wisconsin maximum glaciation, the Ross Embayment partially or wholly filled with grounded ice, while elevations of interior plateau ice remained nearly unchanged and perhaps even lowered slightly. During the late Wisconsin/Holocene deglacial hemicycle, grounded ice receded from the inner Ross Embayment while local Transantarctic glaciers expanded and the inland plateau surface changed very little and may even have increased slightly in surface elevation.

What mechanisms could have caused this behavior difference of marine and inland portions of the Ross ice drainage system? We argue from our glacial geologic data that the fundamental cause for the wide-
spread grounding shown in Figures 12a and 12b must be sought in mechanisms that affected the Ross Embayment and not the inland plateau ice. We make this argument because, in view of decreased precipitation and little change in plateau elevations, it is unlikely that greater flow of inland ice through Transantarctic outlet glaciers caused grounding in the Ross Embayment. Therefore, such grounding must represent the response of the Ross Ice Shelf to reduced temperature, precipitation, and sea level. We agree with Hollin (1962) that sea-level variations, caused by Northern Hemisphere ice sheet fluctuations, are an important control on grounding-line variation and on pinning and unpinning the ice shelf. Grounding-line advance, accompanied by increased pinning of the ice shelf, could also cause northward migration of the calving front to the edge of the continental shelf, where the ice shelf could ground on relatively shallow submarine banks. This, in turn, could stimulate widespread grounding farther south. Ice-age temperature lowering may also aid ice-shelf grounding through decreased basal melting and increased protection of the calving front by pack ice. Both of these factors would operate solely in the Ross Embayment and could together overcome reduced precipitation to cause widespread grounding. We also argue from geologic evidence that the slight changes of the East Antarctic inland plateau and inland West Antarctica reflect the interplay between grounding and precipitation effects.

Changes of the marine and inland portions of the Ross ice drainage system correlate closely with the last and penultimate glacial/interglacial cycles (Fig. 14). Our identification of differing primary controls in these two portions of the drainage system is consistent with such behavior. The potential interdependence of these primary controls can explain the tight out-of-phase behavior that is so closely related to global glacial/interglacial cycles (Fig. 14). For example, low ice-age temperatures, which can enhance grounding in the Ross Embay-
ment, are closely tied to reduced precipitation (Lorius et al., 1985). Likewise, lower ice-age sea level promotes grounding in the Ross Sea, which removes a local moisture source and reduces inland penetration of storms.

The behavior of the Ross ice drainage system has global relevance to late Wisconsin sea level and climate. The maximum CLIMAP reconstruction illustrates thicker and more extensive grounded ice in the Ross Embayment and in West Antarctica (Stuiver et al., 1981, Fig. 7-26) than we now show in Figures 12a or 12b. These two new reconstructions illustrate that the contribution of the Ross ice drainage system to sea-level lowering would depend on the relative magnitude of ice-volume loss (water equivalent) in the inland portion to volume gain (water equivalent above buoyancy) in the marine portion. Depending on the reconstruction eventually accepted for each portion, the sea-level contribution could be close to zero. If such a conclusion can be generalized, it means that the maximum CLIMAP reconstruction overestimated the Antarctic contribution to late Wisconsin sea-level fall (Denton and Hughes, 1981).

CONCLUSIONS

(i) From soil development, numerical dates, and glacial geologic data, we correlate Reedy III drift (Reedy Glacier), Beardmore drift (Beardmore Glacier), Britannia drifts (Hatherton and Darwin Glaciers), Ross Sea drift (McMurdo Sound/Taylor Valley), and “younger” drift (Terra Nova Bay). From 51 pertinent 14C dates in Table 1 and an additional 15 from Clayton-Greene et al. (1988b), we conclude that Ross Sea drift is late Wisconsin (isotope Stage 2) in age.

(ii) From ice-surface profiles based on these drift sheets, we produce two reconstructions of the Ross ice drainage system at the height of late Wisconsin (isotope Stage 2) glaciation. Both show little elevation change of the interior polar plateau. The major differences occur in the extent of grounded ice in the Ross Embayment. One reconstruction shows limited grounded ice, whereas the other shows grounded ice to be extensive but thin. Both reconstructions show late Wisconsin ice-volume increase in the Ross ice drainage system to be considerably less than depicted by the maximum CLIMAP reconstruction (Denton and Hughes, 1981).

(iii) Radiocarbon dates from the western Ross Embayment show that late Wisconsin/early Holocene recession of grounded ice was underway by 13,040 yr B.P. and was complete by 6020–6600 yr B.P. Little change occurred in the East Antarctic plateau adjacent to the Transantarctic Mountains during massive recession of grounded ice from the Ross Embayment.

(iv) Sea-level variation and ice-shelf basal melting probably controlled grounding in the Ross Embayment. Precipitation variations and the grounding effect on Transantarctic Mountains outlet glaciers probably controlled minor elevation changes of the polar plateau adjacent to the Transantarctic Mountains.

(v) The Vostok and Dome Circe ice cores in the Ross ice drainage system are considered premier recorders of far-southern paleoclimate (Jouzel et al., 1989). The Transantarctic Mountains outlet glacier profiles are consistent with this conclusion, in that they preclude an alternative explanation that the isotope records from these ice cores simply reflect extensive elevation changes of the East Antarctic polar plateau.
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INTRODUCTION

Some of the questions to be addressed by SeaRISE include: 1) what was the configuration of the West Antarctic ice sheet during the last glacial maximum; 2) what is its configuration during a glacial minimum; and 3) has it, or any marine ice sheet, undergone episodic rapid mass wasting? This paper addresses these questions in terms of what we know about the history of the marine ice sheet, specifically in Ross Sea, and what further studies are required to resolve these problems. A second question concerns the extent to which disintegration of marine ice sheets may result in rises in sea level that are episodic in nature and extremely rapid, as suggested by several glaciologists (Clark and Lingle, 1977; Thomas and Bentley, 1978; Hughes, 1987). Evidence that rapid, episodic sea-level changes have occurred during the Holocene is also reviewed.

LATE WISCONSIN-HOLOCENE GLACIAL HISTORY OF THE ROSS SEA

Scott (1905) was the first to speculate that Ross Sea once was covered by an extensive ice sheet, which he felt was grounded on the continental shelf as far north as Cape Adare (Fig. 1). He called this expanded ice sheet the “Great Ice Sheet.” David and Priestly (1914), who corroborated Scott’s ideas, discovered foreign erratics and moraines perched well above present sea level (up to 305 m) at Cape Royds and Ross Island (Fig. 1). From this they concluded that the “Great Ice Sheet” once extended approximately 320 km north of its present position. Later, Priestley (1923) discovered metamorphic and dioritic erratics resting on the basaltic rocks of Cape Adare. He inferred that the East Antarctic Ice Sheet (EAIS) once had flowed over and through the mountains of northern Victoria Land and onto the adjacent continental shelf, filling Robertson Bay (Fig. 1) with at least 300 m of ice. Stuiver et al. (1981) cite widespread occurrences of striated surfaces, erratics, and moraines, now located well above the present ice surface, as evidence for former expansion of the ice sheet in the Ross Sea region. The most widespread deposit is the “Ross Sea Drift,” perched 240 m to 610 m above present sea level.

Numerous radiocarbon dates obtained in the Ross Sea region indicate that the late Wisconsin glacial maximum occurred between 21,200 and 17,000 yrs. B.P. (Stuiver et al., 1981). During the glacial maximum, approximately 1,325 m of ice is believed to have been grounded in McMurdo Sound (Stuiver et al., 1981). This ice sheet pushed westward into the Dry Valleys, and grounded in Ross Sea to the edge of the continental shelf (Stuiver et al., 1981). Perched erratics, some resting at elevations of 320 m above present sea level, on Beaufort and Franklin Islands (Fig. 1), provide evidence that an ice sheet once extended onto the continental shelf. Alternatively, these erratics could represent ice-rafted deposits, placed prior to the uplift of the islands, which occurred after the initiation of ice-rafting in Ross Sea (Stuiver et al., 1981). Based on the continental record, the ice front began its retreat around 17,000 yrs. B.P. and reached its present position by 6,190 yrs. B.P. (Stuiver et al., 1981).
Figure 1. Geography and bathymetry of the Ross Sea. Also shown are locations of piston cores that have been examined in detail.
Arguments for a more extensive ice sheet in Ross Sea during the last glacial maximum have not gone uncontested. As early as 1921, Debenham argued that localized glacial expansions could explain the presence of raised moraines and erratics in the southern Victoria Land region. Mayewski (1975) mapped ancient moraines associated with Scott, Amundsen, Shackleton and Beardmore glaciers and concluded that they were deposited by a much thickened EAIS and that the grounding line of Ross Ice Shelf could have been located very near its present position during these events. Also, Whillans (1976) argued that the West Antarctic Ice Sheet (WAIS) probably varied little in size and dimensions during the last 30,000 years, based on glaciological arguments.

Drewry (1979) reviewed the evidence for ice sheet expansion onto the Ross Sea continental shelf during the last glacial maximum. He concluded that the grounding line of the ice sheet occurred only slightly seaward of its present position 18,000 years ago, but that the ice shelf might have extended over much of the continental shelf. His argument draws from the concept that a eustatic sea-level fall of greater than 120 to 130 m sustained over a period of 5,000 to 10,000 years must occur to fully ground the ice sheet. It is estimated that the maximum sea-level fall around Antarctica, caused by the late Wisconsin build-up of ice in the northern hemisphere, was only on the order of 75 to 100 meters (Lingle and Clark, 1979).

Marine Geological and Geophysical Evidence for an Expanded Ice Sheet

Results of Seismic Investigations
Listed below are some of the questions that high resolution seismic data allow us to address.

1) Are there geomorphological features on the sea floor which mark former grounding lines for the last glacial maximum? If so, how many grounding lines can be identified by this method and what do they imply about geographic, bathymetric and geological controls on the grounding line position?

2) Did the positions of the major ice streams shift significantly during the last few glacial cycles?

3) Are there geomorphological features on the shelf which provide clues to the dynamics and stability of the grounding line (i.e., the subglacial deltas of Alley et al., 1989)?

More miles of seismic reflection tracklines exist for Ross Sea than any other part of Antarctica. Data from earlier surveys consist mainly of sparker profiles, which are short and seldom tie (Fig. 2). More recent seismic surveys concentrate on examining the deep structure and stratigraphy of the region and utilized large air guns as the sound source. The stratigraphic resolution of this method is poor, so these data have limited value in addressing the problems outlined by the SeaRISE workshop participants.

The most recent seismic survey of the Ross Sea continental shelf was conducted during USAP 90 onboard the R/V Polar Duke (Fig. 3). Data acquisition employed a new sound source, a bubble-free air gun. These data provide greater stratigraphic resolution and greater aerial coverage than previously available for the region. Still, the resolution of these data falls short of that needed to address some of those questions related to the SeaRISE program.

A series of north-northeast to south-southeast oriented basins and ridges characterizes the bathymetry of Ross Sea (Fig. 1). These features extend beneath Ross Ice Shelf where they display a more northwest to southeast orientation (Drewry, 1983). Hughes (1977) observed that the linear basins of the Ross Sea shelf roughly correspond to the locations of modern ice streams at the grounding line of Ross Ice Shelf. Based on this observation, he argued that the linear basins of the shelf formed by accelerated glacial erosion beneath ice streams during a previous expansion of the WAIS. However, Vanney et al. (1981) argued that the basin and ridge topography of the Ross Sea shelf corresponds to the tectonic fabric of the shelf, hence these features may not necessarily
Figure 2. High resolution seismic tracklines for the Ross Sea (prior to 1990).
Figure 3. Polar Duke-USAP 90 seismic tracklines. These data were acquired using a new, high resolution seismic source, a bubble-free air gun. Highlighted portions of the tracklines are illustrated in the text.
be of glacial origin. Alternatively, we might infer that there is a geological control on the positions of ice streams.

During USAP 90, several east-west profiles were acquired across the shelf to address whether there is, or has been, a geological control on the position of ice streams in the Ross Sea region (Lines PD90-18, 22, 24, and 49, Fig. 3). These profiles show that large-scale cut-and-fill structures characterize the upper stratigraphic sequence (Fig. 4). The width to depth ratio of these scours mimics that of the modern ridge and basin topography, hence their interpretation as relict glacial troughs. The locations of these features on the shelf has varied through time and tectonic controls on trough positions is observed only in the western Ross Sea. Thus, modern troughs apparently mark the positions of former ice streams, as suggested by Hughes (1977), but the locations of these ice streams have changed with time and are not controlled by geological features on the shelf.

Early studies of seismic reflection records from the continental shelf led to the discovery of a widespread unconformity, the Ross Sea Unconformity (RSU), inferred to be a glacial erosional surface (Houtz and Davey, 1973; Karl et al., 1987). Efforts to date this unconformity yielded a range of dates (Kellogg et al., 1979, [18000 B.P.]; Savage and Ciesielski, 1983 [0.65 to 13.8 Ma]; Hayes and Frakes, 1975 [3 to 5 Ma]). A more recent examination of these same records led to the conclusion that the RSU represents an amalgamation of several erosional surfaces that cuts across different stratigraphic levels (Bartek, 1989), a conclusion supported by USAP 90 seismic records.

On the inner-most shelf, the RSU is a sea floor unconformity where acoustic basement outcrops all along the coast. There, conspicuous evidence for glacial erosion of the sea floor exists as glacial troughs (Shepard, 1931). These broad, deep submarine valleys, located offshore of outlet glaciers and ice streams, are U-shaped and foredeepened. The largest of these is Drygalski Trough (Fig. 5). This feature exists offshore of David Glacier where ice from East Antarctica flows through the Transantarctic Mountains. Seismic records across the trough provide evidence for several episodes of glacial erosion (Fig. 5).

Seismic reflection profiles also provide evidence of subglacial deposition on the shelf. Wong and Christoffel (1981) mapped one of the more spectacular examples of a morainal bank along the northern rim of Drygalski Trough. It is comprised of steeply dipping (to the north) reflectors which abruptly terminate at the southern flank of the trough (Fig. 5) and rests above the RSU. They interpreted this feature as a "delta moraine," and suggested that it marks the northern limit of Ross Ice Shelf during a previous glacial advance.

USGS profile 413 from the western Ross Sea (Karl et al., 1987) shows a wedge-shaped body of deposits which thickens to the north and has seaward dipping clinoforms at its northern end. Internal reflectors are discontinuous and hyperbolic reflectors characterize the upper surface (Fig. 6a). Similar features, recognized in seismic records acquired during Deep Freeze 87 and USAP 90 (Fig. 4), are identical to acoustically massive wedges described in high resolution seismic records from the southeastern Canadian shelf and interpreted as till tongues (King and Fader, 1986).

USAP 90 seismic profiles on the central and eastern portions of the continental shelf display several mound-like features with foreset beds (Fig. 6b). These features, interpreted tentatively as subglacial deltas (Bartek and Anderson, in press, a), possibly were produced by processes similar to those acting beneath Ice Stream B today (Alley et al., 1989). These features, best seen in seismic lines acquired perpendicular to the paleodrainage divides, rest on glacial erosional surfaces.

High resolution seismic records from the western Ross Sea (Deep Freeze 87) show a change in the character of near surface deposits from north to south within this area (Reid, 1989). The southern part of the area is characterized by intercutting erosional surfaces (former troughs), relatively high relief on individual reflectors, till tongues and morainal banks (Fig. 5).
Figure 4. Polar Duke-USAP 90 seismic line PD-90-49B showing broad-scale erosional surfaces, glacial troughs, and massive sediment bodies that are interpreted as "till tongues". See figure 3 for profile location.
Figure 5. Bathymetric map of Drygalski Trough. Seismic records from this feature provide evidence for several episodes of glacial erosion, as shown in profile D-D'. A large "morainal feature that rests above the upper-most unconformity is shown in interpreted seismic lines (l', J', and K') from the northwestern flank of the trough. Seismic lines from Wong and Christoffel, 1981.
Figure 6. A. USGS seismic profile 413 from the western Ross Sea showing wedge-shaped body (from Karl et al., 1987). This feature is similar to "till tongues" of the southeastern Canadian shelf as described by King and Fader (1986). B. USAP 90 seismic line PD90-51 showing a similar wedge-shaped body, interpreted as a possible subglacial delta. See figure 3 for profile location.
The northern part of the survey area shows generally flat, coherent reflectors separated by acoustically transparent zones. Relief on individual reflectors indicates a sea floor topography that is relatively broad and gentle, and without glacial troughs. Reid (1989) suggests that the boundary between these different seismic provinces marks the northern limit of an ice sheet grounding line during the late Wisconsin.

In summary, high resolution seismic reflection profiles from Ross Sea provide abundant evidence that ice sheets were grounded there on more than one occasion. However, most of these seismic data consist of sparker and air gun records, and the stratigraphic resolution obtained with these seismic sources is not adequate to address some of the questions raised in the SeaRISE workshop.

To address these questions, we must undertake systematic high resolution seismic surveys in which track lines are planned using available information about paleodrainage of the late Wisconsin ice sheet (discussed in the following section). These surveys should employ high frequency sound sources, such as small water guns and/or a Huntec system, in conjunction with side-scan sonar mapping. Holocene sediments on the Ross Sea continental shelf are relatively thin, therefore, subglacial features with greater than approximately 1 m relief will be detectable using side-scan sonar images.

Results of Sedimentologic and Petrographic Studies

Many piston cores have been collected from the Ross Sea continental shelf (Fig. 1). A number of investigators have examined these cores in an attempt to reconstruct the late Quaternary glacial setting (Fillon, 1975; Kellogg and Truesdale, 1979; Kellogg et al., 1979; Anderson et al., 1980, 1984; Domack et al., 1980; Edwards et al., 1987; Reid, 1989). In general, the late Pleistocene-Holocene stratigraphy of the shelf, revealed by these cores, consists of Holocene glacial marine sediments, reflecting a dominance of marine influence on sedimentation (Chrss and Frakes, 1972), resting on, and typically in sharp contact with, diamictons. These diamictons reflect the earlier influence of glacial processes on sedimentation (Kellogg et al., 1979; Anderson et al., 1980; 1984). A key question concerns the subglacial versus glacial marine origin of these diamictons. Fillon (1975) favored a glacial marine origin for these deposits, whereas Kellogg et al. (1979), Anderson et al. (1980; 1984), and Domack et al. (1980) argued in favor of a subglacial origin.

The evidence provided by Kellogg et al. (1979) for a subglacial origin of diamictons (their unit B) includes: 1) the widespread occurrence of this unit; 2) its compact nature and lack of sorting; and 3) the presence of reworked microfossils. Anderson et al. (1980; 1984) and Domack et al. (1980) re-examined these diamictons and added to the list of glacial criteria textural and mineralogic homogeneity of individual units, pebble fabric (relative to the vertical plane), and pebble shape. These combined criteria imply rapid deposition from basal debris zones, but do not allow us to conclude whether these diamictons were the products of subglacial sedimentation (basal tills) or resulted from deposition beneath an expanded ice shelf. Diamictons produced by sedimentation beneath ice shelves and by sediment mass movement are quite similar to those deposited by grounded ice (Kurtz and Anderson, 1979; Anderson et al., 1980, in press).

Diamictons from the Ross Sea shelf typically have shear strength values that exceed 2.5 kg/cm² (Anderson et al., 1980). Overcompaction implies subglacial deposition, but also can result from sediment overburden. Edwards et al. (1987) performed geotechnical tests on these diamictons and concluded that they were overcompacted, but the degree of overcompaction is minor and implies an ice sheet thickness only tens of meters greater than the water depth of the shelf. However, the piston cores Edwards and his colleagues examined penetrated only a short distance into the diamicton. Hence, they measured the physical properties of sediments deposited just prior to when the ice sheet decoupled from the sea floor.
One of the most crucial criteria for determining a subglacial and/or sub-ice shelf origin of diamictons involves petrographic analysis. Since the turn of the century, glacial geologist have utilized petrographic data (mineral and clast content of glacial deposits) to identify tills and determine the source area of these deposits. These studies allowed them to construct glacial paleodrainage maps. Basal tills and sub-ice shelf deposits should consist of fewer varieties of rocks and minerals than iceberg-rafted sediments, whose source area may be quite extensive. The provenance of the tills can be established where the geology of the source area is known. Domack (1982) demonstrated that glacial sediments from the continental shelf off Wilkes Land correlate positively with exposures of continental rocks. Results of diamicton studies on the Weddell Sea continental shelf (Anderson et al., in press), and in Marguerite Bay (Kennedy and Anderson, 1989) parallel the findings off Wilkes Land.

Anderson et al. (1984; submitted) summarize the results of petrographic analyses performed by Balshaw (1981), Myers, (1982), and Reid (1989) on four components of Ross Sea diamictons (rock clasts, coarse sands, heavy minerals, and clay minerals) and the glacial marine sediments that overlie them. Factor analysis was used to group diamictons of similar composition. When plotted on a map, the results of these petrographic analyses fall into seven provinces whose boundaries follow the northeast-southwest bathymetric trend of the shelf and provide the basis for a paleodrainage reconstruction for the late Wisconsinan ice sheet (Fig. 7). Truswell and Drewry (1984) examined reworked palynomorphs in diamictons from the central and eastern Ross Sea shelf and found distribution patterns broadly similar to our petrographic provinces. The paleodrainage map shown in Figure 7 also shows broad parallels with the paleodrainage map of Denton and Hughes (1981), however, the author hastens to emphasize that the actual number of cores examined from the eastern and central portions of the shelf was relatively small, and additional work is needed to better constrain the paleodrainage divides shown in Figure 7.

The most thorough petrographic and sedimentological studies of piston cores have been conducted in the western Ross Sea (Myers, 1982; Reid, 1989) and in McMurdo Sound (Bartek, 1989). Half (20) of the cores collected from the western Ross Sea shelf penetrated diamictons that bear all the characteristics of basal till. The other twenty cores penetrated either glacial marine sediments or sediment gravity flows. The latter deposits appear to thicken to the north and toward the coast and may overly basal tills in these areas. North of Coulman Island (Fig. 1) piston cores penetrated a wide range of glacial marine sediments, including carbonates, but no overcompacted diamictons. This suggests that the late Wisconsinan grounding line at one time existed at the approximate latitude of Coulman Island (Fig. 7, Reid, 1989). Diamictons from the southwestern Ross Sea separate into three petrographic provinces whose boundaries correspond to the northeast-southwest-oriented bathymetric features on the shelf (Fig. 7).

Piston cores from McMurdo Sound penetrated glacial marine sediments, diatomaceous muds, and a variety of sediment gravity flow deposits; the latter group consists of sediments derived from both Ross Island and the Dry Valleys (Bartek, 1989; Bartek and Anderson, in press, b). Basal tills were not collected, although absence of a lag deposit associated with unconformities penetrated in piston cores indicates that glacial ice caused erosion, instead of marine currents. Thus, piston cores from McMurdo Sound indicate a recent period of erosion followed by sedimentation of glacial marine sediments, with a large biogenic component (diatom frustules), and sediment gravity flow deposits. Anderson et al. (1984) suggest that the absence of tills in McMurdo Sound may imply that grounded, stagnant ice existed there during the late Wisconsin.

**Retreat of Ice Sheet from Continental Shelf**

Reid (1989) studied piston cores collected north and south of Coulman Island for purposes of reconstructing the glacial setting during and after the glacial maximum. He obtained radiocarbon dates between >35,510 B.P. and 17,390 +/- 500 B.P. for glacial marine deposits recovered in piston cores north of the island. Examination of these deposits and correlation with
Figure 7. Petrographic provinces for Late Wisconsinan basal tills of Ross Sea and reconstructed ice sheet grounding line.
cores acquired south of the island led to the conclusion that sediment deposition occurred seaward of a grounded ice sheet and that icebergs, not subglacial ice, delivered the sand and pebble-sized glacial debris to these sites. From this, he deduced that either an ice shelf was not present at the outer shelf, or the ice shelf retreated from this area rapidly. The presence of warm deep water currents impinging onto the shelf, similar to the situation today (Jacobs et al., 1985), may account for the absence of an ice shelf at the outer shelf.

The vast majority of piston cores from the central and eastern Ross Sea contain diamictons directly overlain by diatomaceous muds and oozes. A sharp contact separates these units, indicating that the change from subglacial sedimentation to hemipelagic sedimentation occurred rapidly. Grain size analysis of surface sediments reveals a strong pattern of lateral size grading in which sediments decrease in grain size and become more diatomaceous to the south. This may be due to an increase in water depth and a decrease in marine current energy in that direction, and reflects the present dominance of marine processes on sedimentation (Anderson et al., 1984; Dunbar et al., 1985).

Ledford-Hoffman et al. (1986) obtained Pb$^{210}$ sedimentation rates for diatomaceous sediments overlying diamictons in the southwestern Ross Sea, south of 75° S. These rates vary from less than 1 mm/y to 2.7 mm/y, and the thickness of these deposits varies from less than 10 cm to over two meters. If pelagic sedimentation began soon after the ice sheet withdrew from this portion of the shelf, and if these rates have remained relatively constant, the ice sheet retreated only a few thousand years B.P. These combined results suggest that the grounding line retreated rather slowly from north to south, or that it stabilized for some time at a position somewhere between Coulman Island and 75° S.

Leventer and Dunbar (in press) studied the more recent glacial and sea ice history of the McMurdo Sound region. They recognize a pattern in which the extent and/or duration of coastal polynyas increased during the Little Ice Age. They attribute this pattern to colder air temperatures and more persistent winds.

In summary, tills recovered in piston cores from the Ross Sea continental shelf indicate widespread grounding of the ice sheet during the last glacial maximum. Core coverage in the eastern and central Ross Sea is too sparse to allow detailed reconstruction of grounding line positions and paleodrainage on the shelf during the last glacial maximum. Core coverage is better in the western Ross Sea and the glacial setting during the late Wisconsin is better known, but the history of ice sheet retreat from the shelf remains problematic. What is needed is the acquisition of core transects extending from the front of Ross Ice Shelf to the edge of the continental shelf. An additional transect should extend east-west across the shelf to allow the reconstruction of paleodrainage in the region. These cores, if acquired in conjunction with high resolution seismic records (3.5 KHz and small water gun or Huntec) should assure stratigraphic integrity; USAP 90 seismic records from the region show several unconformities in the upper sediment column. In addition, side-scan sonar profiles may provide a direct record of subglacial features and can be used to avoid sampling areas subject to intense iceberg scour.

Detailed radiometric work may help to constrain the timing of ice sheet retreat from the shelf; this requires age control on the glacial marine sediments directly overlying tills. Reliable radiometric dates have been obtained for diatomaceous sediments of the Wilkes Land continental shelf (Domack et al., 1989) and for Prydz Bay (Domack and Jull, in press) using the tandem accelerator method.

**DEFINING THE CONDITIONS DURING AN EXTREME GLACIAL MINIMUM**

One question that remains unresolved in the late Quaternary glacial history of Ross Sea concerns the extent of grounded and floating ice over the continental shelf during a glacial minimum. This is an important problem; it bears on whether the ice sheet and ice shelf could
experience further retreat before reaching a stable configuration, as suggested by Hughes (1973).

The global isotopic and sea-level record provides little information with regard to this question. The oxygen isotope record for the world ocean provides evidence that global temperatures and/or ice volume during Pleistocene interglacials were close to, and potentially less than, those of the present (Imbrie et al., 1984). Sea-level curves for the late Pleistocene indicate that sea level approximately 120,000 yrs. B.P. was a few meters higher than that of the present day (Kendall and Lerche, 1988).

The geological approach to this problem involves drilling through the ice shelf and searching for evidence that open marine conditions existed there during previous interglacials. This is not a "fool-proof" method; the ice sheet undoubtedly has removed older Pleistocene deposits during the late Wisconsin advance. The sediments recovered at RISP J 9 include abundant diatoms, implying open marine conditions. However, the age of these sediments remains the subject of considerable debate. One group of scientists contends that there was no recovery of Plio-Pleistocene sediments (Harwood et al., 1989) while the other group argues that Pleistocene diatoms were sampled and their presence implies open marine conditions at this site, perhaps as recently as 18,000 to 20,000 yrs. B.P. (Kellogg and Kellogg, 1986). It remains unclear whether paleontological resolution is at a stage where Pleistocene deposits will be recognized if they are recovered. Clearly, more work must be undertaken to resolve this problem.

NATURE OF THE HOLOCENE SEA LEVEL RISE

In his summary of Holocene sea-level curves, Kidson (1982) describes two schools of thought which concern the nature of sea-level rise since the late Wisconsinan glacial maximum. One, which he calls the Shepard school, includes those who favor a more or less continuous rise in sea level since about 18,000 B.P.. The other, the Fairbridge school, includes those workers who favor a more episodic post glacial rise in sea level. To some degree this controversy stems from a lack of prior knowledge of hydro-isostatic and geoidal influences, which results in non-uniform changes in sea-level in different parts of the world (Peltier, 1980). Some early attempts to establish sea level curves using data gathered from different portions of the globe (i.e. Fairbridge, 1961) resulted in step-like curves (Fig. 8) that may simply be an artifact of these effects (Kidson, 1982). On the other hand, some curves for specific regions, such as those from the New Zealand and Australian shelves (Carter et al., 1986) and the Gulf of Mexico shelf (Fig. 9), provide evidence of episodic rises in sea level.

In part, the episodic sea-level school of thought has suffered from the lack of a mechanism that could explain the rapid rises indicated by some curves. For example, data from the Gulf of Mexico (Rehkemper, 1969; Nelson and Bray, 1970; Frazier, 1974, Fig. 9) indicate rapid rises in sea level of as much as 3 to 5 cm/yr. Mass wasting of marine ice sheets is the most plausible mechanism for such rapid changes.

Geochemical and Stratigraphic Proxies for Examining Deglaciation Mechanisms

The stratigraphy of continental shelves and the geochemical record of deep-sea sediments provide two indirect methods for investigating the nature of deglaciation and sea-level rise, as opposed to directly measuring the decrease in ice volume in the polar regions. Detailed $\delta^{18}O$ stratigraphy from deep sea cores suggest the late Wisconsinan-Holocene deglaciation proceeded in steps or "terminations" (as many as three have been proposed; Ruddiman and Duplessy, 1985) which may reflect periods of rapid introduction of $^{16}O$ enriched water to the oceans and/or cooling of the oceans (Chappell and Shackleton, 1986). The use of the $\delta^{18}O$ signature as a proxy for ice volume is not accepted unreservedly because the temperature effect alone could account for the terminations observed (Ruddiman, 1987). These terminations represent changes of 0.5 $\delta^{18}O$ and
Figure 8. Compilation of Holocene sea level curves from various global locations. Curve shapes reflect the two major schools of thought regarding the nature of the latest transgression: smooth and continuous versus stepped and discontinuous (from Belknap and Kraft, 1977).
could translate to a sea-level rise on the order of 35 m (the total glacial to interglacial response is $1.5 \delta^{18}O$ for $= 100$ m of sea-level rise). In comparison, the theoretical sea level response of a single marine ice sheet decoupling event is on the order of 5 to 10 m, which corresponds to .05 to .10 $\delta^{18}O$, a magnitude of change that is near or below instrument resolution. Therefore, the $\delta^{18}O$ record is not at this time a practical method for either documenting or disproving the occurrence of high-frequency, low-amplitude sea-level changes. Given this, the stratigraphic record on continental shelves provides the best hope for obtaining the high resolution sea level record needed to address the questions raised by SeaRISE.

Conventionally, sea level curves have been inferred from the age and altitude relationship of sequential shoreline features. A problem with this approach is that transgressive stratigraphy is not due solely to rising sea-level, but can also result from decreased sedimentation rate or increased subsidence rate. To constrain the variables of sedimentation and subsidence rates one should compare the sea-level records from a variety of coastal settings.

Another method for obtaining sea level-curves involves analysis of faunal and floral assemblage changes in carbonate sequences for evidence of changing water depth. This method has recently been used in coastal exposures of Barbados with good success (Fairbanks, 1990). If this method is to be applied to address the questions of SeaRISE, water depth resolution must be improved to a few meters.

Research describing the effects of hydro-isostasy and geoidal influences has led to the consideration of late Wisconsinan-Holocene sea-level curves as regional phenomena (Peltier, 1980; Kidson, 1982), thereby discounting the use of regional sea-level curves as a eustatic indicator. However, the duration of an ice-sheet decoupling/sea-level rise event may be only several hundred years (Clark and Lingle, 1979; Thomas and Bentley, 1978), whereas the viscous response time of hydro-isostasy is several thousand years (Peltier, 1980). Furthermore, Carter et al. (1986) suggest that in middle to low latitude regions correlation by altitude alone is possible, because hydro- and glacio-isostatic effects will be negligible there. This is especially true during the period from 18,000 to 6,000 yrs. B.P.; for according to viscous mantle response models (Peltier, 1980; Clark et al., 1986), most of the differential sea-level behavior occurs only after deglaciation is complete. It is probable then, that high-frequency, low-amplitude sea-

Figure 9. Holocene sea level curves for the Gulf of Mexico region, which interpreted the transgression as proceeding in a series of rises and stillstands.
level rises due to marine ice-sheet decoupling may be superimposed on the gradual changes in sea level associated with climatic warming and isostatic adjustment. The question is, how do we obtain sea-level curves that are accurate enough to show whether such changes have occurred?

Thomas (1990) and Anderson and Thomas (in press) contend that there is a pattern of episodic sea-level rise worldwide that transcends the six zones of sea-level response (due to viscous mantle behavior) as defined by Peltier (1980). They cite examples of sea-level curves from around the globe that provide evidence for rapid, episodic rises and argue that a pattern for global correlation of such events is emerging. For example, Tooley (1978) found evidence for a 5 m rise that occurred between 7,800 and 7,600 yr B.P., which he attributed to collapse of the Laurentide ice sheet. Carter et al. (1986) documented periods of rapidly rising sea level throughout the last transgression based on studies conducted in Australia and New Zealand. Also, an episodic relative sea-level rise constitutes the favored model for the late Wisconsinan-Holocene transgression in the Gulf of Mexico region (Frazier, 1974; Penland et al., 1990). The problem is that the methods used to derive these curves generally are not capable of resolving low amplitude changes of the scale caused by rapid mass wasting of marine ice sheets. Furthermore, most of the curves shown in Figure 8 rely on radiometric ages of either shell material dredged from banks or peats collected in cores. The assumption that these are shoreline deposits is, more often than not, poorly supported. Thomas (1990) demonstrates that these curves are in error in the case of the Gulf of Mexico (Fig. 9).

A key obstacle to acquiring high resolution sea-level curves from clastic shelves stems from the fact that Holocene deposits on continental shelves are characteristically thin (generally less than 1 m) and almost always reworked by marine organisms and/or marine processes (Curray, 1960). Thick, undisturbed Holocene strata are required to develop reliable sea-level curves. Belknap and Kraft (1981) contend that a very good record of the late Wisconsinan-Holocene transgression is preserved within incised valley-fill deposits, which escape the effects of shoreface erosion. Thus, these sequences are thick (generally tens of meters) and complete. Because they are thick, these sequences provide the only opportunity for obtaining the high resolution seismic records needed to document shoreline changes.

Ongoing research on the north Texas shelf is aimed specifically at examining the stratigraphic record for rapid, episodic sea-level events (Thomas and Anderson, 1988; Thomas, 1990; Anderson and Thomas, in press). This study focuses on the Trinity/Sabine valley system. High resolution seismic data from the incised valley system, integrated with lithologic data from piston cores, vibracores, and oil industry geotechnical boring descriptions, allow the mapping of estuarine and coastal systems that occupy the valley (Fig. 10). Sea-level stillstands are inferred from paired upper-bay marsh and tidal-inlet estuarine systems (Fig. 11). So far, three such systems, at -14 m, -20 m, and -29 m, have been defined seismically. Large sand bodies, associated with the tidal complexes, most likely were coeval shoreline deposits; however, the shoreline sands (used to recreate sea-level history in the Gulf of Mexico; Curay, 1960; Nelson and Bray, 1970; and Frazier, 1974) were reworked and moved landward. Rapid rises in sea level are manifested in the form of back-stepping parasequences (Fig. 11) which reflect times when fluvial/estuarine/marine systems transgressed tens of kilometers up valley along virtually flat surfaces. It was during these rapid rises that coastal barriers were overstepped to create offshore sand bodies.

The next step in this investigation will be to acquire cores from units that will provide radiometric dates for these sea-level events. But before these events can be accepted as global in scale, they must be correlated with records from similar studies in other parts of the world. An added bonus from such studies is that they provide a record of the impact that rapid sea-level changes have had on coasts and estuaries. Perhaps accurate dating of decoupling events in the Arctic or Antarctic will permit direct correlation of cause and effect. SeaRISE may provide such data.
Figure 10. Example of associated seismic facies and lithofacies used to study the sea level record of the Trinity/Sabine incised valley. The interpreted seismic record at the top (a) shows a valley fill sequence formed during the slow rise/still stand of the past 2500 years. Note that fluvial deposits are overlain by estuarine deposits and these, in turn, are overlain by tidal inlet/flood tidal delta deposits. The interpreted seismic record at the bottom (b) was acquired in the offshore Sabine Valley and within a segment of the valley where rapid flooding took place. This is indicated by the absence of tidal inlet/flood tidal delta facies and by seismic records collected up the valley axis and through the location of this profile that show a back-stepping parasequence boundary between the estuarine and marine deposits. WD = water depth; RAV = ravinement surface; MB = middle bay; FS = flooding surface; UB = upper bay; BL = bay line; FW Swamp = fresh water swamp; SB2 = sequence boundary 2.
Figure 11. Model depicting the method used to measure sea level changes from high resolution seismic records (from Thomas, 1990). During still stands and slow rises, paired bay-head delta/flood tidal delta-tidal inlet facies develop. During rapid rises, these systems are overstepped and the flooding surface is manifested as a back-stepping parasequence boundary.
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Ice Cores and SeaRISE--What We Do (and Don’t) Know
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ABSTRACT. Ice-core analyses are needed in SeaRISE to learn what the West Antarctic ice sheet and other marine ice sheets were like in the past, what climate changes led to their present states, and how they behave. The major results of interest to SeaRISE from previous ice-core analyses in West Antarctica are that the end of the last ice age caused temperature and accumulation-rate increases in inland regions, leading to ice-sheet thickening followed by thinning to the present.

INTRODUCTION.

The goal of SeaRISE is to make predictions of marine-ice-sheet changes and any contribution they may make to changes in global sea level, based on scenarios of the future produced by other global-change research. For example, a scenario might be “If humans burn all of the known oil and coal reserves on the planet over the next 100 years and raise the global temperature 5°C”, and the prediction might be “then the West Antarctic ice sheet (WAIS) will collapse, raising global sea level 6 m in 200 a”. Different scenarios might lead to different predictions.

The predictions must be made with models—simplified representations of the real marine-ice-sheet system. All models, whether numerical, analytic, or analog, share certain features. These features include a description or representation of how the system being modeled behaves (governing equations in a numerical model), what the system is like at some time (initial conditions), and what is done to it by things outside (boundary conditions).

In addition, for a model to be useful, it must be tested or validated. For earth processes that occur over decades or centuries, the only practical way to test a model is against data from the past: if the model can start from some former conditions and, using past forcings, predict the present state (or if the model can “retrodict” past states), then we can place some confidence in its ability to predict the future.

In building the SeaRISE model(s), ice cores are critical for learning ice-sheet history for validation, and play an important role in learning the governing equations and even the initial conditions. Isotopic, trace-element and total-gas analyses of ice cores contribute primarily to the history, and physical-property measurements provide information on the governing equations. In addition, the borehole left by core recovery is valuable for extracting history and initial conditions from ice temperatures, learning governing equations from borehole deformation and logging, and gaining access to the bed for further studies.

Here, I briefly review what is known, and not known, about marine ice sheets (primarily the WAIS) based on ice-core measurements. I provide some literature citations to
guide the interested reader, but make no attempt to present a fully referenced review. In
order, I discuss ice-core contributions to learning ice-sheet history (global record, surface
temperature, accumulation rate, surface elevation, and other information), current condi-
tions, and governing equations, and I conclude with an editorial on what further studies
are needed for SeaRISE.

**ICE-SHEET HISTORY.**

*THE GLOBAL RECORD.*

An ice core records both local and global events. Of these, local events are more
valuable to SeaRISE, but the global signal may be of greater interest to the broader
scientific community.

Probably the most notable result from ice-core research has been the demonstration
that the ice-age atmosphere contained less CO\(_2\) and CH\(_4\), and more dust, than the modern
atmosphere (Thompson and others, 1981; Lorius and others, 1989; Chappellaz and others,
1990). Reduction of these greenhouse gases, and increase of dust, would have tended to
cool the planet, contributing to the low ice-age temperatures (Harvey, 1988). The changes
may have been startlingly rapid, although ice flow has caused at least some of the changes
to appear more rapid than they actually were (Staffelbach and others, 1988).

These and similar results place significant constraints on global climate models, and
provide important clues to the past operation of the global climate system. To the extent
that marine ice sheets are embedded in the world climate, these results are useful in deter-
mining ice-sheet history. However, they are unlikely to be of direct, primary importance
to SeaRISE.

*TEMPERATURE.*

Of greater interest to SeaRISE are ice-core analyses for more local effects: near-
surface temperature, net snow accumulation, and ice-surface elevation. These require
measurement of isotopes, total gas content, physical properties, and annually varying pro-
properties in ice cores, combined with borehole measurements, atmospheric and oceanic
modeling, and ice-flow modeling.

For temperatures, the most useful information for SeaRISE is the history of the
near-surface snow temperature (the 10-m temperature), not the air temperature. The rate
of ice deformation is known to increase exponentially with the ice temperature, which
changes over climatic cycles. The rate at which changes in 10-m temperature propagate
into the ice and affect its flow is readily calculated if the flow pattern is known, so the
10-m temperature provides a useful boundary condition for ice-flow modeling. The 10-m
temperature may differ from the mean annual near-surface air temperature by a few tenths
of a degree to a few degrees, however, depending on radiative conditions, wind pumping,
rates of sublimation, and other factors that are difficult to model or measure, and that may
have changed over time (Paterson, 1981, ch. 10). (Much is known about these processes,
but we cannot calculate the difference between air and snow temperatures from first prin-
ciples, nor can we estimate how it has changed with time.)
The only direct sensor of past 10-m temperatures is the physical temperature of the ice today, and of underlying bedrock if the ice is frozen to its bed. Any change in snow temperature moves downward into the ice sheet by conduction and ice flow. If the ice flow, heat sources, and thermal properties of ice are known, then the steady-state temperature profile in ice can be calculated. Deviations of measured temperatures from the steady-state profile represent climatic changes, with the age of the changes increasing with the depth of the deviations in the ice.

Because of thermal diffusion, the deviation of measured temperature from steady state caused by a surface-temperature change decreases in amplitude but spreads over a greater depth range with increasing age, and eventually becomes too small to measure or overlaps perturbations of similar age and ceases to be recognizable. Thus, whereas seasonal cycles of the last year or two are evident in temperature records from the upper few meters, events thousands of years old had to persist for hundreds of years to be recognizable in temperature records today.

Measurement of ice temperatures to 0.01°C or better is possible once a hole exists and has equilibrated with the surrounding ice, and such accuracy is needed for paleoclimatic interpretation. Such accuracies are difficult to achieve from thermistor strings frozen into holes melted with hot water, owing to thermistor drift and freeze-in pressure. Hot-water drilling combined with antifreeze and casing could be developed to allow temperature measurements without core drilling (G. Clow, private communication, 1990), but the only proven method today for accurate, deep measurements is to utilize a hole left by ice-core drilling.

Most earlier workers have tested whether the ice-temperature record is consistent with some assumed history of near-surface snow temperatures, by using that assumed history to drive a forward model of ice temperature and asking whether this explained most of the variance between observed and steady-state model profiles (within unspecified but rather broad error limits; e.g. Johnsen, 1977). The assumed history may be derived from isotope records or a variety of regional proxy records and may be adjusted in a more-or-less ad hoc method to optimize the fit between model and observed profiles (e.g. Fig. A; Alley and Koci, 1990). A better approach is to use inverse theory, a technique that allows determination of that surface-temperature history (or histories?) most consistent with the observed temperature profile, and that is independent of other proxy records (MacAyeal and others, in review).

The major results of borehole temperature analyses to date have been to demonstrate the basic correctness of isotopic or other proxy records (e.g. Dahl-Jensen and Johnsen, 1986), and to provide information on ice-flow patterns (Bolzan, 1985). It certainly should be possible to obtain better results from new temperature records and from re-analysis of previously measured temperatures, using the more-sophisticated analysis tools now under development. The major drawbacks in use of modern ice temperatures to infer past 10-m temperatures are: 1) ice dynamics and past accumulation rates must be known to calculate temperature profiles for comparison with measured data; 2) the method lacks high resolution for old events; and 3) analyses to date have not been optimized.

An independent method to infer past temperatures, and the method that has been used most widely, is to calculate the temperatures from measurements of oxygen- or
hydrogen-isotope ratios in ice cores.

The isotopic composition of snowfall depends on: the composition of the source waters; the degree of equilibrium and nonequilibrium isotopic fractionation during evaporation from the source; the amount of water-vapor removal and the temperature history of that removal prior to formation of the precipitation of interest; and the condensation temperature of the precipitation of interest. If the source and atmospheric-path terms are known, then the isotopic composition gives the condensation temperature for the snowfall. Assuming further that the condensation temperature changes in the same way over time as the near-surface air temperature, the isotopic composition is a proxy for the air temperature (Robin and Johnsen, 1983). Finally, if snow drifting is limited, if sublimation following deposition does not change the isotopic composition (except perhaps by diffusional smoothing of annual signals), if the seasonality of precipitation does not change over time, and if the source of the ice in a core can be determined from ice-flow calculations (Fig. B), then the isotopic composition of the ice in a core provides the near-surface air temperature when and where that ice was deposited, which can be taken as a proxy for the 10-m temperature (with the further uncertainties about offset between snow and air temperatures, as discussed above).

The major advantages of this method of paleothermometry over ice-temperature measurements are that the isotopes have much higher resolution (isotopic diffusion does smooth the record with time, but this smoothing is some orders of magnitude slower than the smoothing of the physical temperature record), and that the isotope records from central regions of ice sheets are nearly independent of ice flow, unlike physical temperature records. The major disadvantage is the indirect nature of the measurement: source compositions, evaporation fractionations, condensation histories, offsets between condensation and near-surface air temperatures, diagenetic changes, and offsets between near-surface air temperatures and 10-m temperatures all must be known to provide the glaciologically significant boundary condition.

The situation is not quite so bleak as this may sound. Temperature histories inferred from isotopes are broadly consistent with those from ice temperatures. Isotopic analyses of marine fossils constrain changes of the isotopic composition of oceanic source regions (although with some uncertainty introduced by oceanic temperature changes; Shackelton, 1983). Combined analysis of hydrogen and oxygen isotopes in ice cores provides information on isotopic fractionation during evaporation from the oceans (Jouzel and others, 1982). Atmospheric modeling, including modeling with general circulation models (GCMs), helps estimate isotopic changes prior to the snowfall of interest (Jouzel and others, 1987).

Modern studies show a good correlation between mean annual isotopic composition of snowfall and mean annual near-surface air temperature at a site (Lorius, 1983). This correlation generally is used to convert isotopic compositions to paleotemperatures, thus avoiding the need to calculate path effects from first principles. However, one study comparing isotopic compositions to instrumental records and site temperatures in the Antarctic Peninsula found that the correlation of site temperature with isotopic composition at the present time has a significantly different slope than the correlation between temperature and isotopic composition over time at a site (Peel and others, 1988). Also, if a given isotopic composition is found in Marie Byrd Land in West Antarctica, it indicates a
temperature about 10°C warmer than if found in most of East Antarctica (Fig. C, D; Lorius, 1983). The reasons for this difference are not understood fully, so we cannot tell whether it has been maintained over time. These difficulties may not affect interpretation of East Antarctic records, but are a concern in West Antarctica.

If we wish to obtain paleotemperatures from isotopes with accuracy at the 1 or 2°C level, then there is a clear need for improved coupled ocean-atmosphere-sea ice modeling with explicit treatment of oxygen and hydrogen isotopes to learn how climatic factors have affected the isotope-air temperature relation. Further surveys of near-surface isotopic compositions in West Antarctica would be useful. Detailed studies of the processes causing isotopic fractionation are needed. Also, the relation between near-surface air temperature and 10-m snow temperature must be investigated systematically.

Despite the numerous weaknesses, isotopes are generally accepted as the primary paleothermometer for ice sheets, and have provided much of our present knowledge of past temperatures. They indicate that, during the height of the last ice age, surface temperatures in central regions of East and West Antarctica were 5 to 10°C colder than today (Fig. E; Jouzel and others, 1989), with perhaps 10 to 15°C cooling in Greenland (Dansgaard and Oeschger, 1989), and that warming to near modern values occurred over roughly 5000 years in the range of 15,000 to 10,000 years ago. Since this deglacial warming, temperature oscillations have been in the 1 to 2°C range if averaged over more than a few years. Very good isotopic time series are available from a few places (e.g. Mosley-Thompson and others, 1990; Grootes and others, 1990), although the regional coherence and even the climatologic or meteorologic significance of the observed postglacial oscillations are questionable (Benoist and others, 1982; Grootes and others, 1990).

**ACCUMULATION RATE.**

The second major forcing on ice sheets is net accumulation (or ablation). For the grounded part of the West Antarctic ice sheet, and for most of the East Antarctic and Greenland ice sheets, this is dominated by the surface snowfall. Analysis of ice cores is the only reasonably direct way we have to learn past accumulation, although climate modeling can provide important information and should be pursued.

Net snowfall can be determined from ice cores by measuring annual layer thicknesses and correcting for ice flow, by using flow models to estimate accumulation rates needed to produce observed ice-temperature profiles or surface-elevation histories, or by measuring dilution of some trace constituent with known deposition or production rate. Of these, the methods combining flow modeling with ice-core analyses have been the most practical, but improved resolution from dilution techniques would allow us to learn accumulation independent of ice flow and to use the other techniques to determine ice-flow patterns better.

Many parameters that can be measured in ice cores vary with an annual signal, including various trace chemicals, physical properties, dust, and isotopes (Hammer, 1989). Layer thinning eventually renders all of these methods unusable in ice, and diffusion affects some of them and limits their utility. For isotopes and hydrogen peroxide, an accumulation rate of about 20 cm/a ice or more is needed to allow annual signals to survive diffusion in snow and firn and reach the ice, where diffusion is slower and the signal
can be recognized for hundreds or thousands of years (Johnsen and Robin, 1983).

Annual layers have been counted continuously from the surface for several thousand years in Greenland (Dansgaard and Oeschger, 1989), for about 2000 years in East Antarctica (Mosley-Thompson and Thompson, 1982 for 911 years; A.J. Gow, pers. comm., 1990 for 2000 years), and for several hundred years in West Antarctica (Gow, 1968), and older and deeper annual layers have been recognized, although the tedious job of measuring all of the annual layers down to these deeper levels has not been done. Microparticles offer the greatest opportunity for recognizing annual layers in deep and old ice, because they are negligibly affected by diffusion.

The annual-layer thickness provides the accumulation rate only if corrected for density and ice flow. Density is measured easily, and ice flow is relatively well known in the upper half of an ice sheet, especially away from ice divides, so that past accumulation rates can be learned quite accurately for recent times if accumulation rates are high enough to produce annual layers. However, ice flow complicates absolute determination of accumulation rates from deeper ice.

Ice-flow modeling combined with ice-core data can contribute to learning past accumulation rates in other ways. The temperature-depth relation in ice depends on the accumulation rate as well as the surface temperature, and changes in accumulation rate can be estimated by jointly determining the accumulation-rate and surface-temperature histories needed in models to match observed temperature profiles (e.g. Dahl-Jensen and Johnsen, 1986). Similarly, accumulation rate helps control ice-sheet thickness and surface elevation. Past accumulation rates can be estimated by determining the history needed in ice-flow models to match changes in ice-sheet elevation estimated from total-gas-content measurements (see below).

The other direct method of determining accumulation rates from ice-core measurements is to measure dilutions. This technique is in its infancy, but could prove quite useful if developed successfully. The basic idea is that certain trace constituents are deposited on the ice sheet or formed near the surface of the ice sheet at a rate independent of time. If the annual accumulation of snow is large, then the concentration of the trace constituent is low, but if the annual accumulation of snow is small, then the trace constituent is more concentrated. One such constituent is $^{10}\text{Be}$, which is a cosmogenic isotope with a short atmospheric residence time. With certain exceptions, it is believed that production and deposition rates have been nearly constant over time, allowing changes in snow accumulation to be inferred from concentration changes of $^{10}\text{Be}$ measured in ice cores (Raisbeck and others, 1987).

An indirect method to estimate past accumulation rates is used more often than any of these more-direct methods. At present, net snow accumulation on the East Antarctic ice sheet is inversely correlated with mean annual temperature, in the way that would be expected if accumulation were controlled by the saturation vapor pressure of the air. If it is assumed that saturation vapor pressure of precipitating air masses is correlated with near-surface air temperature and controls mean accumulation rate, then the accumulation rate can be calculated from the surface temperature, which is estimated from isotopes or ice temperatures (Robin, 1977).
Such an approach obviously has certain drawbacks. For example, in the modern world snowfall increases with increasing temperature in central East Antarctica on a mean annual basis, but most snowfall in Antarctica occurs in the winter when it is cold (Bromwich, 1988). In West Antarctica even the mean-annual correlation does not work well in places--Byrd Station is about 1.5°C colder than the Siple Coast, but has almost twice the net accumulation of the Siple Coast (probably owing in part to the anomalously low elevation of the Siple Coast; Robin, 1983; Alley and Bentley, 1988; Whillans and Bindschadler, 1988). Indeed, the variability in accumulation rate for a given temperature in Antarctica approaches an order of magnitude, even if the blue-ice ablation zones are excluded (Robin, 1977). Clearly, physically based atmospheric modeling is needed to test or replace this simple correlation model.

Despite all of the problems of the different methods of inferring past accumulation rates, they do achieve some degree of internal consistency. The temperature-accumulation relation and $^{10}$Be produce similar estimates of accumulation during the last ice age in central East Antarctica (Jouzel and others, 1989). In south-central Greenland, model attempts to match the measured physical temperature of the ice require a glacial-interglacial accumulation change similar to that estimated from $^{10}$Be, coupled with a temperature change similar to that indicated by isotopes (Dansgaard and Oeschger, 1989). For West Antarctica, changes in surface elevation inferred from measurements of total gas content on the Byrd core indicate a deglacial thickening such as would be produced by a significant increase in accumulation rate (Whillans, 1981; Raynaud and Whillans, 1982), similar to that estimated from layer thicknesses measured by electrical conductivity (Hammert and others, 1985) and estimated from temperature change. In each case, accumulation apparently increased significantly at the end of the last ice age (by about a factor of two, with large error bars). Following this deglacial transition, accumulation seems to have shown relatively small oscillations around a Holocene mean (e.g. Clausen and others, 1988).

Because the most commonly used technique for estimating accumulation rates on glacial-interglacial time scales is to estimate temperature from isotopes, and to estimate accumulation from temperature, we are left with less confidence in our knowledge of accumulation rates than in our knowledge of temperatures. One alternative approach would be to develop good atmospheric models for the ice sheet. If we can determine surface elevations and surface temperatures from ice cores, and use these to constrain atmospheric models, then the models can (in principle) estimate snowfall rates. A second approach would be to accelerate continuing work on the dilution techniques.

A third approach would be to improve the coupling of ice-flow models and ice-core observations. The ice temperature, ice thickness, and form and thickness of layers in the ice depend on the way the ice flows, and on the past surface temperature and accumulation rate (among other factors). A fully coupled model, if used with appropriate inverse techniques, should be able to reveal those combinations of temperature history, accumulation history, and ice-flow parameters that best match the modern state of the ice sheet. The hope is that the result of such a model, constrained by independent data, would yield a unique ice-sheet history. Care must be taken to avoid circularity in such an exercise: we seek paleoclimatic data to test ice-sheet models, but if we use all the data in developing the models, they no longer are testable. Thus, some subset of the data should be held out from model development for testing.
All of these approaches for learning past accumulation rates more accurately merit study. Of them, development of improved models for polar precipitation, and development of coupled ice-flow/ice-core models, seem especially suited for an interdisciplinary program such as SeaRISE.

**ICE-SURFACE ELEVATION.**

The third major element of ice-sheet history that can be derived from ice-core analysis is surface elevation, and from surface elevation, ice-sheet thickness. Total gas content of the ice is the best measure here, although isotopes also are useful.

In the modern world, the volume of air bubbles per unit volume of ice trapped by the transformation of snow to ice without melting is observed to be a weak function of mean annual temperature and appears to be independent of accumulation rate. From the perfect gas law and this known relation between temperature and bubble volume, the number of air molecules trapped in unit volume of ice yields the air pressure at pore close-off. Because air pressure decreases with increasing elevation, the calculated air pressure can be used to infer past elevations of pore close-off. Further, ice-surface elevations are believed to undergo larger and more-rapid changes than any changes in the depth of pore close-off below the surface, so changes in total gas content are used to estimate changes in surface elevation (Raynaud, 1983).

The method is subject to some uncertainty, of course. The total gas content varies between closely spaced samples, probably indicating seasonal or other changes in the snow density (for example, close-off of a high-density layer may effectively seal a deeper layer with lower density in which pores are still open internally; Raynaud and Whillans, 1982). The measurements must be corrected for ice flow. The relation between air pressure and elevation can be changed meteorologically (e.g. by a change from a consistently low-pressure to a consistently high-pressure region). Elevations and atmospheric pressures are referenced to sea level, which moves up and down significantly on glacial-interglacial time scales. In addition, we lack a physical understanding of the process of pore close-off and the observed volume-temperature relation, so we lack a strong basis for assuming that the relation has not changed over time, especially when extrapolating the relation to ice-age conditions of temperature and accumulation rate that do not exist on earth today.

The data obtained by this method are, in general, consistent with inferences from ice-flow modeling, glacial geology, and other ice-core techniques. For example, data from Camp Century in Greenland show that old ice originated at a higher altitude than the modern surface at this near-coastal site (Budd and Young, 1983). Glacial-geological evidence from along the Greenlandic coast shows that the ice sheet was advanced during the last ice age, and ice-flow modeling shows that such an advance probably would cause inland ice deposited at a higher elevation to flow through Camp Century, which now is a local center of ice outflow. In East Antarctica, data from Vostok indicate that the ice sheet was thicker during interglacials than during glacials (Raynaud and others, 1987). This is expected from ice-flow modeling, if reconstructed surface-temperature and accumulation-rate histories are accurate (Whillans, 1981).

Preliminary results from Vostok seemed to show that the ice sheet thickened more rapidly during deglaciation than the reconstructed accumulation rate (Raynaud and others,
1987), and this has been used in informal discussions (e.g. at the first SeaRISE workshop) to argue that total-gas measurements are not reliable. However, the data and interpretations are not yet published, and were not finished at the time they were presented. Moreover, the reconstructed ice-age conditions of low temperature and accumulation rate at Vostok are not duplicated on earth today, requiring an extrapolation rather than interpolation of the modern temperature-volume relation, and introducing greater uncertainty. Finally, there are real questions about how the pressure field over Antarctica varied during the last ice age, questions that should be addressed by atmospheric (or polar environmental) modeling. Pending further data, it does appear that total-gas-content measurements provide useful information on past ice-surface elevations, but further research directed to solving ice-dynamical problems clearly is warranted.

An independent approach is based on analysis of isotopic data (Grootes and Stuiver, 1986; 1987). After correction for source and path effects and ice flow, an isotopic shift in an ice core can be interpreted as a temperature change at a site. That temperature change can be decomposed into two components: a climatic change and an elevation change. If the climatic change can be inferred in some manner (e.g. by measuring the isotopic shift at a location where models or other data show that elevation changes were small, and assuming regional coherence of the climatic change), then subtracting the climatic from the total temperature change yields the change linked to elevation. By assuming a lapse rate, this elevation-linked change yields the elevation change at a site.

Clearly, there are a number of assumptions here. Particularly troubling is the observation that the relation between modern surface temperatures and elevations in West Antarctica does not follow the expected atmospheric lapse rate: Byrd Station is about 1200 m higher (Drewry, 1983), but only 1.5°C colder, than the Upstream B camp on ice stream B. (Again, the low elevation of Upstream B and the Siple Coast in general may contribute to this discrepancy.) However, the results of the method agree fairly well with results from total-gas measurements (Grootes and Stuiver, 1986; 1987).

For the West Antarctic ice sheet, detailed, multi-parameter analyses of surface elevation are available from Byrd Station only. There, it appears that the onset of deglaciation caused thickening of one to a few hundred meters (Fig. F), followed by similar thinning to the present. This is consistent with ice-flow models based on the inferred changes in accumulation rate and temperature: warming and accumulation-rate increase at the end of the ice age would have caused immediate thickening from the extra snowfall, with delayed thinning as the warmth penetrated to deeper ice and increased flow rates (Whillans, 1981; Raynaud and Whillans, 1982; Jenssen, 1983; Budd and Young, 1983; Grootes and Stuiver, 1986; 1987).

OTHER DATA.

Ice cores can provide other useful historical data. For example, if basal freeze-on has been occurring, it will be evident through a thick layer of dirty basal ice (as at Byrd; Gow and others, 1979) or of frozen-on seawater (as at J9 on the Ross Ice Shelf; Zotikov and others, 1980). The physical properties of the ice record the stress state and cumulative strain of the ice (or at least the minimum value of the cumulative strain; Alley, 1988).

Many further examples could be given. However, most would be relatively
peripheral to SeaRISE, and are omitted here. Notice, however, that this in no way implies that other areas are not important science, but only that they are not central to SeaRISE goals.

**SUMMARY.**

For central West Antarctica, then, ice-core data and other evidence centered around Byrd Station tell a broadly consistent story. Ice-age temperatures were colder (by several degrees), accumulation was less (by perhaps a factor of two), and surface elevation was similar to modern. The end of the ice age increased temperature and accumulation rather rapidly to modern values (between perhaps 15,000 and 10,000 years ago), which caused thickening of one to a few hundred meters, followed by thinning to the present. Exact timing of events is not known accurately, however, and uncertainties in magnitudes are large. Since the end of the deglaciation, temperatures and accumulation rates probably have fluctuated little about Holocene means.

**INITIAL CONDITIONS.**

Ice cores will provide, and have provided, some useful information on initial conditions for SeaRISE modeling of the WAIS. This information is mostly related to mass balance.

The modern mass balance (i.e., whether the ice sheet is growing or shrinking) can be calculated if we know the ice input from snowfall and ice output from ice flow and basal melting. The input can be measured in several ways. The most successful has been collection of shallow ice cores (<20 m) with hand augers, measurement of gross beta activity to locate known reference horizons from atmospheric atomic-bomb testing (e.g. A.D. 1955), and measurement of core density; the accumulation rate averaged over the period between the reference horizon and the coring then can be calculated directly (e.g. Whillans and Bindschadler, 1988). Technically, this is ice-core analysis, although the work usually is carried out by ice dynamicists.

The ice outflow depends on the surface velocity field and the velocity-depth profile. The surface velocity field is measured by surface surveying tied to satellite tracking (TRANSIT or GPS) or through repeat imaging of specific sites (satellite or airborne photogrammetry)(SCP, 1988). The velocity-depth profile can be calculated from flow models, but should be measured for improved accuracy. Measurement is easiest through repeat inclinometry in boreholes left by ice-core recovery (Fig. G). Data from such inclinometry from the Byrd Station borehole have been used by Whillans (1977) to estimate that the ice sheet upglacier of Byrd now is thinning by a few centimeters per year.

**GOVERNING EQUATIONS.**

An ice-flow model requires governing equations for ice deformation, basal sliding, and subglacial deformation, linking the ice velocity or strain rate to the driving stress and other factors. For basal sliding and subglacial deformation, ice-core drilling provides access holes to the bed. Ice-core access holes are more expensive and slower to drill than hot-water holes, but remain open much longer for extended experiments, and thus are complementary to hot-water holes. (Antifreeze techniques for hot-water holes are under
development, however; H. Engelhardt, pers. comm., 1990.)

Ice-core drilling is especially useful for learning the governing equations of ice deformation. The rate of ice deformation in any direction is linearly proportional to the stress deviator in that direction and to the square of the effective stress, increases exponentially with the absolute temperature, and also varies with ice fabric and dislocation substructure (Paterson, 1981, ch. 3). Ice-core drilling provides access holes in which temperature can be measured, and also allows studies to measure the ice fabric.

An ice crystal is about two or more orders of magnitude “softer” parallel to its basal plane than perpendicular to it (that is, a given shear stress oriented parallel to the basal plane will produce a shear strain rate more than 100 times larger than that produced by a shear stress of the same magnitude oriented perpendicularly to the basal plane). Deformation of a polycrystalline ice sample causes the pattern of c-axes (normals to the basal planes) to change, which changes the hardness of the ice and the deformation rate (Budd and Jacka, 1989). In natural ice, thin-section analyses supplemented by ultrasonic measurements on core samples, borehole sonic logging, and surface seismic surveys, show that a shear stress causes c-axes to cluster so that the ice is soft to that shear stress, that a small normal stress causes the ice to harden to that stress, and that a large normal stress causes the ice to soften to that stress (Alley, 1988; Budd and Jacka, 1989). In addition, softening to a given stress causes hardening to some other stresses; anisotropy of c-axis fabrics causes the ice hardness to be a tensor property. In polycrystalline ice, the difference between hard and soft to a given stress can be as large as an order of magnitude or more, as demonstrated by laboratory deformation tests on ice-core samples and by analysis of data from repeated borehole inclinometry (Budd and Jacka, 1989). Ice-flow models show that the behavior of modern ice sheets cannot be explained adequately without including effects such as these (Van der Veen and Whillans, in press).

The major results directly applicable to SeaRISE thus far are that ice subjected primarily to basal shear in inland ice (and especially in ice-age ice inland) develops a strong vertical maximum of c-axes, which softens the ice to simple shear by roughly three times (e.g. Fig. G; Dahl-Jensen and Gundestrup, 1987). Ice subjected to strong normal stresses on ice shelves forms a soft c-axis girdle pattern around the normal stresses (Budd and Jacka, 1989); seismic results suggest that this extends into ice streams as well (Blankenship and others, 1989). We can infer that as ice flows from inland into ice streams or ice shelves, it must reorganize its fabric, passing through a hard configuration (Alley, in prep.); however, this has not been tested directly. The picture in inland ice is complicated slightly by the deepest ice of the Byrd core (Gow and Williamson, 1976), which would be soft to a vertical normal stress but not to a basal shear stress; this probably is related to the unusual topographic position of Byrd near the top of a subglacial mountain.

The temperature profiles from Byrd and elsewhere in coreholes, and from Upstream B, Crary Ice Rise, and other West Antarctic sites in hot-water holes (e.g. Engelhardt and others, 1990), are useful results for flow modeling. Also, the repeat inclinometry of the Byrd hole (Hansen and others, 1989) shows how the ice deforms, which helps constrain the flow law there.

An additional useful result from ice-core analyses is the identification of marker horizons (Budd and others, 1989). An event such as a large volcanic eruption, or a spike in
$^{10}$Be deposition, can be identified in several ice cores (Fig. E). The depth of the event depends on accumulation rates and ice flow. Any flow model must be able to reproduce the relative depths of an event in different cores. (Internal layers detected with radar serve a similar purpose; Whillans, 1976.)

SUMMARY—AND AN EDITORIAL.

Ice-core analysis is a widely useful discipline. It provides the only direct measurement of past atmospheric compositions, and thus is a centerpiece of global-change studies. It also provides important data on local atmospheric conditions, and on behavior of the ice sheet.

Because SeaRISE studies marine ice sheets that are embedded in the global environment, the global implications of ice-core analyses are of interest to us. However, to optimize return from investment, SeaRISE needs to emphasize certain aspects of ice-core analysis. The major contributions of ice coring to SeaRISE would come (and have come) from learning the history of the ice sheet (near-surface temperatures, net surface accumulation rate, and surface elevation), the present state of the ice sheet (temperature and mass balance) and the way it flows (ice hardness). Ice cores also provide important, long-lasting access holes to the bed for ice-dynamical and geological studies.

A representative (but not exhaustive) list of the major experiments needed on ice cores to achieve these contributions includes: isotopic analyses (for past temperatures, surface elevations and accumulation rates); detailed measurements of annually varying components such as microparticles, chemistry, isotopes and visible strata (for accumulation rates); studies of cosmogenic nuclides such as $^{10}$Be (for accumulation rates); total-gas-content measurements (for surface elevations); and thin-section and ice-deformation studies (for ice hardness). Related experiments in the corehole include: thermometry (ice hardness, past temperature); repeat inclinometry (mass balance, ice hardness); and sonic logging (ice hardness); as well as subglacial studies for other purposes.

For local signals, core locations are critical to answering major questions. In West Antarctica, the past configuration of the ice sheet is of special interest: Did the ice sheet collapse during the previous interglacial? Did its margins thicken and its grounding line advance during the most recent glacial? Is it collapsing now? Discovery of West Antarctic ice from the previous interglacial would show that the ice sheet existed then. The best chance of finding such ice is in regions without basal melting, as indicated by ice-flow models. If such ice is absent, measurement of geothermal flux in subglacial bedrock combined with ice-flow modeling can be used to determine whether it melted off recently or whether it was not present because of ice-sheet collapse. Inland ice is only weakly sensitive to changes at the ice-sheet margins (by analogy to Alley and Whillans, 1984), so data from marginal regions are needed to learn what has happened at the margins during deglaciation. For example, total-gas and isotopic data from a core only a few hundred meters long on ridge BC on the Siple Coast would reveal whether the ice-age ice sheet there was significantly thicker than today (Graham, 1988).

In the U.S., ice-core analysis often is equated with ice-core geochemistry. In the case of the Greenland Ice Sheet Project 2 (GISP2) drilling, borehole measurements, ice-core geophysics and surface glaciology were discouraged purposefully, to concentrate on
ice-core geochemistry. This was entirely appropriate, given the goals of the project, its limited funding, and the possibility of adding-on studies during or after coring. However, to optimize the value of future ice coring to SeaRISE, it is imperative that GISP2 not be used as a model. Rather, glaciological as well as geochemical aspects should figure in site selection, and the geochemical studies must be coupled to a full suite of “glaciological” measurements: total gas content for surface elevations, ice-core physical properties, borehole logging for sonic velocity, temperature, and inclination change, surface surveys of accumulation, temperature, and ice movement, surface geophysical surveys, etc. This would ensure that information on both global and local conditions would be obtained.

In addition, there are a number of opportunities for interdisciplinary research that would greatly improve the scientific return from ice-core analyses. The major openings seem to be in the fields of atmospheric modeling and ice-flow modeling. Models should be formulated to track features that can be measured in ice cores (e.g. isotopes for atmospheric modeling, ice temperatures and the depth of marker horizons for ice flow). Joint analysis of ice-core, atmospheric and ice-flow data then can improve the interpretation of the ice cores and of the dynamics of the entire system.

Few truly solid results have been obtained from ice-core studies that are directly relevant to SeaRISE. However, no major effort has been mounted to obtain such results for more than twenty years. The many techniques available to us provide considerable confidence that a well-developed ice-coring program would provide much information absolutely essential to the success of SeaRISE.
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Fig. 1a. Temperature-depth profile, in °C. Data (•) measured with first thermistor (second thermistor was consistently 0.035°C colder), and model results (smooth curve). Seasonal effects from the two years prior to drilling are evident between 12 and 15 m; they are large (but not plotted) shallower than 12 m. 1b. Best-fit history of surface temperature.

Fig. A. Temperature data and interpretation, from GISP2, Greenland (Alley and Koci, 1990).

Fig. B. Isotopic data and correction for flow, Byrd Station, Antarctica (Budd and Young, 1983).

Fig. C. Locations of Antarctic cores (Grootes and Stuiver, 1987).
Figure 3.11. Mean near-surface $\delta$ values plotted against mean air temperature at ground level. Key to symbols shown on diagram. $\delta$ values are from Lorius et al. (1969, Table 1) and from the following: Dansgaard (unpublished) for D45, D59, D80; Confianti (1965) for Ronn Boedoein; Epstein, Sharp & Goddard (1963) for Little America, Wilkes S2; Dansgaard et al. (1973) for Hotlitz Mountains, Halley Bay and Byrd; Vilenkii et al. (1970) for Mitny; Vilenkii et al. (1974) for Molodeznyiy and Vostok $\delta^{18}O$ values; Epstein & Sharp (1967) for Eights; Aldaz & Deutsch (1967) for South Pole; Picciotto (1967) for Plateau Station; Picciotto et al. (1968) for Pole of Relative Inaccessibility; measurements by Lorius (unpublished) on samples from Wolmanam from SA9 and poles from HB3. Line 1 for inland stations from Lorius & Merlivat (1977), line 2 for coastal stations from data in Budd & Morgan (1973). Points in Area 3 are from Marie Byrd Land and Area 4 from coastal stations. Some temperature values are from Bentley et al. (1964).

Fig. D. Variation of surface isotopic values in Antarctica (Lorius, 1983). Note anomalous W. Antarctic data.

Fig. E. Antarctic-core isotopes and interpreted temperatures, with core correlations based on $^{10}$Be spikes (Jouzel and others, 1989).
Fig. F. Total-gas-content data at Byrd Station, showing decrease at end of ice age probably caused by ice thickening (Raynaud and Whillans, 1982).

Fig. G. Borehole and core data from Dye 3, Greenland (Dahl-Jensen and Gundestrup, 1987). Borehole inclinometry shows enhanced softness of ice-age ice (which has high dust content and small crystals).
I. Introduction

This report reviews recent results from studies of ice dynamics that relate to the objectives of the WAIS initiative. It emphasizes what we have discovered, which is very considerable. It also emphasizes what we do not understand in order to stimulate further discussion.

The best evidence shows that the ice sheet in West Antarctica is the most rapidly changing ice sheet on earth today. Its rate of change is much faster than most glaciologists had expected and it is changing in a manner much more complex than foreseen.

Follow-on questions are 'why is the ice sheet changing and why so rapidly?'. The changes have two broad causes:

(1) a delayed but ongoing response to the termination of the last glaciation about 10,000 years ago

(2) automatic, internally-caused flow adjustments.

It is not fully known why the response to the last global termination is so delayed, nor is the operation of internal instabilities understood, and certainly we are not yet in a position to predict the future course of the evolution of the ice sheet. Deeper study of special features of the West Antarctic Ice Sheet is needed. Many of these studies require multidisciplinary approaches.

II. Styles of Ice Flow

After the discovery of the mass imbalances, the most stunning discovery from the studies of the ice streams is that there are several styles of ice flow. Very likely these two discoveries are related, in that the mass imbalances result from switches between styles of flow. The flow styles are listed below in order of slowest to fastest speed. Examples are labelled in Figure 1.
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'Smooth' Ice Flow

Where deformation rate at depth is slow, the most important deformation style is vertical compression and horizontal spreading. With time and net snow accumulation, the glacier adjusts to form a smooth upper surface.

Smooth ice is found near ice divides and on ice shelves. Most of the interstream ridges in West Antarctica are smooth.

'Mottled' Ice Flow.

Where deep ice speed is faster and there are basal irregularities, the ice surface is alternately steeper and flatter, forming steps or undulations. If the bed variations are random, so are the disturbances to the surface, and a mottled pattern is evident in satellite imagery. Often the mottles appear to be aligned in a direction perpendicular to solar illumination. One should not be misled by this solar bias.

Mottled surfaces dominate for much of the grounded inland ice. Parts of the interstream ridges are also mottled (for example, ridge A/B). This could be due to locally large bed variations or more likely to locally (and anomalously) faster ice flow.

'Streaming' Ice Flow.

As ice streams form, the mottles give way to linear stripes variously called streamlines, flowlines, sutures, septa, plumes, and flow traces. In their extreme development, they are reminiscent of medial moraines on a valley glacier, although, of course, they contain no rock debris and occur in a zone of net snow accumulation.

The leading contenders for the genesis of flow traces are (1) that they are a plume of buried crevasses, and the traces stand high because of lower mean density, and (2) that they are made of softer ice which is squeezed upward by lateral compression, the ice is soft because of different crystal size or orientation.

The courses of ice streams are influenced by bed topography and their surface is lower than that of the inland ice to either side. Their lateral boundaries are strong shear zones.
The ice streams can be extremely fast (> 800 m/a) and are restrained mainly by basal friction. The basal friction is small because of effective basal lubrication. The leading contenders for the lubricant are:

1. continuous water film,
2. discontinuous water film punctuated with 'sticky spots',
3. water and debris slurry with sticky spots, and
4. a continuous very viscous debris-with-water paste.

The development of an understanding of this lubrication should constitute a major effort within the WAIS initiative.

There are also interesting problems associated with the boundaries to the ice streams, none of which appear to be stable. The lateral boundaries are easily mapped by recognizing the shear margins. The upper and lower boundaries are not so distinct. Switches in flow style from inland ice, smooth or mottled, to streaming sometimes occurs in jumps, and chunks of inland ice are incorporated into the ice stream and carried down-flow as rafts. The process is not understood. Furthermore, there seem to be examples of margin migration due to narrowing of ice streams.

These hyperactive ice streams are potential means for the rapid evacuation of the inland-ice reservoir. Indeed, it is entirely possible that such an evacuation is underway now.

Ice Shelf Flow.

The floating portion of the ice sheet is called ice shelf and is controlled by drag past grounded ice or rock. Early theory advocated great importance to backstress (dynamic forces from the ice shelf on grounded ice) but where measured this has been relatively small. However, being part of the train of flow from ice divide to the calving front, any change in the ice shelf must propagate up-flow. The propagation time for East Antarctica is calculated to be thousands of years (Figure 2), but is probably in the range of hundreds of years for the lower-elevation portions of West Antarctica.

Major interest in the ice shelves stems from their thinness, coastal position, and relation with ocean currents:

- their thinness makes them more quickly reactive to climatic change because the ice shelf's total strength is rapidly affected by changes in ice temperature or surface mass balances.

- their coastal position and high snowfall means that quite small changes in atmospheric circulation and the delivery of snow can make large early impacts on the ice sheet in this region.
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- a major component in the mass balance is basal melting and freezing. This is largely governed by ocean dynamics. A major objective of the Filchner-Ronne-Ice-Shelf-Programme (FRISP) is concerned with this. A very strong coupling between ocean and ice-shelf dynamics has been documented, and major generation of Antarctic Bottom Water is proved.

The ice shelf also contains flow traces. These are distorted because of raft incorporation, and also perhaps, fluctuations in ice stream discharge. The result is that the position of the flow traces at the calving front changes with time. This may be very important to the control of calving rate, and it may be noted that the recent breakout from the Filchner ice shelf followed such sutures. There are also enormous crevasses on the Ross Ice Shelf, well back from the barrier. The stability of the barrier has not been studied. Weakness due to flow traces and crevasses may be important.

III. Input

Probably the most important single controlling process for ice sheets is the net accumulation rate. It’s broad pattern today in East Antarctica is relatively simple; nearly all of it falls near the coast. In West Antarctica it is more complex (Figure 3), it is larger near the seaward coast but is about 150 mm of ice per year around the West Antarctic ice streams. Within the region of the ice streams it is about 100 mm/year. The cause of this hole is not known. The depth of the hole is about the same, in relative terms, as the negative mass balance of ice stream B.

The value and distribution of net accumulation, for both today and in the past, is crucial to the ice sheet. It is the primary reason for the existence of the ice sheet, yet we have a very poor understanding of it.

The accumulation rate has been analysed by several disciplines. Glaciologists have taken the approach of mapping the present-day distribution and attempting to infer the causal processes from this map. This approach has been able to account for only the coarsest scale of variation. Meteorologists have analysed radiosonde data and satellite imagery, and have had some success in East Antarctica (D. Bromwich), but there has been little modern work for West Antarctica. Past changes have been inferred from ice core work, in particular for the very dry interior at Vostok, but the inferences, if valid there, can be extended only very conjecturally to sites at lower and snowier elevations. Glaciologists are generally not equipped to address this problem, and we urge sister scientists to take up this question.
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IV. Relative Sea Level

This is the other most crucial control on ice sheets, especially for East Antarctica and much of Greenland, and most especially for the marine ice sheet of West Antarctica. The response to changes in sea level is quite rapid (Figure 2). Only just recently have good eustatic sea level curves become available for the past 20,000 years. These can be used to calculate relative sea level changes for various portions of Antarctica. With the emerging understanding of ice-shelf and ice-stream mechanics, and with the possibility to measure offshore gravity and crustal rebound rates, there would seem to be good prospects for meaningfully modelling this effect, provided there are reliable data on past ice thickness against which to check the results.

V. Surface Temperature

This is important to the ice sheet because (1) it affects the stiffness of ice, (2) it is a factor determining whether the glacier can slip at its bed, and the rate of basal melt or freeze, and (3) it determines the possibility of penetrating melt water. Some authors also argue that the surface accumulation rate is simply linked with temperature, but that is debatable, especially for low-elevation or coastal sites.

Surface temperature is less important to the objectives of the WAIS initiative than some of the other factors. It is more important at longer time scales. Changes in surface temperature take a long time to penetrate the ice sheet (Figure 4). Most of the inland ice and the ice streams are wet-based and would remain so even with quite large changes in surface temperature. Only exceedingly dramatic and rather improbable climatic changes could start significant meltwater penetration in Antarctica.

VI. Mass Balance Under Ice Shelves

This affects the mechanics of the ice sheet by (1) altering its mass, thickness and extent, and (2) changing the stiffness of the ice shelf.

VII. Mass Balance Under Grounded Ice

Under ordinary circumstances, this is relatively unimportant as a cause of glacial variation. Normal geothermal plus ice-frictional heat melts some 10 to 20 mm of ice per year. This is small compared with surface mass balance, but is adequate and important in providing water-lubrication to sliding.

Landsat imagery shows a large feature of positive relief with a half-moon shape, in the center of ice stream E (Figure 5) that looks like a large sub-glacially formed volcano that
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is little eroded. Such an eruption can have dramatic effects on the ice sheet. Maybe the volcano is new and is affecting the ice sheet now.

VIII. Changes During the Past 20 000 Years

This history is important to understanding the present behavior of the ice sheet. The evidence comes from several lines:

(a) results from the Byrd Station core hole and radio-echo layers up-flow from Byrd Station indicate that the ice sheet is now near its maximum size and was thinner during the Wisconsinan-equivalent. A problem is that the scatter in the total gas measurements on the core is severe.

(b) relict flow features in the existing ice sheet are interpreted to show changes in flow on shorter time scales.

(c) modern mass balance show rapid changes

(d) the interpretation of the glacial-geologic record and of the presence of concentrations of meteorites on blue ice leads to the following conclusions:

- at 20 000 years BP, the interior regions of East Antarctica were similar, or perhaps (in accord with the interpretation of the Vostok ice core) a little thinner than today.

- at 20 000 years BP, much or most of the present region of the Ross Ice Shelf was grounded.

- at 20 000 years BP, the region around McMurdo Sound contained nearly stagnant ice. There were trapped lakes and the ablation rate was only on the order of 0.001 m/a.²

² Calculated from Denton and others, 1989, Quaternary Research, 31, p. 157, fig. 5. At 167°E, the surface slope is 100 m / 15 km, and ice thickness is greater than 600 m. Thus the driving stress is > 36 kPa. Using a stiffness parameter of 500 kPa a% which corresponds to cold ice, and n = 3, and assuming lamellar flow, the mean ice velocity is [2/(n+2)](tau/B)ⁿ H, in the common notation. This works out to be 0.1 m/a, a very small number, plus any basal slip. Selecting a different stiffness could increase this perhaps ten times. The down-glacial flowline is 70 km long with little lateral divergence, and so for balance, and an ice flux of 0.1 m/a, the ablation rate must be about 1 mm/a, or somewhat more if there was basal sliding or the ice were
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- a major retreat of ice occurred from the McMurdo Sound region, ending about 6 000 years BP

(e) results from the marine record are not as clear. Some kind of till was deposited over most of the continental shelf of the Ross Sea, and there are also deposits in deeper water.

IX. Ice Flow Mechanics

Here is a brief summary of the field:

- Internal deformation can be modelled relatively well. It is important to the flow of inland ice, where frozen to the bed, as for example, in Greenland, and of ice shelves. There are discrepancies between theory and observation, but these are minor compared to the problems in understanding basal slip.

- Basal motion is very poorly understood. The ice streams demonstrate an interesting paradox. Often basal slip is supposed to increase as basal drag increases. The ice streams demonstrate the reverse, fast slip under small stress. There must be much subglacial water or mud, or the bed must be smooth. The debate on this has been enlivened by the discovery of a soft bed under ice stream B, that may itself be deforming.

- Dimensions of ice streams. There is no known control on the width or upglacial extents of the ice streams.

- Interplay between erosion and deposition and ice-sheet evolution. Especially at the grounding line, it is possible for the ice sheet to deposit its own bed, or erode it easily.

- Calving. This has been largely ignored. No good theory exists.

X. Subglacial Geology

The style of ice flow changes where the basal relief changes. Very probably the boundary is between a hard bed, with relief determined by geologic structure, and a soft bed of tilted marine clays, with relief formed partly by glacial processes.

softer. The calculations could be made more carefully, but, by any account, the ablation rate in this region was very small.
XI. Ice Flow Modelling

The results of this can be only as good as the understanding of the physics governing ice flow, as noted above. An all-inclusive model is not yet appropriate, but models to test and evaluate certain aspects have been and are very helpful.

XII. The WAIS Initiative

The Siple Coast Project has discovered that the ice sheet is changing rapidly now, and that it has features that seem to make it prone to rapid and massive change. The implications have first-order global significance.

An attack on this problem requires much more than just glaciologists. For example, some of the not-fully glaciological questions that need solution are:

- What are the controls on surface mass balance? ... role of sea ice, katabatic flow, etc..

- What has been the time-variation in surface mass balance, especially at low-elevations?

- What has been the history of change of the glaciers, especially during the past 20 000 years, and for prior intervals of glacial fluctuation? Representative sites need to be studied, as well as arid sites such as the dry valleys.

- What are the values, and what controls the rate of melt / freeze at the base of the ice shelf?

- Is there a possibility of active subglacial volcanism in West Antarctica?

There are, no doubt, many other questions, and some of those above will need revision, but maybe this list can stimulate discussion of the problems and research strategy for The WAIS initiative.

The glaciologic discoveries in West Antarctica have been very considerable. They have lead to a quantum leap in the science of glaciology, in which the relative dominance of theory and observation have been reversed. We have emerged from a time of numerous untested theories, to a time with new data that contradict many older theories and a shortage of good theory on the crucial processes.
Figure 1. Satellite image of ice streams B, C, D, and E and vicinity. Flow is left to right. The Ross Ice Shelf is off-scene to the right. South is toward the top, and solar illumination is from the right. Image obtained by AVHRR (R.A. Bindschadler and P.L. Vornberger, EOS, 71(23), 1990 cover.)
Figure 2. Progression of adjustment to a change in sea level for the East Antarctic Ice Sheet. In this calculation, the adjustment is controlled by internal ice deformation. It is mainly complete after 5000 years. Most glaciologists expect a much faster response for the ice sheet in West Antarctica. Figure from Alley and Whillans, JGR.
Figure 3. Net surface accumulation, from M. Giovinetto and C.R. Bentley. 1985. *Antarctic Journal of the U.S.*
Figure 4. Propagation of surface temperature change into thick ice sheets. For Byrd Station, the temperature change at the half-depth reaches only 1/3 of the surface change after 10,000 years. The response in thin ice is much faster. Figure from Whillans, JGR, 1981.
Figure 5. Landsat TM image of the onset of ice stream E. The flat half-moon feature is due to something with positive relief in the bed. It is speculatively interpreted as a table-top mountain formed by a subglacial eruption. It is about 20 km across (top-bottom). South is toward the top, and solar illumination is from the upper left. Image 014/117, personal communication from R.A. Bindschadler.
This report contains seven discipline review papers on the state of our knowledge of West Antarctica and opinions on how that knowledge must be increased to predict the future behavior of this ice sheet and to assess its potential to collapse, rapidly raising global sea level. These are the goals of the West Antarctic Ice Sheet Initiative (WAIS). A companion report (Volume 1) contains the Science and Implementation Plan of WAIS.

This initiative was discussed in an earlier report under the name of SeaRISE (NASA CP 3075).