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PREFACE

This document contains papers from a specialists' meeting entitled "Piloting Vertical Flight Aircraft: A Conference on Flying Qualities and Human Factors". The conference was co-sponsored by the American Helicopter Society — San Francisco Bay Chapter, and the NASA Ames Research Center. It was held January 20-22, 1993 at the Sheraton Hotel Fisherman's Wharf, San Francisco, California.

Vertical flight aircraft, including helicopters and a variety of Vertical Takeoff and Landing (VTOL) concepts, place unique requirements on human perception, control, and performance for the conduct of their design missions. The intent of this conference was to examine, for these vehicles, advances in: (1) design of flight control systems for ADS-33C standards; (2) assessment of human factors influences of cockpit displays and operational procedures; (3) development of VTOL design and operational criteria; and (4) development of theoretical methods or models for predicting pilot-vehicle performance and mission suitability. Recognizing that human capabilities and limitations form an integral aspect of the operations for these classes of vehicles, a secondary goal of the conference was to provide an initial venue for enhanced interaction between human factors and handling qualities specialists.

The conference was divided into five sessions:

Applying and Enhancing Criteria — papers focusing specifically on developing design or assessment criteria for these aircraft

Assessing New Technologies — papers that examine the impact of advanced technologies on the operation of these aircraft

Modeling and Analysis Techniques — papers that present models or designs based on models of human-vehicle performance

Understanding Visual Cues — papers, primarily from a human performance standpoint, defining display requirements for these aircraft

Aircraft Applications and Development — papers that discuss piloting aspects of specific vehicles

Special appreciation is due to the Session Chairpersons, who also doubled as session organizers: Mr. John Clark, Major Johnnie Ham, Dr. Gareth Padfield, Ms. Sandy Hart, and Mr. Jim Howlett; their efforts in organizing the program and directing discussion of the papers were excellent. Likewise, particular appreciation is extended to Mr. Chris Blanken, the conference General Chairman, for his tireless efforts and superb organization on behalf of the conference, as well as to Administrative Chairman Mr. Robert Stroub and Financial Chairman Mr. Matthew Whalley, and to the Technical Information Division for preparing and publishing the proceedings of the meeting.

Dr. J. Victor Lebacqz
Conference Technical Chairperson
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Applying and Enhancing Criteria
ADVANCED CONTROL SYSTEMS
PERFORMED USING THE NRC
Bell 222 Airborne
Simulator

J. Murray Morgan
Stewart W. Baillie
Flight Research Laboratory
Institute for Aerospace Research
National Research Council
Canada

ABSTRACT

For over 20 years, the Flight Research Laboratory (FRL) of the NRC has operated a Bell 205-A1 helicopter as a full authority fly-by-wire research aircraft. This aircraft has been used as a fundamental research tool for flight mechanics research at the laboratory, simulating a wide range of vehicle types (including fixed wing and lighter than air aircraft) but specialising in advanced rotorcraft topics. This long interest and the resulting expertise in the area of helicopter flight mechanics led to a natural symbiosis between the FRL and the US Army AVSCOM when it was required to update the US Military helicopter handling qualities specification, MIL-8501-A. The 8501 update program was announced by Key [1] in 1982 and while it has followed the general outline presented at that time, it has been affected by various changes in military emphasis and funding in the intervening years. A milestone in the process, but by no means the final one, was the publication of ADS-33C in 1989.

In cooperation with the US Army AVSCOM and NASA(Ames) the FRL, under the auspices of TTCP and with support and funding from DND, has been involved in the 8501 update process from the first. Not only have piloted experiments using the Bell 205 developed a considerable rotorcraft handling qualities data base, they have also served a significant role in 'ground truthing' the results obtained from experiments performed in the NASA(Ames) Vertical Motion Simulator (VMS). In addition to the independent experiments flown at the FRL, pilots from the laboratory participated as subjects in vari-

INTRODUCTION

Over 10 years ago a project was initiated by the US Army AVSCOM to update the military helicopter flying qualities specification MIL-8501-A. While not yet complete, the project reached a major milestone in 1989 with the publication of an Airworthiness Design Standard, ADS-33C. The 8501 update project initially set out to identify critical gaps in the requisite data base and then proceeded to fill them using a variety of directed research studies. The magnitude of the task required that it become an international effort: appropriate research studies were conducted in Germany, the UK and Canada as well as in the USA. Canadian participation was supported by the Department of National Defence (DND) through the Chief of Research and Development.

Both ground based and in-flight simulation were used to study the defined areas and the Canadian Bell 205-A1 variable stability helicopter was used extensively as one of the primary research tools available for this effort. This paper reviews the involvement of the Flight Research Laboratory of the National Research Council of Canada in the update project, it describes the various experiments conducted on the Airborne Simulator, it notes significant results obtained and describes ongoing research associated with the project.

ous VMS experiments, thus ensuring a measure of continuity and direct comparison between the two facilities. This was felt to be such an important factor that, to the extent possible, US military and NASA pilots who had participated in the VMS experiments were also invited to fly in the FRL studies.

While the activity spawned by the 8501 update project provided new direction, purpose and thrust to the FRL research program on rotorcraft handling qualities, it was not the beginning of such studies at this laboratory. Prior to the start of the 8501 update project, the most recent area of research had concentrated on the use of integrated side-stick controllers of various types and in various configurations (References [2] to [4]). Reference [4] also reports some initial work on yaw axis response types.

It is important to note the contribution made to this work by Systems Technology Inc (STI). This company, as the prime contractor to AVSCOM for 8501 update activities was responsible for the initial VMS experiments, the philosophical approach to the structure of the ADS-33C objective criteria and the introduction of the concept of a Useable Cue Environment (UCE), a metric used to describe, numerically and objectively, flight in Degraded Visual Environments. The STI principal investigator, Mr. R.H.Hoh took a full and active part in the design and execution of the initial bandwidth experiments at the FRL and cooperated frequently in most of the remaining studies.

This paper will provide a thorough review of those portions of the ADS-33C data base generated using the FRL Airborne Simulator. It will highlight the relationships between in-flight research and research conducted using ground based facilities. The specific studies to be discussed include:

- Control system bandwidth and sensitivity
- Vertical axis dynamics and installed thrust requirements
- Control system disturbance rejection requirements
- The effects of stick dynamics
- Useable Cue Environment (UCE) studies and flight in a Degraded Visual Environment
- The development of Part 4 flight test manoeuvres for use in a normal visual environment
- The normal 205 actuators were replaced by full authority dual mode (electrical or mechanically signalled) HR Textron HYDOMAT units. These actuators have approximately a 10 Hz bandwidth to small signals and a maximum rate of 100% per second under ground static conditions.
- The main rotor stabiliser bar was removed to improve dynamic response.
- The swash-plate to horizontal stabiliser linkage was removed and the stabiliser provided with

Figure 1: The IAR Airborne Simulator
its own electrically signalled actuator. The stabiliser effectiveness was increased by sealing the fuselage/stabiliser gap with a faired-in plane surface.

- The pilot in command station was moved to the left side of the cockpit and the right station provided with a force feed-back control loading system with which to signal the flight computers. This system was provided with its own hydraulic system independent of the primary aircraft controls.
- A nose boom was added to carry airflow direction vanes and a swivelling static pressure sensor.

**Fly-by-Wire System.** The fly-by-wire (FBW) system in this aircraft is controlled by a hybrid digital/analogue general purpose computing system. This has been updated over the years to reflect changing computing technologies: it has changed in nature from a primarily analogue system to one in which all control functions are performed digitally, the analogue section being relegated to one or two display filtering or general purpose signal scaling functions.

The computer system reads a comprehensive suite of aircraft state sensors, the evaluation pilots control inputs (both primary inceptors and ancillary controls as required) and directly controls actuator commands and cockpit displays. Since very few constraints are placed on the control system logic and architecture, the project engineer has complete freedom in the design of feed-forward and feedback loops to attain the vehicle dynamics desired for a particular program.

**Safety of Flight Issues.** The Bell 205 FBW system is both single string and experimental and therefore does not have adequate reliability to be permitted full time control of the aircraft. For safety of flight reasons, the aircraft operation revolves around a safety pilot. The safety pilot always remains in contact with all flight controls, even when an evaluator is in control of the vehicle. In the event of a system malfunction, the safety pilot has several methods available to him of disengaging the FBW system and reasserting full control of the aircraft. To assist the safety pilot there is a hardware monitoring system which will trip the FBW system in the event of power supply or hydraulic pressure failures and software monitoring of sensor consistency is also employed. The inherent 150 to 180 ms lags in the Bell 205 teetering rotor response coupled with over twenty years of experience in the aircraft make this approach to safety satisfactory for operations throughout the flight envelope and into the NOE environment. The experience of the laboratory in this aircraft indicates that there is greater danger from an evaluation pilot attempting to fly a poor model close to the ground than from any hardware or software errors that have ever been seen.

**Performance and Limitations.** The simulation flight performance envelope of an in-flight simulator is obviously subject to the performance limitations of the host aircraft, but the quality of the FBW system will determine the proportion of the overall flight envelope which is available to the experimenter. The FRL Bell 205 is routinely flown in the FBW mode throughout the entire envelope. Within the normal regime, the performance of the flight control systems depends primarily on available control power and inherent lags. By using fairly simple techniques to produce a compound feed-back signal comprising the aircraft’s response at low frequency and that of a lag free model at high frequency, the effects of the natural aircraft lags can be nullified (See Figure 2), leaving the ultimate limitations on the dynamics available for a given experiment to those of control power versus the excitation of undesirable structural modes. The limited control power of a teetering rotor system plus the potential excitation of a fuselage/transmission oscillation (the Bell 205 mast rocking mode) limit the achievable

![Figure 2: Compound Feedback Signal Arrangement](image-url)
control bandwidths of the Airborne simulator to about 3.5 rad/sec laterally and 2.4 rad/sec in pitch. Yaw bandwidths of just over 2.5 rad/sec are also achievable.

A more complete, though somewhat dated in detail, description of the Airborne Simulator may be found at Reference [5].

RELATIONSHIPS BETWEEN IN-FLIGHT AND GROUND BASED SIMULATION

By its very nature, in-flight simulation is a difficult, costly and (compared to ground based simulation) of limited scope. The principle limitations to in-flight simulation arise from the nature of the task itself.

Without installing additional force and moment generators, the implementation of simulator models is restricted to those degrees of freedom over which the host aircraft offers direct control. The experimenter has to accept the aircraft’s natural responses in the remaining freedoms. In the case of the FRL Airborne Simulator, it is impossible to modify the linear X and Y characteristics of the raw 205.

Secondly, since the evaluation is conducted in the real atmosphere, it is necessary to accept whatever disturbances exist at the time of flight. To an extent this problem can be overcome by choosing to fly only in very calm conditions and applying a known disturbing signal. While this is done for specific experiments which demand either no disturbances or a well understood disturbance pattern, it is far too restrictive a procedure for common use. The available research time would be very seriously depleted.

The final major limitation to in-flight simulation is the uncertainty which always exists regarding the nature of the plant under control and the current state of the host vehicle. What this means in practice is that, although quite precise design methods may be used to develop gain matrices for candidate control systems, the final outcome has to be identified by analysis of the vehicles’s responses to a known exciting function. This is often an iterative process during the development stage of any study, consisting of control system design, measurement, adjustment and re-measurement.

The experimenter using ground based machines, on the other hand, has complete control over his model systems and the computed environment. However, he faces severe limitations on pilot cuing due to imperfect visual and motion systems, computer throughput times and other artifacts of the full simulation process. These deficiencies are very pronounced in the case of the helicopter simulations. It is generally accepted that helicopter pilots use very fine visual cues when operating at low speed near the surface, but whether these cues are primarily textural or kinematic is not well understood, nor are the mechanisms the brain uses to interpret them. To date it has not been possible to produce adequate visual cues for high precision tasks on any computer generated imaging system that this author has seen.

It is worth also considering another factor, the psychology of the pilot. In ground based simulation the pilot knows, albeit subconsciously, that he is ultimately not at risk whereas in the air that is not true: this may well have an effect on both the level of aggressiveness he is prepared to use in flying the tasks and the quality of control system he is prepared to accept.

By and large, experience has shown that handling qualities trends taken from ground based simulation are valid, but that the absolute values of the ratings achieved are sometimes not. Results from ground based simulation often tend to be conservative and this point will be emphasised later.

The remarks above suggest a natural complementary relationship between data from ground based and in-flight research. Although large matrix experiments can be conducted with relative ease in a ground based simulator, the results need to be examined closely for their validity due to lack of fidelity in the pilot’s environment. In contrast, the smaller matrix experiments which lend themselves to in-flight testing have the advantage that the visual and motion cues are full scale and coherent, yet suffer from a range of uncertainties in implementation which are not a factor in ground based studies. It also follows that the in-flight simulator has a significant role in fundamental handling qualities...
research both in its own right and in the important task of anchoring data from ground based experiments into the actual flight regime. It is in this role that the FRL Airborne Simulator was first employed in support of the ADS-33C data base generation.

**BANDWIDTH AND RESPONSE TYPE EXPERIMENT**

This was the first formal experiment designed to generate a data base for ADS-33C performed on the Airborne Simulator; it was also the largest single study carried out in this program.

A 1984 experiment conducted in VMS (Reference [6]) used bandwidth and response type as major variables, and it was desired to validate these studies in actual flight. A total of 14 control systems were programmed into the Airborne Simulator, representing Rate, Rate Command/Attitude Hold and Attitude Command response types. The responses with respect to attitude were tailored to provide bandwidths over the ranges 0.85 to 2.7 rad/sec in pitch and 1.0 to 3.1 rad/sec in roll. It has been argued that these bandwidths are inadequate to represent modern rotor systems, however during the development of ADS-33C criteria the critical minimum bandwidths for the vast majority of tasks were determined to be within these ranges. The control system architecture was identical to that used in VMS and a similar set of tasks was used.

Since this study followed recent FRL work in the area of integrated side-stick control, the opportunity was taken to fly the experiment using both conventional controllers (cyclic and collective levers with yaw pedals) and a four function integrated side-stick. The experiment was initially reported in Reference [7], while the same data with a rather deeper analysis is to be found at Reference [8].

This experiment served as the foundation for the small amplitude manoeuvre bandwidth criteria to be found in ADS-33C and served in measure to define the response type requirements in the same document, at least for operations in normal visual conditions. It also emphasised the relationship between ground based and in-flight simulation regarding the need to relate data from ground based experiments to those conducted in actual flight. Figures (3 and 4), which have appeared in several publications, show that in flight, not only were the spreads of pilot ratings less than in VMS, indicating greater pilot confidence in their ability to evaluate the systems, but that the bandwidth requirements to obtain Level 1 handling qualities were lower by up to 3 rad/sec. This is most noticeable in the plot relating to the evaluation of attitude response types. The implications of the significantly lower bandwidth requirements are very far reaching. Bandwidth costs money, weight, structural stiffness and control system complexity.
VERTICAL AXIS REQUIREMENTS

Two experiments in the 8501 update project concentrated on vertical axis requirements. The initial study concentrated on variations in heave damping and collective sensitivity (Reference [9]) while the second also considered the effects of thrust to weight ratio and the effects of engine/governor dynamics (Reference [10]). A more detailed analysis of data from these experiments can be found in Reference [11].

Again, following work already performed in VMS, these experiments were concerned with a topic already examined on the ground. The aircraft was configured with nominal pitch, roll and yaw control and airframe dynamics while the effective heave damping ($Z_w$), maximum thrust to weight ratio ($T/W$) and engine/governor/rotor dynamics parameters were varied.

Handling qualities ratings (HQR) of models which varied in $Z_w$ and $T/W$ showed that, in the airborne experiment, pilots were once again more tolerant of values which tended to degrade handling qualities than they were in VMS, however, the trends were the same. Figure (5), taken from Reference (10) demonstrates this point.
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Led by the work of Corliss[12] and Hindson[13], typical engine/governor/rotor dynamic models were also evaluated on the Airborne Simulator. The sensitivity of HQR to torque monitoring workload became quite clear in this experiment. Analysis of the engine/governor/rotor models using the same criteria as those used by previous experimenters showed a significant discrepancy in predicted versus actual HQRs. Our own attempts to quantify a handling qualities boundary based on parameters related to the engine governor/rotor system dynamics was able to describe our observed trends in handling qualities ratings but overall the criterion was less than satisfactory. The authors of ADS-33C were able to coalesce handling qualities data from a variety of sources to develop an equivalent systems approach to defining the a more "satisfying" torque dynamics boundary. Each set of data, from VMS, the NASA CH-47 and the FRL 205 highlighted different areas of concern regarding the dynamics of torque in rotorcraft operations and all were reflected in the final specification.

FLIGHT IN DEGRADED VISUAL ENVIRONMENTS

It has long been recognised, if informally, that the helicopter pilot, unlike his fixed wing counterpart, has to operate for prolonged periods in visual conditions that are neither of the two traditional designations VMC or IMC. Whether it be night, fog, precipitation, dust, sand or snow, his problems are compounded in several ways, particularly in NOE flight. The task of stabilising today's helicopters when visual references are poor is known to be both difficult and dangerous. Every year the flight safety publications contain several reports of loss of control or inadvertent ground strike accidents caused by prolonged or inadvertent operations in such conditions. It has become important to the military philosophy that NOE operations should be possible under almost all conditions and within an acceptable risk envelope.

To facilitate the design of helicopters for which protracted operations in a degraded visual environment is a practical reality, it was necessary to examine the requirements for such flight. Following early work by Hoh [14], which resulted in the postulation of a system to quantify the level of visual cuing that the pilot had at his disposal from all sources, termed a useable cue environment rating
(UCE), experiments were performed in the Airborne Simulator to continue the research and further refine the concept. Since the primary concept of the UCE work was that the pilot stabilises the rotorcraft based on the full set of cues available to him, it was predicated that a degradation in the UCE was similar to a reduction in gains in or the order of a closed loop stabilisation system. To maintain overall system stability as the cue environment degrades, the obvious step is to augment the stability of the plant which the pilot is required to stabilise, in this case the uncommanded rotorcraft.

With this concept in mind a variety of configurations were developed for the Bell 205 ranging from the raw vehicle to a highly augmented vehicle possessing Translational Rate Command/Position Hold with Yaw Rate Command and Height Hold control systems (TRC/PH/HH). Night Vision Goggles, used in conjunction with day training filters and focus adjustments, were used to degrade the visual environment in which the pilot had to operate as were goggles with liquid crystal foggable lenses.

The handling qualities evaluations of a variety of low level tasks (Summarised in Figures 6 and 7) confirmed the tradeoff between uncommanded vehicle stabilisation and UCE. While rate response models were able to provide Level 1 handling qualities in good visual conditions (UCE = 1), only highly augmented configurations such as ACAH or TRC/PH/HH were able to produce the same results in degraded visual environments (UCE 2 or 3). A description of this study may be found at Reference [15].

Unlike previous examples mentioned in this paper, ground based simulation followed rather than led in-flight experimentation in this area. The associated VMS experiment (Reference [16]) corroborated the basic findings of the FRL study and was able to confirm some conclusions drawn from, but not fully justified by, the in-flight work. ADS-33C incorporates the UCE - augmentation tradeoff as the cornerstone for the entire handling qualities specification.

CONTROL SYSTEM DISTURBANCE REJECTION QUALITIES

In 1989 it became apparent that further in-flight data were required to confirm the bandwidth and, more importantly, the phase delay ($\tau_p$) boundaries postulated after our previous experiments. There was a particular concern that the values of $\tau_p$ permitted for both Level 1 and level 2 boundaries were too high. Therefore, a second control bandwidth experiment was performed using the Airborne Simulator (References [17] and [18]). This differed from the first studies in that the elements of pilot selectable "optimum" sensitivity and the disturbance rejection characteristics of the control systems were considered in the evaluation matrix.

The previously determined bandwidth and phase delay handling qualities boundaries were confirmed...
by the evaluation data gathered during this study and so this area will not be discussed further. On the other hand, the novel feature of considering disturbance rejection capability as a rotorcraft handling qualities determinant should receive further attention.

It is clear that a closed loop control system with specific bandwidth and phase delay characteristics can be produced by numerous combinations of forward path shaping and state error feedback, but that only the state error feedback loops will augment the vehicles disturbance rejection capability. The tradeoff between forward path manipulation and feedback can make a considerable difference to the control system design, especially when failure tolerance is considered, therefore the definition of a minimum level of disturbance rejection (conversely, a maximum response to defined disturbances) is desirable.

The handling qualities evaluations of disturbance rejection capability were conducted using a matrix of 24 control systems using different levels of feed forward and feedback to accomplish specific bandwidth and phase delay design constraints. To ensure that all systems were subjected to the same disturbance environment, the evaluations were performed in calm ambient conditions, the disturbances being provided by the superimposition of a time series of actuator commands on the control system control path.

The disturbance signal used had been developed by recording the motions of the unaugmented Bell 205 in a steady hover in very heavy turbulence - the lee side of a large obstruction in a strong wind. The aircraft response traces were processed through an inverse mathematical model of the Bell 205 to yield actuator commands which would produce similar motions. When empirically scaled and filtered, the data trace produced a 'turbulence model' considered to be the most realistic ever flown at the NRC. The responses of the subject models as well as the raw 205 to this disturbing signal is shown at Figure 8.

The result of this preliminary study was an envelope of attitude perturbations against frequency (Figure 9) which, for an otherwise Level 1 aircraft, seemed to cause degradation of its handling qualities to the Level 2 area. It is felt that further work in this area could be fruitful. A detailed documentation of this study can be found at Reference [19].

The ADS-33C bandwidth criteria section states that bandwidth should be measured from the transfer function relating the force applied to a given control to the aircraft attitude, but there have been suggestions that this is not necessarily correct for large displacement controls. In particular, research in the fixed wing world (Reference [20]) has suggested that a pilot can compensate more readily for control response lags due to the dynamics of a particular controller than he can for those due to forward path
signal manipulation. This particular result might be expected since the pilot can form a neuro-muscular closed loop control system around the parameters of stick force and position, thus reducing their overall effect while the pilot has no feedback parameter available regarding forward path computational lags except for the final aircraft response.

The experiment performed at FRL on this subject revolved around the evaluation of helicopter handling qualities when the aircraft was controlled through a cyclic controller which had a variety of dynamic characteristics. The cyclic dynamics evaluated could be grouped into two types, one in which frequency domain characteristics were varied by the choice of physical model parameters, and one having different physical characteristics while maintaining constant natural frequencies and damping. Unfortunately, the evaluations of the latter group were less than satisfactory due to deficiencies in the Airborne Simulator control loading system.

Results from this study confirmed that pilots are very tolerant of low bandwidth displacement controllers; the results also permitted boundaries for controller design to be postulated based on natural frequency and damping (Figure 9). The evaluation data gathered during this experiment also suggests that the control bandwidth criteria in ADS-33C should be measured from stick displacement rather than applied force, especially if the cyclic stick is of rather low natural frequency. A full description of the experiment can be found at Reference [21]. Numerous other studies on rotorcraft handling qualities variations due to control feel system dynamics have taken place in the last few years and a good survey of recent work can be found in Reference [22].

It is clear that the subject of how a pilot interacts with his vehicles control feel system dynamics has yet to be fully understood. With this in mind, work is currently in progress at FRL to replace the analogue control loading system in the Bell 205 with a more consistently repeatable digitally based system. When this system becomes operational, further studies in this area will be undertaken.

**ADS-33C MANOEUVRES FOR PART 4**

Although it was intended that the use of ADS-33C should rely heavily on the objective open loop criteria to be found in Part 3 of the document, specific flight test manoeuvres were written into Part 4 to supplement the objective criteria. These manoeuvres were designed to reveal handling qualities deficiencies that might be otherwise missed but were intended to be used for piloted checks of a candidate aircraft in a 'quick look' form of evaluation. When exercises were undertaken to evaluate the use of ADS-33C by flying existing aircraft against the criteria, the manoeuvres assumed a greater importance than was the original intention with evaluators wishing to apply them as aircraft acceptance criteria in their own right. This use of the manoeuvres required a further project at the FRL, to define the manoeuvres in a sufficiently rigorous way so that they could be used to evaluate handling qualities almost in lieu of the Part 3 criteria.

There were several significant constraints imposed on the manoeuvre designs by the US Army authorities, particularly:

- flight test costs should be kept as low as possible which implies very little special equipment could be required;
- performance limits should be such that achievement of them, or otherwise, should be readily obvious to the pilot or an external observer and;
- the manoeuvres should be applicable to any type of helicopter without significant changes.
While these constraints may seem trivial, in many ways they are not: the last constraint in particular legislates against using, for example, marked ground courses with target speed gates for the acceleration/stop manoeuvre as has been the standard practice at FRL for many years.

To insure that the intent of the Part 3 criteria would be met by the piloted evaluation of Part 4 manoeuvres only (that is, the manoeuvres should enable a pilot to distinguish between Levels 1, 2 and 3 systems as defined in Part 3), the process of designing the manoeuvres had to include the evaluation of control systems which would pass and fail the criteria of Part 3. For this purpose, three control system models were incorporated in the Airborne Simulator. One of these was on the putative Level 1/Level 2 boundary, one well into the Level 2 region and the third just inside the Level 3 boundary. The evaluation pilots were asked to produce handling qualities ratings for each vehicle/manoeuvre combination and manoeuvres were varied to obtain a good correlation between pilot ratings and the system design handling qualities predictions. The necessity of producing models which would offer a range of handling qualities and the ability to record pilot performance numerically were the factors that legislated the use of the Airborne Simulator for this exercise, rather than an aircraft with greater performance capabilities.

The most difficult types of manoeuvre to design were those for which the aim was to determine handling qualities, but in which aircraft performance was a significant factor. An excellent example of this is the accelerate/stop manoeuvre. Traditionally the task has been defined at FRL by setting out a ground course marked by a start point, a 'gate' and an end zone and defining the task thus:

Establish a 10 foot hover at the start point, accelerate to achieve 40 kt groundspeed at the gate and return to the hover inside the end zone markers. 
Desired performance shall be ±10 feet laterally, ±10 feet vertically, ±10 degrees in heading and 2 knots at the gate. Adequate.....

For the evaluation of the Bell 205 models this defined manoeuvre was quite acceptable and the combination of speed and distance targets ensured that the pilot had to fly in a very aggressive manner. If, however, the test vehicle were not a Bell 205 but, say an Apache, these limits would not represent the same proportion of the aircraft's capability as they do with the Bell 205. The task would become too easy because of the performance margins the pilot had available to him. To make the task aircraft independent clearly requires a different approach to the manoeuvre. The final definition of this example task became, somewhat abbreviated:

Starting from a stabilised hover, rapidly increase power to approximately maximum and maintain altitude constant with pitch attitude. Hold collective constant during acceleration to an airspeed of 50 knots. Upon reaching the target airspeed, initiate a deceleration by aggressively reducing power and holding altitude constant with pitch attitude. The peak pitch attitude should occur just before reaching the final stabilised hover.

**Desired Performance**

Complete the manoeuvre over the reference point at the end of the course. The longitudinal tolerance is plus zero, minus a distance equal to one half the overall length of the helicopter (positive forward)

Maintain altitude below 50 feet.

Maintain lateral track within ±10 feet.

Maintain heading within ±10 degrees.

Achieve at least 95% of either maximum continuous power or the maximum transient limit, whichever is greater, within 1.5 seconds from initiation of the manoeuvre. If 95% power results in pitch attitudes that are deemed to be objectionable, use the maximum nose down pitch attitude that is felt to be acceptable. This pitch attitude will be considered as a limit of the operational flight envelope.

The power should be decreased to full down collective within 3 seconds to initiate the deceleration. Significant increases in power are not allowed until just before the stabilised hover.
The pitch attitude during the deceleration should be at least 30 degrees nose-up above the hover attitude, and should occur shortly before hover.

The rotor RPM shall remain within the limits of the Operational Flight Envelope without undue pilot compensation.

The greatly increased complexity in the second definition serves to produce a script which is easily interpreted by the pilot and gives him, or his observer, clear guidance as to whether the desired performance limits have been met. It meets the constraints on the manoeuvres mentioned initially, requiring no specific flight test instrumentation and being aircraft type independent. However, such a complex description of what is essentially a very simple piloting task raises questions as to the understandability of the definition and whether it would be interpreted by the pilot in such a way as to meet the intentions of the guide. This was checked by asking pilots who had not been party to the development process to fly the tasks, using only the draft definitions as a brief. This final stage in task development resulted in only minor changes in wording or emphasis.

This kind of re-working of task descriptions was necessary for most of the manoeuvres in ADS-33C Part 4 requiring large changes in attitude and power since these are the areas where individual aircraft capabilities are the most predominant.

The manoeuvre re-definition exercise was completed at FRL in two sessions in 1991, with the participation of US Army pilots from AQTD and was reported in Reference [23].

ONGOING RELATED STUDIES

The cooperative studies in support of ADS-33C at the FRL are continuing. Currently the laboratory is in the preparatory stage of a study on the potential benefits of modifying the typical rate feedback SAS found in current helicopters (e.g., Bell 412, Blackhawk) to provide a limited authority attitude command mode to assist the pilot during operations in degraded visual environments. Again, this is a study which will complement a VMS experiment by repeating the evaluations of selected configurations in the cue rich environment of actual flight. The software development stage of this project is currently nearing completion and it is anticipated that piloted evaluations will commence early in February 1993.

In the longer term, the NRC is in the process of purchasing a replacement airframe to carry on the process of in-flight simulation. The decision to make this major capital investment was driven primarily by our acknowledgement that the agility of a teetering rotor helicopter will always be limited to levels far below those obtainable in most current helicopters and that it will be necessary to address that factor if the laboratory is to maintain the ability to conduct world class research in the area of helicopter flight dynamics.

The new aircraft, a Bell 412, is expected to be received at the laboratory in the late spring of 1993 and will be designated the Advanced Systems Research Aircraft (ASRA). It is anticipated that some 18 months will be required to convert the aircraft to a fly-by-wire capability, a process that will be primarily conducted in-house with the use of outside contractor assistance where necessary. The ASRA will be the fourth generation FBW helicopter at the FRL and will continue a nearly thirty year tradition of in-flight simulation activity with a machine capable of carrying out manoeuvres more appropriate to helicopters of the next decade.

CONCLUSIONS

The National Research Council’s Airborne Simulator has played a large role in developing the database against which the frequency domain criteria and the flight test manoeuvres incorporated in ADS-33C have been written. It has, as a part of this project, again highlighted the complementary nature of ground based and in-flight simulation, indicating that there would be quite severe cost and technological risk in specifying or designing radically new helicopters using data acquired purely from either source, ground-based simulation or in-flight simulation. As shown in this report, there have been occasions during the production of ADS-33C when data from several sources was necessary to formulate a given criterion.
The FRL, through its connection with TTCP, has renewed its intentions to continue its participation in the international effort in support of handling qualities criteria development and update.
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ABSTRACT

The philosophy and structure of the proposed U.S. Military Specification for Handling Qualities Requirements for Military Rotorcraft, MIL-H-8501B, are presented with emphasis on shipboard terminal operations. The impact of current and future naval operational requirements on the selection of appropriate combinations of basic vehicle dynamics and usable cue environment are identified. An example "walk through" of MIL-H-8501B is conducted from task identification to determination of stability and control requirements. For selected basic vehicle dynamics, criteria as a function of input/response magnitude are presented. Additionally, rotorcraft design development implications are discussed.

NOMENCLATURE

OFE - Operational Flight Envelope. The boundaries within which the rotorcraft must be capable of operating in order to accomplish the mission.

SFE - Service Flight Envelope. Boundaries defined by aircraft limits as distinguished from mission requirements.

MTE - Mission-Task-Element. An element of a mission that can be treated as a handling qualities task.

H/LS - Hover/Low Speed. Ground speeds from 0 to 45 knots.

F/F - Forward Flight. Ground speeds 45 knots and above.

UCE - Usable Cue Environment. The cue environment defined by the mission visual environment including both Outside world Visual Conditions (OVC) and the available displays and vision aids.

VMC - Visual Meteorological Conditions.

IMC - Instrument Meteorological Conditions. Meteorological conditions which require operation of the rotorcraft solely with reference to flight instruments. Occurs when rotorcraft is clear of all obstacles.

IFR - Instrument Flight Rules. Standard procedures which generally apply in IMC.

Near Earth Operations - Operations sufficiently close to the ground or fixed objects on the ground, or near water and in the vicinity of ships, etc., that near-field navigation is primarily accomplished with reference to outside objects.

Response-Type - The basic shape of the response in terms of dynamic parameters.

1.0 INTRODUCTION

The proposed U.S. Military Specification for Handling Qualities Requirements for Military Rotorcraft, MIL-H-8501B (reference 1), represents a radical new approach to the specification of air vehicle flying qualities. For the first time, flying qualities criteria are explicitly specified as a function of both flight task and usable cue environments. As a direct consequence, MIL-H-8501B has strong mission oriented design implications. Further, this flying qualities specification will have particular impact in the design of not only the airframe, rotor system and

flight control system, but also the displays and vision aids.

Shipboard recovery is one of the more difficult flight tasks required of a pilot and his aircraft. This flight task even in the best environmental conditions is demanding. Mission requirements, however, force poor weather operations where launch and recovery in poor visual conditions and high sea states are routine. Under these conditions, the aircraft's flying qualities are a function of not only the vehicle's stability and control characteristics, but also the visual cues available to the pilot.

This paper presents the philosophy, structure and criteria of MIL-H-8501B with emphasis on shipboard terminal operations. The impact of current and future naval operational requirements on the selection of appropriate combinations of basic vehicle dynamics and usable cue environment are identified. An example "walk through" of MIL-H-8501B is conducted from task identification to determination of stability and control requirements. For selected basic vehicle dynamics, criteria as a function of input/response magnitude are presented. Additionally, rotorcraft design implications are discussed.

2.0 MIL-H-8501B BACKGROUND

It has long been recognized that the current U.S. military specification of General Requirements for Helicopter Flying and Ground Handling Qualities, MIL-H-8501A (reference 2), is inadequate for application to modern rotorcraft. Several handling qualities specialists (references 3 through 6) have identified the inadequacies. Specific areas of concern lie with MIL-H-8501A's inability to specify technically sufficient requirements for performance of demanding tasks in severe environments, employment of high control augmentation systems, and the use of advanced displays and vision aids. Due to the combination of current day mission requirements and current rotorcraft design methodologies, MIL-H-8501A simply can no longer ensure satisfactory flying qualities.

The development of several recent rotorcraft weapon systems, including the U.S. Navy Light Airborne Multipurpose System (LAMPS) Mk III SH-60B, have required the use of flying qualities type specifications (reference 7). These type specifications, while incorporating several MIL-H-8501A requirements, have utilized many new requirements which are primarily mission performance oriented.

Beginning in 1982 the U.S. Army initiated a three phased effort to develop mission oriented handling qualities requirements for military rotorcraft. The objectives of the phase I effort were: the development of a new specification structure, the incorporation of existing criteria and data, the definition of critical gaps in the database, and the formulation of a draft specification and background information and users guide (BIUG). Two major and distinctly different approaches evolved and were documented in references 8, 9 and 10.

The objectives of phase II were to fill in the critical data and criteria gaps and generally refine the specification. Continuing in 1984 with phase II, utilizing the approach of references 9 and 10, the U.S. Army shifted the development of the specification from general requirements to LHX oriented requirements. Once this effort was complete, they again sought, with the aid of the Navy and industry, to develop a generic specification. This was accomplished by generalizing the LH specification and BIUG for application to all types of modern rotorcraft. In this phase investigations were performed to generate data to fill the numerous data gaps. Through the last part of phase II, several government and industry reviews of the specification and BIUG (reference 11) were conducted in order to refine the criteria.

While currently in phase III, tri-service (Army, Navy, Air Force) review, adoption of the new specification is expected soon.

Through demonstration of MIL-H-8501B applicability to aircraft/ship operations, this paper represents part of the continuing effort by the U.S. Navy to assist in maturing the proposed specification.

3.0 MIL-H-8501B PHILOSOPHY

MIL-H-8501B incorporates several fundamental concepts in it's philosophy. The first of these concepts is the use of the Cooper-Harper Handling Qualities Rating (HQR) Scale (reference 12) and the associated handling qualities levels, defined in Figure 1, as a metric to quantify the acceptability of a vehicles flying qualities.

Many MIL-H-8501B criterion boundaries are based on both simulation and flight test HQR data. The primary use of the scale is to correlate pilot ratings
from handling qualities experiments and compliance tests conducted in simulation or flight with parameters used in the specification. The requirements specify that the minimum handling qualities must be Level 1 within the OFE and Level 2 within the SFE. Further, the specification allows for degradation of flying qualities due to failures. One of the two methods describing the allowable degradations is given in Table 1.
The U.S. Navy uses two other scales to determine the general acceptability of a helicopter - the Dynamic Interface Pilot Rating Scale (Table 2) (references 13 and 14), which is specifically used in the shipboard launch and recovery environment, and the Deficiencies Scale (Table 3) (reference 15). Neither scale, however, specifically addresses the acceptability of the vehicle's handling qualities. The former quantifies relative degrees of pilot effort required for conducting helicopter launches and recoveries during shipboard operations. The latter, quantifies the severity of aircraft deficiencies with regard to their impact on the vehicles ability to perform its intended mission.

The second fundamental concept of MIL-H-8501B is the specification of a minimum required response type as a function of the Mission Task Element (MTE) and Usable Cue Environment (UCE). The intent of this concept is to establish a methodology which allows the specification to relate required vehicle dynamics to mission requirements and the operational visual environment. Implicit in this concept is a "trade-off" relationship between response type, displays and vision aids, and task difficulty. Essentially, as task difficulty increases, stability and control augmentation should be increased. As visual conditions degrade, stability and control augmentation or visual augmentation should be increased.

The complete procedure for determining the UCE is given in Section 3.2.2.1 of reference 1. In summary, the UCE is determined by taking an existing rotorcraft with a rate command response type and exhibiting Level 1 flying qualities in clear day negligible turbulence conditions, installing all the displays and vision aids proposed for use in the production rotorcraft, and flying test maneuvers in the actual operational environment. Three pilots perform this evaluation, quantifying the useable cues using the rating scale shown in Figures 2a and 2b. The test maneuvers consist of a basic set of MTE's including: hover, vertical landing, pirouette, acceleration and deceleration, sidestep, bob up and down.

Both the minimum required control system types and the specific trade-off relationships with displays and vision aids for hover and low speed near earth operations are defined in Table 1(3.2) of reference 1. Similarly, Table 2(3.2) of reference 1 define these requirements/relationships for forward flight.

The third concept is the use of a combination of specific quantitative requirements, the "Section 3" criteria, and separate but equally important flight test requirements, the "Section 4" criteria, to completely determine the vehicle's handling qualities. The Section 3 criteria are a combination of frequency and time domain requirements to quantitatively define the required vehicle dynamics. The flight test requirements are included as an independent assessment of the overall vehicle handling qualities. The flight test requirements compliment the quantitative requirements and are intended to "smoke out" handling qualities deficiencies which may be undetermined by the Section 3 criteria. Section 4 is less comprehensive than Section 3 and is not intended as a substitute for Section 3.
Table 3 Definition of Deficiencies

<table>
<thead>
<tr>
<th>Part I indicates a deficiency, the correction of which is necessary because it adversely affects:</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. Airworthiness of the aircraft.</td>
</tr>
<tr>
<td>b. The ability of the aircraft to accomplish its primary or secondary mission.</td>
</tr>
<tr>
<td>c. The effectiveness of the crew as an essential subsystem.</td>
</tr>
<tr>
<td>d. The safety of the crew or the integrity of an essential subsystem. In this regard, a real likelihood of injury or damage must exist. Remote possibilities or unlikely sequences of events shall not be used as a basis for safety items.</td>
</tr>
</tbody>
</table>

| Part II indicates a deficiency of lesser severity than a Part I which does not substantially reduce the ability of the aircraft to accomplish its primary or secondary mission, but the correction of which will result in significant improvement in the effectiveness, maintainability, or safety of the aircraft. |

| Part III indicates a deficiency that appears too impractical or costly to correct in this model but which should be avoided in future designs. Included are violations of specifications for use by the contract negotiator in final settlement of the contract. |

The U.S. Navy currently uses developmental and operational testing (DT and OT respectively) for evaluation of a new or modified weapon system (reference 15). Bearing no relationship to the flight test requirements of MIL-H-8501B Section 4, these tests are performed to evaluate the airworthiness of the aircraft and the ability of the aircraft to accomplish it's primary or secondary mission. DT and OT, by design, evaluate the aircraft as a weapon system, and as such, involve a myriad of considerations. Handling qualities evaluations are typically conducted during and after full scale engineering development. Often faulty or non-optimum design characteristics are already part of the completed system and are difficult and/or expensive to fix.

Section 4.0 criteria of the proposed specification and the DT and OT evaluations seek to achieve related but distinctly different results. Therefore, there remains a necessity for both.

4.0 MIL-H-8501B STRUCTURE

The general structure of the proposed specification is illustrated in Figure 3. The Scope, Compliance, and Definitions blocks correspond to Sections 1 and 2,
5.0 MIL-H-8501B METHODOLOGY

The process by which the user and designer apply the specification is illustrated by Figure 4. Essentially, the user must first define the mission and mission environments. This includes definition of the mission task elements, degraded visual environments, requirements for divided attention, maximum winds in which the aircraft is expected to operate, and any other mission oriented requirements. From this the designer can determine the flight envelopes, usable cue environments, and required response types. Using the Section 3 criteria the designer can then determine the required dynamic characteristics for a given level of handling qualities. Trade-offs between visual and control augmentation can be made using the guidance provided in Section 3. These design trade-offs would be motivated by both the user's and manufacturer's design philosophies. With the application of MIL-H-8501B, handling qualities requirements will directly effect many areas of the
design, including the airframe, rotor system, control system, cockpit layout, and avionics, and, therefore must be considered early in the design process. Due to the timing of this process, handling qualities take on a renewed importance.

6.0 NAVAL OPERATIONS

6.1 Mission and Vehicles

The U.S. Navy's overall mission is to control the seas in wartime and project military power ashore. The tasks required to accomplish this mission include, among others, the acquisition and distribution of intelligence, surface ship and submarine attack, amphibious assault and deployment, and defense of related assets ashore in friendly or enemy territory. In support of these tasks, rotary wing aircraft operate from a wide variety of U.S. Navy ships ranging from the large deck carriers (CV) to smaller deck carriers for amphibious assault operations (LHA, LHD, LPH), to much smaller aviation capable ships such as destroyers (DD) and frigates (FFG). The associated missions include airborne mine countermeasures (AMCM), antisubmarine warfare (ASW), antiship surveillance and targeting (ASST), vertical on board delivery (VOD), naval gunfire support (NVG), amphibious assault, amphibious reconnaissance, and search and rescue (SAR).

The U.S. Navy currently operates several different multi-role rotorcraft. Among these are the SH-3D/H Sea King for shore and ship based ASW, logistical support and SAR, the SH-2F Sea Sprite LAMPS Mark I for ASW and ASST, the SH-60B Seahawk LAMPS Mark III for ASW and ASST, and the RH-53D Sea Stallion for ship or shore based AMCM. Vertical replenishment (VERTREP), medical evacuation (MEDEVAC) and passenger transfer operations are common alternate roles. Other rotorcraft include the AH-1W Cobra, UH-1N Iroquois, CH-46 Sea Night and CH-53E Sea Stallion.
Currently all naval rotorcraft are equipped with standard electro-mechanical instruments, e.g. clocks, radar and barometric altimeters, airspeed, vertical velocity, attitude, hover and torque indicators. There is extremely limited precision guidance instrumentation and no operational head-up or helmet-mounted displays.

6.2 Impact of Environmental Conditions

Even though it is desirable to have an all-weather capability, flight operations are often limited by environmental conditions. Reference 16, the Naval Air Training and Operating Procedures Standardization (NATOPS) General Flight Operating Instructions and the vehicle specific NATOPS manuals provide guidelines on, among other issues, the operational limitations related to environmental conditions. Further, these guidelines are often tailored by the organizational commanders of shore based operational commands, e.g. reference 17 and 18. For many shipboard operations, the vehicle NATOPS and the specific ship's standard operating procedures (SOP) provide the operational pilots with the necessary information on the environmental conditions within which they can operate.

The factors influencing helicopter flight operations include weather (sea state, winds, visibility and ceiling) at takeoff and forecasted for time of arrival, the pilot's rating, and the vehicle's rating (with regard to ability and qualification to operate in degraded visibility). Helicopter operations are not normally conducted with a ceiling below 500 feet and visibility less than 1 mile (reference 19). Moreover, recommended weather minimums for launching helicopters on SAR operations are 300 foot ceiling with 1 mile visibility.

Shipboard launch and recovery envelopes are limited by visibility, ship pitch and roll, physical obstructions, and ship airwake. All combine to make shipboard terminal operations hazardous. The compatibility of specific rotorcraft and ship combinations are determined by static interface tests to examine space and servicing issues and dynamic interface tests to determine operational flight envelope parameters. During the dynamic interface tests, aircraft performance and flying qualities are evaluated in the actual ship environment to establish the actual takeoff and landing limitations. Test results are published for operational use as launch/recovery envelopes expressed in terms of relative wind direction and magnitude for specified levels of ship motion (references 20, 21, 22). An example is illustrated in Figure 5.

Notes:
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Caution: Rotor downwash during landing flare may cause flight deck safety nets to bounce upright momentarily, reducing tail clearance, and possibly causing damage to aircraft or nets.

Figure 5 Sample DI Launch and Recovery Envelope.
During night operations, the U.S Marine Corps makes it common practice to launch and recover from ships using night vision goggles (NVGs). The Marines base their use of NVGs on ambient light conditions as measured by the Light Level Calender (reference 23). The minimum light level at which the Marines no longer use NVGs is approximately 0.0022 LUX. Although the use of NVGs by the Marines indicates the acceptability of NVGs as a vision aid for shipboard operations, the U.S Navy does not normally conduct night VFR shipboard terminal operations with NVGs.

A recent investigation of shipboard operations in degraded visual environments was conducted during the dynamic interface testing of the SH-60B LAMPS Mk III aboard the USS Cushing (DD 985) (reference 24). This investigation examined the feasibility of conducting reduced illumination helicopter night launch and recovery operations in conditions simulating wartime or emergency lighting situations. These tests were conducted under night VFR conditions, with a variety of degraded shipboard visual landing aids (VLA), and without the use of night vision devices. The evaluation further included emergency condition (EMCON) procedures, in which shipboard emissions, such as radio transmissions and guidance signals are secured.

The test results indicated that pilot workload and task difficulty are a clear inverse function of outside world visual cues and degree of aid provided by the ship. The results have strong implications with regard to on-board helicopter capabilities required for safe operation in emergency conditions. Specifically, there is an apparent need for improved displays and vision aids, as well as self contained terminal guidance systems.

Improved rotorcraft capabilities are necessary to satisfy future naval operational requirements. As an example, a recent U.S. Navy rotorcraft acquisition, the HH-60H, is representative of the future naval operation philosophy of establishing and exploiting a night/all-weather capability. The HH-60H, which can draw it's lineage from the SH-60F, was designed to perform the mission of combat search and rescue (CSAR) and special warfare support. The Navy plans to have the HH-60H's carry out CSAR in littoral missions operating off of small deck ships. Inherent in this mission is night/poor weather operational capability (reference 25). To insure adequate CSAR capability, the HH-60H is fitted with a host of mission enhancing avionics. The cockpit instrument panel includes a 10-inch multifunction display for display of flight and navigation information. In addition, the HH-60H is fully night vision goggle compatible. The incorporation of NVGs demonstrates the recognition of the impact that visual augmentation has on operational capabilities. Using NVGs, HH-60H units are cleared to fly below the minimum light levels set for most other military units. This allows the unit to accomplish strike-rescue missions in two ways: immediate rescue in prevailing conditions or rescue within twenty-four hours under the cover of darkness. The latter relies on a "stealthy" approach rather than the use of brute firepower to suppress enemy fire.

Another example of a recent acquisition which demonstrates the impact of future naval operational requirements on the design development of rotorcraft, is that of the upgrade from the Royal Navy's primary ASW helicopter, the Lynx Mk 3, to what is to be called the Lynx Mk 8. Operated from the flight decks of most Royal Navy frigates and destroyers, the Lynx Mk 3 HAS (helicopter antisubmarine), equipped with Sea Skua ASM and antisubmarine torpedoes, extends the effective range of its parent ship's sensors and weapons while operating as an integral part of the parent ship's tactical system. The Lynx Mk 8 is simply an enhanced version of the Lynx Mk 3 (reference 26).

The Lynx Mk 8 employs an upgraded Central Tactical System (CTS) which aids navigation and the Sea Owl Passive Identification Device (PID) for day, night, poor weather surveillance and automatic target cueing and tracking. These systems reduce pilot workload and enhance mission performance.

It is important, however, to recognize here that unlike the outfitting of the HH-60H with a NVG capability, the CTS and Sea Owl, although reducing pilot workload and improving mission performance, are not UCE related. The visual cue rating (VCR) scale (Figure 2a) used in determining the UCE measures the cues for stabilization and control, not navigation or mission related divided attention tasks.

6.4 Shipboard Terminal Operations (STOPS) Procedures

Although U.S. Navy rotorcraft may have different primary and secondary missions, there remains one element of these missions, two flight phases, that are rudimentary to all U.S Navy aircraft operations - shipboard launch and recovery.
Shipboard procedures for launch are described as follows (references 19, 27, 28 and 29). The pilot lifts the aircraft to a stable hover, performs checks on all performance indicators, and depending on ship size maneuvers the aircraft to the aft portion of the flight deck while maintaining gear mounts over the deck and again stabilizes a trimmed hover. If necessary, a pedal turn is executed to place the aircraft approximately 45 degrees off of the ships heading in the direction of the relative wind. The pilot then transitions the aircraft to forward flight by increasing collective to selected takeoff power establishing a positive vertical climb. The departure is complete when the prebriefed altitude and airspeed are attained. For IMC or night operations the helicopter typically does not deviate from the departure course until minimum altitude of approximately 300 feet is reached.

Approach conditions generally fall into three categories, day VMC, night VMC, and IMC. Further, there are three types of shipboard approaches. First, a visual glide path approach which utilizes the stabilized glide slope indicator (SGSI) on board the ship, second the standard instrument approach to minimums, and, finally, an emergency approach when the helicopter does not have adequate fuel to safely divert to an alternate airfield or aviation ship and the weather is below standard minimums. The visual and standard instrument approach are discussed below.

The visual approach glide path is used for both day and night VMC approaches as well as the visual final approach phase of the standard instrument approach in IMC. Beginning in cruise flight with an airspeed of approximately 80 knots, the pilot typically flies to intercept a 3 degree glide path from 1 to 1.2 nautical miles out at altitudes of 350 to 400 feet. Note this pattern (Figure 6) may, and is often, shortened during day/night VMC commensurate with pilot proficiency. In a general a descending, decelerating, constant glide slope angle approach is employed. The pilot routinely cross checks the visual cues from SGSI with the radar altimeter to ensure glide path control (altitude vs. range) is accurate. Rates of descent typically do not exceed approximately 500 ft/min throughout the approach.

During the day visual approach phase, the lineup is maintained using the lineup lines on the ships deck as well as visual cues from the ships structure. At night the approach line is maintained using a lighted lineup, vertical dropline lights and any other visual cues from the ships lighting (references 22). The final approach to amphibious class ships (Figure 7) is made at a 45 degree angle to the ship centerline toward designated the landing spot on the deck. Approaches to small deck ships are flown from either directly astern (Figure 8), or at an angle, typically 30 degrees, to the landing deck on the aft end of the ship (Figure 9).

![Figure 6 Typical VMC Approach path.](image)

During the last portion of the flight phase, the pilot brings the aircraft to a stationkeeping position, depending on aircraft flying qualities and size, either just off the deck edge or over the deck for larger aircraft, waits for a lull in ship motion, transitions over the deck if necessary, and lands the aircraft. Throughout the process, the pilots are assisted by a landing signalman (LSO/LSE) who plays and advisory role, except in a wave off condition where the pilot must follow his direction.

The basic instrument approach is only utilized in a night/IFR environment. This approach is commenced from a position 2 miles astern on a heading within 30 degrees of the ships basic recovery course (BRC) at 200 feet above ground level (AGL) and 80 Knots airspeed. Upon crossing the 2 mile mark, a decent is made to 100 ft AGL, and altitude hold is then engaged. The approach is continued until visual contact is made or until a range of 1/2 mile from the ship is reached, whichever occurs first. Once visual contact is established, course and altitude are adjusted to arrive 15 ft above the flight deck. Airspeed is adjusted as required to establish a comfortable closure rate not to exceed 15 knots. The last segment of the basic instrument approach is accomplished as that of the VMC day/night approach.
Figure 7 Amphibious (LHA) Landing Deck.

Figure 8 Small Deck Ship (DDG) Landing Area, Stern Approach Path.

Figure 9 Small Deck Ship (DD) Landing Area, 30 Degree Approach Path.
In high sea states, the U.S. Navy SH-60B can be assisted in shipboard landing by a haul down system referred to as RAST (Recovery, Assist, Secure and Traverse). This recovery assist system is installed in the landing decks of certain guided missile frigates, guided missile cruisers, and destroyer class ships (reference 30).

During launch, approach and landing the pilot is not performing any additional tasks. There are no divided attention operations.

7.0 MIL-H-8501B AND STOPS

7.1 MTE / UCE / Response Type Relationship

Examining only the portion of STOPS in hover/low speed conditions, the number of specification requirements can be further reduced, as illustrated by Figures 10 and 11.

For shipboard terminal operations, several mission task elements (MTEs) can be identified. They include hovering, shipboard stationkeeping, takeoff and transition, and landing. Defining the applicable MTE/UCE/response type relationship, Tables 1(3.2) and 2(3.2) of reference 1 can be reduced to Tables 4 and 5.

To achieve Level 1 handling qualities during these MTEs, MIL-H-8501B requires at least a rate response type in pitch, roll and yaw for UCE = 1. For UCE = 2, required control augmentation increases to attitude command/attitude hold in pitch and roll, rate command/direction hold in yaw, and rate command/altitude hold in the vertical axis. For UCE = 3, translational rate command and position hold are also required. In forward flight with degraded visual conditions, MIL-H-8501B requires rate command/attitude hold in pitch and roll and turn coordination in heading. Furthermore, in forward flight no specific response type for the vertical axis is specified. The requirements for required response types are minimums and can be upgraded if desired. If the mission and mission environment dictates the use of more than one response type, then the requirement on switching between response types, Section 3.8, also applies.

As can be seen from Table 6, many of the U.S Navy helicopters discussed earlier in Section 6.1, satisfy the requirements of MIL-H-8501B for STOPS MTEs conducted in UCEs 1 through 3. Moreover, it is interesting to note that the aircraft which does not possess the minimum required response type for shipboard operations, in visual cue conditions resulting in UCEs > 1, is the AH-1W - a U.S Marine Corps aircraft. As discussed earlier, the Marines routinely operate in the shipboard environment with NVG’s, effectively improving the UCE at night.

7.2 Sample Qualitative Requirements - Section 3 Criteria

Based on current and future operational environments, procedures and rotorcraft characteristics, a majority of the MIL-H-8501B section 3 hover/low speed criteria will apply to shipboard terminal operations. To convey the nature of these criteria, samples are presented below.

Section 3.3.2.1. Hover and Low Speed, Small Amplitude Pitch and Attitude Changes, Short Term Response to Control Inputs (Bandwidth).

The pitch response to longitudinal cockpit control force or position inputs shall meet the limits specified in Figure 12.

The small amplitude, short term response to control inputs, criteria is defined in terms of bandwidth and phase delay. These frequency domain parameters describe the system's short term transient response characteristics.

Section 3.3.3. Hover and Low Speed Moderate Amplitude Pitch Attitude Changes (Attitude Quickness).

The ratio of peak pitch rate to change in pitch attitude shall exceed the limits specified in Figure 13. The required attitude changes shall be made as rapidly as possible from one steady attitude to another without significant reversals in the sign of the cockpit control input relative to the trim position. The initial attitudes, and attitude changes required for compliance with this requirement, shall be representative of those encountered while performing the required MTEs.

The parameters that make up the moderate amplitude criteria are the ratio of the peak rate to peak attitude and the minimum change in attitude during the change from
Figure 10 Specification Structure - Quantitative Requirements - Shipboard Terminal Operations.

Figure 11 Specification Structure - Flight Test Requirements Relating to Shipboard Terminal Operations.
Table 4 Required Response-Type for Hover and Low Speed - Near Earth

<table>
<thead>
<tr>
<th>Vertical takeoff and transition to F/F - close of earth.</th>
<th>UCE=1</th>
<th>UCE=2</th>
<th>UCE=3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Horizontal and transition to F/F - close of earth.</td>
<td>Rate</td>
<td>Rate</td>
<td>Rate</td>
</tr>
<tr>
<td>Precision hover</td>
<td>ACAH</td>
<td>Rate</td>
<td>TRC</td>
</tr>
<tr>
<td>Shipboard landing including RAST</td>
<td>RCDH</td>
<td>RCDH</td>
<td>RCHH</td>
</tr>
<tr>
<td>Vertical takeoff and transition to near earth flight</td>
<td>RCHH</td>
<td>PH</td>
<td>RCHH</td>
</tr>
<tr>
<td>Hover Taxi/NOE Traveling</td>
<td>ACAH</td>
<td>RCDH</td>
<td>ACAH</td>
</tr>
</tbody>
</table>

Notes:
1. A requirement for RCHH may be deleted if the Vertical Translational Rate Visual Cue Rating is 2 or better, and divided attention operation is not required. If RCHH is not specified, an Altitude-Rate Response Type is required (See Paragraph 3.2.9, reference 1).
2. Turn Coordination (TC) is always required as an available Response-Type for the slalom MTE in the Low Speed flight range as defined by Paragraph 2.6.2. However, TC is not required at airspeeds less than 15 knots.
3. For UCE=1, a specified Response-Type may be replaced with a higher rank of stabilization, providing that the moderate and Large Amplitude Attitude Change requirements are satisfied.
4. For UCE=2 or 3, a specified Response-Type may be replaced with a higher rank of stabilization.
5. The rank-ordering of combinations of Response-Type from least to most Stabilization is defined as:
   1. Rate
   2. ACAH+RCDH
   3. ACAH+RCDH+RCHH
   4. Rate+RCDH+RCHH+PH
   5. ACAH+RCDH+RCHH+PH
   6. TRC+RCDH+RCHH+PH

Table 5 Required Response-Types in Forward Flight

<table>
<thead>
<tr>
<th>Pitch and Roll Attitude</th>
<th>Pitch - Rate or Attitude, Attitude Hold Required (RCAH or ACAH)</th>
<th>Roll - Rate with Attitude Hold (RCAH)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VMC cruise/climb/decent</td>
<td>IMC cruise/climb/decent</td>
<td>IMC cruise/climb/decent</td>
</tr>
<tr>
<td></td>
<td>IMC departure</td>
<td>IMC departure</td>
</tr>
<tr>
<td></td>
<td>IMC approach (constant speed)</td>
<td>IMC decelerating approach (3-cue</td>
</tr>
<tr>
<td></td>
<td></td>
<td>director required)</td>
</tr>
</tbody>
</table>

Heading -- All require Turn Coordination (see Paragraph 3.4.6.2)
Height -- No specific Response-Type (see Paragraph 3.4.3)
Table 6 Response Type of Current Fleet Helicopters

<table>
<thead>
<tr>
<th>A/C</th>
<th>Pitch</th>
<th>Roll</th>
<th>Yaw</th>
<th>Heave</th>
<th>Other Modes</th>
</tr>
</thead>
<tbody>
<tr>
<td>MH-53E</td>
<td>ACAH</td>
<td>ACAH</td>
<td>RCDH</td>
<td>RCHH</td>
<td>BARALT/RADALT Hold</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Cable Tension/Slew Hold</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Crew Hover (TRC)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Hover Coupler (PH)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Airspeed Hold (&gt;60 Kts)</td>
</tr>
<tr>
<td>AH-1W</td>
<td>RC</td>
<td>RC</td>
<td>RC</td>
<td>RC</td>
<td>TRC W/Doppler</td>
</tr>
<tr>
<td>SH-3G/H</td>
<td>ACAH</td>
<td>ACAH</td>
<td>RCDH</td>
<td>RCHH</td>
<td>Cable Angle Hold</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Crew Hover (TRC)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Auto Depart/Approach</td>
</tr>
<tr>
<td>CH-46E</td>
<td>ACAH</td>
<td>ACAH</td>
<td>RCDH</td>
<td>RCHH</td>
<td>TRC W/Doppler</td>
</tr>
<tr>
<td>(SR+M)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SH-2G/F</td>
<td>ACAH</td>
<td>ACAH</td>
<td>RCDH</td>
<td>RCHH</td>
<td>Hover Coupler</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Ground Speed Command/Hol</td>
</tr>
</tbody>
</table>

* Altitude Hold Pilot Selectable
Note: In all cases, Attitude Command authority is limited to 10-15% of control movement due to series actuation limits.

Table 7 MIL-H-85018 Requirements for Large Amplitude Attitude Changes with regard to Maneuvering Associated with Shipboard Operations

<table>
<thead>
<tr>
<th>MISSION-TASK ELEMENT</th>
<th>RATE RESPONSE-TYPES</th>
<th>ATTITUDE RESPONSE-TYPES</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MINIMUM ACHIEVABLE ANGULAR RATE (DEG/SEC)</td>
<td>MINIMUM ACHIEVABLE ANGLE (DEG)</td>
</tr>
<tr>
<td></td>
<td>LEVEL I</td>
<td>LEVEL II+III</td>
</tr>
<tr>
<td>Q P R</td>
<td>Q P R</td>
<td>Q P R</td>
</tr>
<tr>
<td>LIMITED MANEUVERING</td>
<td></td>
<td></td>
</tr>
<tr>
<td>All MTEs not otherwise specified</td>
<td>+ 6</td>
<td>+ 21</td>
</tr>
<tr>
<td>MODERATE MANEUVERING</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rapid Transition to Hover Slope Landing Shipboard Landing</td>
<td>+13</td>
<td>+ 50</td>
</tr>
</tbody>
</table>
one steady attitude to another. This requirement is a measure of the agility, or attitude quickness, of the system. Use of the peak rate/peak attitude ratio is based, in part, on the concept that for an ideal system, this ratio can be analytically related to the system bandwidth. Using this relationship, the lower end of the moderate amplitude requirement is anchored at the equivalent small amplitude requirements. Similarly, the upper boundary is anchored at the equivalent value of the large amplitude requirements.

Section 3.3.4. Hover and Low Speed, Large Amplitude Pitch Attitude Changes (Control Power).

The minimum achievable angular rate shall be no less than the values specified in Table 7. The specified rate must be achieved in each axis while limiting excursions in the other axis with the appropriate control inputs.

The large amplitude criteria is defined in terms of the maximum achievable rates or attitudes. As such, this criteria is a measure of the vehicle's control power.

Section 3.3.10.1 Height Response Characteristics.

The vertical rate response shall have a qualitative first-order appearance for at least 5 seconds following a step collective input. The limits on the parameters defined by the following equivalent first-order vertical rate to collective transfer function are given in Table 8.

Table 8 Maximum Values for Height Response to Collective Controller

<table>
<thead>
<tr>
<th>LEVEL</th>
<th>$T_{eq}$ (sec)</th>
<th>$\tau_{eq}$ (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>5.0</td>
<td>0.20</td>
</tr>
<tr>
<td>II</td>
<td>0.30</td>
<td></td>
</tr>
</tbody>
</table>

$\frac{\delta c}{g_e} = \frac{k_e}{\tau_{eq}s + 1}$

The equivalent system parameters are to be obtained using the time domain fitting method defined in Figure 8(3.3) of reference 31.

Table 9 Vertical Axis Control Power

<table>
<thead>
<tr>
<th>LEVEL</th>
<th>Achievable Vertical Rate in 1.5 Seconds</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>m/s (ft/min)</td>
</tr>
<tr>
<td>I</td>
<td>0.81 (160)</td>
</tr>
<tr>
<td>II</td>
<td>0.28 (55)</td>
</tr>
<tr>
<td>III</td>
<td>0.20 (40)</td>
</tr>
</tbody>
</table>

An example evaluation of selected specification requirements utilizing the predicted and actual handling qualities of a naval rotorcraft may be found in reference 31.

8.0 GENERAL DESIGN IMPLICATIONS AND OPERATIONAL CAPABILITY

Application of MIL-H-8501B has vast design implications. These implications are driven by the MIL-H-8501B philosophy that the rotorcraft should be viewed as a whole system and not a collection of individual isolated systems. As such, MIL-H-8501B is designed to ensure the pilot is provided with a total system yielding superior flying qualities and allowing him to effectively and safely perform his mission. In this regard, MIL-H-8501B criteria will influence the design of every major aircraft component from the
Figure 12 Requirements for Small Amplitude Pitch Attitude Changes, Hover and Low Speed, STOP MTEs, and fully attended operations.
Figure 13  Requirements for Moderate Amplitude
Pitch Attitude Changes, Hover and Low
Speed, STOP MTEs, and Fully Attended
Operations.
airframe and rotor to flight controls, displays, and vision aids.

The explicit relationship between the vehicle's dynamics, UCE and resultant flying qualities as defined in MIL-H-8501B, will force the designer to consider the displays and vision aids on an equal footing with the flight control system. For example, the reliability or redundancy of all flight control and avionics system components, that impact the vehicle's dynamics as well as the UCE, must be considered. These components include, but are not limited to: gyros, flight control computers, mission computers, display processors, sensors, actuators, and display units. Furthermore, the dynamic response criteria will directly impact actuator, hub, blade, airframe, and flight control law design.

Both the philosophy of and the criteria specified in MIL-H-8501B are mission oriented. The philosophy is founded on a systems approach and involves a partitioning of criteria according to the fundamental characteristics necessary to satisfactorily perform the defined mission task elements. The dynamic response criteria have been derived from experimentation utilizing mission related evaluation tasks. As a result, compliance with MIL-H-8501B should insure flying qualities will not detract from an adequate operational capability. Likewise, non-compliance will most likely result in increased pilot workload and/or a reduction in operational capability.

9.0 CONCLUDING REMARKS

A complete understanding of the philosophy, structure, methodology, and application of the proposed U.S. military specification for Handling Qualities Requirements for Military Rotorcraft, MIL-H-8501B (reference 1), is a requisite for the proper specification of flying qualities design requirements. Proper selection of the flying qualities design requirements is critical to proper helicopter design and, in turn satisfactory operation. Satisfactory operation of all new helicopters, tiltrotors and V/STOLS, in the shipboard environment as well as all other mission environments, is critical to the U.S. Navy.
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DESIGN CRITERIA FOR INTEGRATED FLIGHT/PROPULSION CONTROL SYSTEMS FOR STOVL FIGHTER AIRCRAFT
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ABSTRACT

As part of NASA's program to develop technology for short takeoff and vertical landing (STOVL) fighter aircraft, control system designs have been developed for a conceptual STOVL aircraft. This aircraft is representative of the class of mixed-flow remote-lift concepts that was identified as the preferred design approach by the US/UK STOVL Joint Assessment and Ranking Team. The control system designs have been evaluated throughout the powered-lift flight envelope on Ames Research Center's Vertical Motion Simulator. Items assessed in the control system evaluation were: maximum control power used in transition and vertical flight, control system dynamic response associated with thrust transfer for attitude control, thrust margin in the presence of ground effect and hot gas ingestion, and dynamic thrust response for the engine core. Effects of wind, turbulence, and ship airwake disturbances are incorporated in the evaluation. Results provide the basis for a reassessment of existing flying qualities design criteria applied to STOVL aircraft.

NOMENCLATURE

AC        attitude command
FG        gross thrust, lb
g         acceleration due to gravity, ft/sec²
h         landing gear wheel height above ground, ft
HGI       hot gas ingestion
HUD       head-up display
IGE       in-ground effect
IMC       instrument meteorological conditions
LIDS      lift improvement devices
OGE       out-of-ground effect
PIO       pilot-induced oscillation
SCAS      stabilization and command augmentation system
T         propulsion system vertical thrust, lb
VC        velocity command
W         gross weight, lb
WOD       wind over deck
ΔL        lift increment referenced to out-of-ground effect conditions, lb
ΔL/T      normalized jet-induced aerodynamic ground effect
(ΔL/T)¹    normalized lift increment due to ground effect and hot gas ingestion
θ         temperature ratio as a function of wheel height
σ         standard deviation

INTRODUCTION

NASA has been involved in a collaborative program with other government agencies in the United States and with the Ministry of Defence of the United Kingdom to develop technology for supersonic short takeoff and vertical landing (STOVL) aircraft. As a result of this effort, a wide variety of airframe and propulsion system concepts have been assessed through analytical studies, and critical technical issues have been identified for investigation (Ref. 1). The preferred design approach identified by the US/UK STOVL Joint Assessment and Ranking Team for the airframe and propulsion system is known as mixed-flow remote-lift, an example of which is illustrated in Figure 1. This configuration features mixed fan and core flows that can be directed forward or aft to generate the lift and thrust forces and to provide (partially or exclusively) control moments. The propulsion system will have forward thrust-producing device(s) that may deflect as well as modulate that thrust component, a variable area cruise nozzle that may provide thrust deflection for pitch and yaw control, and rear lift nozzle(s) that provide a thrust component for pitch control and which may also deflect about the vertical. Combined with these propulsion components are the aerodynamic surfaces that function during both wingborne and jet-borne flight. These may include leading and trailing edge flaps on the wings, canards, ailerons, stabilators and rudders for lift and moment control.

Integration of these flight and propulsion controls has been identified as one of the critical technologies to be developed for these aircraft. A program has been conducted to define control concepts that combine the various aerodynamic and propulsion control effectors with control laws designed to achieve fully satisfactory (Level 1) flying qualities throughout the powered-lift flight envelope. Furthermore, criteria for the control authority and dynamic response of the individual effectors have been explored. The control system designs have been evaluated throughout the powered-lift flight envelope on Ames Research Center’s Vertical Motion Simulator. Included in the control system evaluation were assessments of maximum control power used in transition and vertical flight, control system dynamic response associated with thrust transfer rates for attitude control, thrust margin in the presence of ground effect and hot gas ingestion, and dynamic thrust response for the engine core. Effects of wind and turbulence and airwake disturbances from a ship are incorporated in the assessment. The purpose of this paper is to review these assessments as a basis for possible revisions or extensions of flying qualities design criteria for this class of aircraft.

This paper includes a description of the aircraft, the simulation facility and the experiments which were conducted. A summary of the results of these experiments follows, including suggestions for revision or modification of existing criteria.

MIXED-FLOW REMOTE-LIFT AIRCRAFT

The design criteria presented in this paper are based on simulation experiments involving a mixed-flow remote-lift STOVL aircraft concept (Fig. 1). This concept is specifically referred to as mixed flow vectored thrust (MFVT) and is described in further detail in Reference 2. The aircraft is a single-place, single-engine fighter/attack aircraft with supersonic dash capability. It features a blended wing-body configuration with a canted empennage that provides longitudinal and directional control. The wing is characterized by a leading edge sweep of 50° and aspect ratio of 2.12. The propulsion system concept uses a turbofan engine where the mixed fan and core streams are either ducted forward to the lift nozzles or aft to a thrust deflecting cruise nozzle. A ventral nozzle diverts some of the mixed flow to provide pitching moment to counter that of the lift nozzles. Lift nozzle thrust can be deflected up to ±20° about a nominal rearward cant angle of 8°. The cruise nozzle can be deflected laterally or vertically ±20°. In conventional flight, the mixed flow is directed aft through the cruise nozzle, whereas in hover it is diverted from the cruise nozzle to the forward lift nozzles, with a small portion reserved for the ventral nozzle. During transition from hover to conventional flight, the flow is smoothly transferred from the lift to the cruise nozzle to provide acceleration.

The basic flight control system uses a variety of control effectors: ailerons, a fully deflecting empennage, reaction control system nozzles located in the tail, differential thrust transfer between the lift nozzles and ventral nozzle, longitudinal deflection of lift nozzle thrust, and vertical and lateral deflection of cruise nozzle thrust. Pitch control is achieved by a combination of symmetric empennage deflection, reaction controls, thrust transfer between the lift and ventral nozzles, and vertical deflection of the cruise nozzle. Roll control is produced by the ailerons and by lateral thrust transfer (differential lift nozzle thrust). Yaw control is derived from the combination of differential empennage deflection, reaction control, and lateral cruise nozzle deflection. Longitudinal acceleration is achieved through thrust transfer between the lift and cruise nozzles and by deflection of lift nozzle thrust.
To achieve the desired level of flying qualities during low-speed flight, stabilization and command augmentation modes were provided in the flight control system as noted in Table 1. During transition, either attitude or flightpath SCAS mode was available. Both modes offer rate-command/attitude hold for pitch and roll control and dutch roll damping and turn coordination for the yaw axis. When only the attitude SCAS is selected, the pilot must control thrust magnitude and deflection. When flightpath SCAS is engaged, the pilot commands flightpath angle and flightpath acceleration directly; the control system coordinates thrust magnitude and deflection to achieve the desired response. Either the attitude or velocity SCAS may be selected in hover. Both modes provide pitch and roll attitude command/attitude hold and yaw rate command. With attitude SCAS, the pilot controls longitudinal and lateral translation through changes in pitch attitude and bank angle. Thrust is used for height control. For the velocity SCAS, longitudinal, lateral, and vertical velocities are commanded directly. A thorough description of the control system is included in Reference 2.

A head-up display presented the primary flight information for these experiments. The display format was a flightpath centered, pursuit presentation in transition. In hover, the display switched to a format that superimposed vertical and horizontal command and situation information in a pursuit tracking presentation. A complete description of the display is included in Reference 3.

SIMULATION EXPERIMENT

Simulation Facility

The experiments on which these criteria are based were conducted on the Vertical Motion Simulator (Fig. 2) at NASA Ames Research Center. This simulator provides six degree-of-freedom motion, with large excursions in the vertical and longitudinal axes, and acceleration bandwidths in all axes that encompass the bandwidths of motion that are expected to be of primary importance to the pilot in vertical flight tasks. A three-window, computer-generated image system presented the external view to the pilot, which consisted of either an airfield scene or a shipboard scene consisting of a Spruance-class destroyer. An overhead optical combining glass projected the HUD for the pilot. Control inceptors consisted of a center stick, rudder pedals, and a left-hand quadrant that contained throttle and thrust vector deflection handles.

Evaluation Tasks and Procedure

The pilot’s tasks for evaluation during the simulation were those considered the most demanding for precision control of the aircraft—curved decelerating approaches to hover followed by a vertical landing. For evaluation purposes, the decelerating approach was initiated under instrument meteorological conditions (IMC) in level flight at 1100 ft and 200 knots in the landing configuration. Capture of a 3° glide slope ensued, followed by initiation of a 0.1 g deceleration, a turn to align with the final approach course, and acquisition of a stable hover over the hover point. Vertical landings were accomplished either on a 100 by 200 ft landing zone marked on the airfield’s main runway or on a 40 by 70 ft pad on the ship’s aft deck. Six pilots with V/STOL and powered-lift aircraft experience participated in the program.

Experiment Configurations

Experiment variables for the decelerating approach and vertical landing included the control system configuration, control system dynamics, thrust/weight ratio, jet-induced ground effect and hot-gas ingestion, and environmental conditions (wind, turbulence, and sea condition). Both the attitude SCAS and attitude-plus-flightpath SCAS were investigated for the decelerating approach; attitude SCAS and attitude-plus-velocity SCAS were evaluated for the vertical landing. System dynamics variations included control system authority, thrust transfer rates, engine core thrust response bandwidth and acceleration rate. Nine ground effect and ingestion profiles representative of a broad range of STOVL aircraft characteristics of lift and temperature profile as a function of height (four of which were representative of the YAV-8B Harrier with LIDS on and off) were included for both airfield and shipboard landings. Wind conditions for the approach and airfield landing were calm, 15 knots, and 34 knots, with crosswind components of 30° and 20°, respectively, for the latter two wind conditions. Turbulence of 0, 3, and 6 ft/sec rms accompanied the respective wind cases. Conditions for shipboard recovery included sea states of 0, 3, and 4 with wind over deck of 15, 27, and 46 knots.

CONTROL POWER

Existing design specifications and guidance for pitch, roll, and yaw control power for fixed-wing V/STOL aircraft are contained in References 4 and 5.
Additional information from STOL aircraft experience that would apply to the V/STOL transition is provided in Reference 6. Flight and simulation data on which these publications are based date back to the late 1960s. Given the present capability for achieving highly augmented stability and control characteristics and the necessity for operating in IMC, it is worthwhile to reassess the validity of the control power requirements derived from the earlier data. The results which follow relate to control power for maneuvering and for suppressing disturbances and have control required for trim removed. These results are presented to reflect the influence of flight phase, including effects of control augmentation and magnitude of atmospheric disturbance. The breakdown related to flight phase is important not only because of the differences in the pilot's tasks, but because of the demands placed on different control effectors (aerodynamic surfaces and propulsion system components) that, in turn, place different demands on the aircraft's design. Control power usage is presented in terms of individual maximum values (plus or minus about the mean value) for each run and an aggregate value of two standard deviations for the ensemble at that condition. For a Gaussian distribution of frequency of occurrence of control use, expected maximum values would be three to four times the standard deviation. Two standard deviations represent a level of control use that is exceeded 4.6% of the time over the ensemble of data runs. Aircraft response specifications of References 4 and 6 were translated to measures of control power for direct comparison with the current results. These criteria were converted from attitude change in 1 sec using an attitude control bandwidth of 2 rad/sec for an attitude command response that is critically damped, or using a first-order response with a time constant appropriate to the axis being controlled.

Maximum demands for pitch control during hover and vertical landing are pertinent to sizing requirements for the aircraft's reaction control system or for thrust transfer between components of the propulsion system. Demands for roll control generally size the amount of thrust transfer required between the lift nozzles. Yaw demands contribute to sizing of the reaction control system. During transition, the requirements on control sizing would incorporate both the propulsion system and the aerodynamic effectors.

**Pitch Control**

**Effect of Flight Phase.** A collection of results of pitch control usage for both attitude command and attitude-plus-flightpath command SCAS over a range of wind and turbulence for the tasks of transition, airfield vertical landing, and shipboard landing is presented in Figure 3. For the transition (Fig. 3a), results in calm air, which are indicative of maneuvering demands, show that, for attitude command SCAS, pitch control power maximums fall within the range considered to be satisfactory in Reference 5 for STOL operations (which can be related to the transition phase of this simulation). Two standard deviation levels are well below the Reference 5 maximum. Peak values generally equate to 3-4σ levels. The influence of turbulence on the additional control required for disturbance suppression is apparent. For rms turbulence of 6 ft/sec (Turb6), a few instances of control usage exceed the maximum recommended level of Reference 5. Thus, to cater for maneuvering and the effects of turbulence, a control power of 0.2-0.25 rad/sec² would provide for at least 99% of all demands encountered.

Results for the attitude-plus-flightpath SCAS are comparable to those for the attitude SCAS, reflecting the fact that the pilot's pitch control task is similar for the two systems during transition. The pilot uses pitch attitude changes for flightpath control during the early stages of the approach, where a frontside control technique is appropriate, as well as to regulate against disturbances arising from wind and turbulence.

Pitch control during the vertical landing with the attitude SCAS (Fig. 3b) shows levels of peak control usage that are less than the requirements of References 4 and 5. The maximum control required was 0.27 rad/sec² (3-4σ values of 0.14–0.18 rad/sec²). Turbulence disturbances did not impose additional demands on control authority. Consequently, control authority of 0.14–0.27 rad/sec² would accommodate most of the demands for the attitude SCAS. By comparison, the 3rd attitude change in 1 sec required by Reference 4 converts to a peak pitch control power of 0.29 rad/sec² for a 2 rad/sec attitude command bandwidth.

With the velocity command SCAS, even less pitch control is required, reflecting the difference in the pitch control task between the two SCAS configurations. With attitude SCAS alone, control of longitudinal position and velocity in hover is accomplished through modulation of pitch attitude. When the velocity command system is engaged, control of the longitudinal axis is achieved through deflection of the thrust vector with attitude fixed. In this case, the vertical landing can require a control authority of 0.17 rad/sec², independent of winds and turbulence.
Results for hover and vertical landing aboard ship with attitude command alone (Fig. 3c) are comparable to the criteria of Reference 5 and Level 1 handling values in Reference 4 (although neither criterion applies to shipboard operation, but rather to hover out-of-ground effect). Peak control usage is 0.38 rad/sec\(^2\) or less, with 3-4σ levels being 0.12-0.16 rad/sec\(^2\). For the attitude-plus-velocity command system, peak control use is approximately two-thirds of that for attitude command alone, reflecting, as in the airfield vertical landing, the different task required for the pitch axis. For neither system does wind over deck seem to influence the amount of control required for the landing. Thus, for shipboard operations, the control power requirement of References 4 and 5 appear appropriate with attitude SCAS alone, and a requirement for 0.2 rad/sec\(^2\) should suffice for the attitude-plus-velocity command SCAS.

**Summary of Pitch Control Requirements.** A summary of the required pitch control authority determined from these STOVL aircraft simulation results, compared to (1) the Level 1 criteria of References 4, 5, and 6, (2) available control power for some relevant V/STOL fighter aircraft designs (Refs. 7-9), and (3) earlier fixed-base simulation results for the E-7A STOV concept (Ref. 10), is presented in Table 2. For the transition phase, the pertinent criteria are those of References 5 and 6; no control power data are available for the individual aircraft. For the vertical landing, References 4 and 5 apply; the total available control power has been tabulated for the Harrier and VAK-191.

In the transition phase, the highest value of the criteria of Reference 5 does not quite accommodate the peak control use in turbulence noted for this experiment (MFVT STOVL). Maximum control experienced during the E-7A STOVL simulation was considerably greater, both for maneuvering and control in turbulence, and is more in line with the requirement of Reference 6. For the vertical landing, both References 4 and 5 appear to be too demanding. The current results indicate that less control power is used, especially with a velocity command system that employs thrust deflection for longitudinal control. No criteria are available for shipboard operations. Values shown for the Harrier and VAK-191 aircraft represent total control authority available for trim and maneuvering; actual control used by these aircraft is not available. By comparison, the total control available for the MFVT STOVL aircraft is 0.42 rad/sec\(^2\) in hover, with 0.08 rad/sec\(^2\) of that being used on the average for trim in winds up to 34 knots. Thus, the pitch control for this aircraft was adequate to handle the measured trim and maneuver demands in hover and vertical landing for the attitude SCAS and considerably more than adequate for control with the velocity command SCAS.

### Roll Control

**Effect of Flight Phase.** Roll control use for the different flight phases, SCAS modes, and turbulence is shown in Figure 4. Maximum roll control use for maneuvering in calm air during transition (Fig. 4a) substantially exceeds that called for in Reference 5, with peaks of 0.4-0.9 rad/sec\(^2\). However, the 3-4σ levels of 0.3-0.4 rad/sec\(^2\) are more in line with the criteria. For control in the heaviest turbulence, demands for as much as 1.2 rad/sec\(^2\) occur, although the range is more typically 0.6-0.9 rad/sec\(^2\), which is consistent with 3-4σ values. As a further comparison, the Level 1 requirement of Reference 6 for maneuver control during STOL operations provides for 30° of bank angle change in 2.4 sec, which is satisfied by a control authority of 0.55 rad/sec\(^2\) for a roll damping time constant of 0.5 sec. The latter requirement represents a more specific criterion for operation during transition, particularly where that phase consists of precision path tracking in forward flight during instrument flight conditions in adverse weather. Based on the results of this STOVL aircraft simulation, a roll control authority of 0.9-1.2 rad/sec\(^2\) would be necessary to satisfy demands for maneuvering and control in turbulence.

Control use for the vertical landing, shown in Figure 4b, is consistently less than the Reference 4 requirement, and falls within the range suggested in Reference 5. Peak maneuvering demands for attitude command SCAS range from 0.1 to 0.3 rad/sec\(^2\), and are comparable to 3-4σ values. The heaviest turbulence increases these levels modestly to 0.2-0.4 rad/sec\(^2\). For the attitude-plus-velocity SCAS, which provides lateral velocity command through bank angle control, calm air maneuvering control use is somewhat less than for attitude SCAS alone; however, in turbulence the demands for the two systems are similar.

Results for shipboard recovery are generally in agreement with the criteria of References 4 and 5, except for high wind over deck conditions (Fig. 4c). In light winds, the peaks vary from 0.2 to 0.4 rad/sec\(^2\). In the heaviest winds, maximum control of 0.9-1.1 rad/sec\(^2\) was observed for the attitude command SCAS; for the lateral velocity command SCAS, maximums ranged from 1.3 up to 2.0 rad/sec\(^2\). Based on pilot comments from the subject simulation experiments, operation aboard ship would be precluded at higher sea states because of the limit on capability to recover to a more actively moving
deck. If shipboard operations at these extreme conditions are anticipated, roll control authority in excess of that given in References 4 and 5 must be provided. Further, lateral velocity command capability will demand more control authority than that used for attitude command alone. The latter two conclusions are contingent both on the validity of the ship airwake model used in this experiment (Ref. 11) and on the aircraft's sensitivity to airwake disturbances and should be qualified accordingly.

Summary of Roll Control Requirements. Table 3 presents a summary of the required roll control authority determined from these simulation results, compared to the Level 1 criteria of References 4, 5, and 6, to available control power for the V/STOL fighters, and to the E-7A STOVL concept. For the transition phase, the pertinent criteria again are those of References 5 and 6. In the hover and vertical landing, References 4 and 5 are the applicable documents.

During transition, References 5 and 6 accommodate the level of roll control required for maneuvering in calm air, but call for an insufficient level of control to handle the current STOVL configuration in turbulence up to the level shown. Considering experience of the Harrier design evolution, the dominant requirement for roll control during transition may well be associated with countering sideslip excursions. The AV-8B has sufficient lateral control to trim with sideslip angles of 15° or more during transition. The current MFVT configuration can achieve lateral trim with sideslip of 10° or greater over the low speed flight envelope. Criteria of References 4 and 5 are about right for the vertical landing. No criteria are available for shipboard operations. Total control authority available for trim and maneuvering is shown for the Harrier and VAK-191. Total control available for the current STOVL aircraft in its basic configuration in hover is 1.1 rad/sec², which was adequate for disturbance suppression and more than adequate for control of the vertical landing. However, it was necessary to augment the baseline roll control system with reaction control to provide sufficient control power to handle the highest wind over deck for recovery to the ship. In the latter case, the total control power was 2.15 rad/sec². Control used for maneuvering in calm air and control needed in turbulence for the E-7A were less than those required for the MFVT STOVL and more in line with the criteria of References 5 and 6. It should be noted that for the MFVT STOVL design every 0.1 rad/sec² of additional roll control power would require an additional ±170 lb of differential thrust at the lift nozzles in the hover condition, or 2.4 lb/sec of reaction control bleed at the tail mounted reaction control nozzles. If wing tip reaction controls were employed for roll control, this increment of control power would demand 0.7 lb/sec of bleed flow. The bleed flow values are based on an assumption of 90 lb of reaction control thrust per pounds per second of bleed flow rate (Ref. 12), and on minimal nozzle flow losses or adverse jet interference. If the latter two influences are not optimized, bleed flow requirements would increase.

Yaw Control

Effect of Flight Phase. Yaw control use shown in Figure 5 is considerably less than the criteria of References 4 and 5 for any flight phase. For the transition (Fig. 5a), peak demands in calm air range from 0.02 to 0.04 rad/sec². In the heaviest turbulence, maximum control usage of 0.04–0.14 rad/sec² was observed, with most confined to the range of 0.05–0.07 rad/sec², within the 3–4σ band. In contrast, the recommended range is 0.15–0.25 rad/sec² from Reference 5. As a further example, the requirement of Reference 6 for a 15° heading change in 2.2 sec translates into a maximum yaw control power of 0.22 rad/sec² for a yaw damping time constant of 1 sec. The disparity between these two criteria for yaw control and the recent simulation experience is likely attributable to good yaw stability augmentation employed and the lower sensitivity to disturbances for the recent STOVL fighter concepts compared to the collection of aircraft on which the earlier criteria were based.

Maximum yaw control for the vertical landing (Fig. 5b) is comparable to that for the transition. Maximum maneuvering control in calm air varies from 0.015 to 0.065 rad/sec²; control in turbulence increases somewhat with an occasional peak excursion as large as 0.1 rad/sec². The maximum range in turbulence corresponds to 3–4σ values. The Reference 4 requirement for a heading change of 6° in 1 sec converts to a maximum control power of 0.28 rad/sec² for a yaw time constant of 1 sec. For the shipboard landing (Fig. 5c), maximum control use is similar to that for the runway landing, with peaks to 0.1 rad/sec² for the highest wind over deck.

Summary of Yaw Control Requirements. Yaw control summaries of authority determined from these STOVL aircraft simulation results, compared to the Level 1 criteria of References 4, 5, and 6, to available control power for other V/STOL fighter designs, and to the E-7A, are provided in Table 4. For the transition phase, the pertinent criteria once more are those of References 5 and 6. For the vertical landing, References 4 and 5 are the pertinent criteria.
For the transition and vertical landing, the criteria of References 4, 5, and 6 all exceed the current experience for yaw control use to a significant degree. Based on the current experience, yaw control power for maneuvering and turbulence suppression could be considerably reduced. As before, shipboard operations are not covered by the existing criteria. Total control authority for the Harrier and VAK-191 are somewhat in excess of that for the current STOVL design (0.28 rad/sec²). Control used by the E-7A in the fixed-base simulation experiment is comparable to that for the MFVT STOVL tested on the VMS. For this STOVL aircraft design, every 0.1 rad/sec² reduction in yaw control power would reduce the reaction control bleed at the tail mounted reaction control nozzles by 4.8 lb/sec.

**THRUST TRANSFER RATES**

Ability to achieve adequate rates of thrust transfer between propulsion system components for pitch and roll control is an important aspect of control system dynamic response. Maximum thrust transfer rates observed for the different tasks in the simulation program are documented in this section. Results are presented both as maximum rate of change of thrust and, more generally, as the rate of change of pitch and roll angular acceleration. Implications for thrust control bandwidth are also noted.

**Pitch Control**

Effect of Flight Phase. Thrust transfer rates for pitch control are documented in Figure 6. During the transition (Fig. 6a), maneuvering control in calm air produces peak rates ranging from 0.2 to 1.3 kilopounds (klb)/sec for the attitude command SCAS. Maximum rates of 1.5–3.3 klb/sec are reached under the highest wind and turbulence condition. This maximum range exceeds that for 3–4 ε values. Results are independent of SCAS mode. Runway vertical landings appear to be more demanding on maneuver control rates than the previous flight phase, but with no influence of SCAS mode (Fig. 6b). Peak rates ranging from 1 to 2.6 klb/sec are observed in the data. Turbulence has no influence on the rate of control use. The most significant control rates appear for the shipboard landings (Fig. 6c). Maximum rates of 3–4 klb/sec with attitude command and 3–6 klb/sec with longitudinal velocity command SCAS occur at the highest wind over deck.

To generalize these results, thrust transfer rates can be expressed in time rate of change of control power for this aircraft configuration, where 4 klb/sec is equivalent to 1 rad/sec³. In turn, the maximum rate of change of control power can be used to define the relationship between peak control usage and the effective bandwidth of control that can be achieved without encountering the control rate limit. For example, a maximum thrust transfer rate of 2 klb/sec (corresponding to a rate of change of angular acceleration of 0.5 rad/sec³) and a peak control usage of 0.05 rad/sec² (representative of 10 level of control use for closed-loop regulation) would imply a rate limit free control bandwidth of 10 rad/sec. Conversely, for the same thrust transfer rate and a representative control bandwidth of 5 rad/sec, rate limit free operation could be sustained up to a control authority of 0.1 rad/sec².

**Roll Control**

Effect of Flight Phase. In Figure 7, the rates of thrust transfer employed for roll control are indicated for the different flight phases. Throughout the transition (Fig. 7a), typical maximum rates for maneuver control ranged from 1 to 2 klb/sec with the exception of two cases which demanded 4.5–6.5 klb/sec. In the heaviest turbulence, rates of 3–4 klb/sec occur frequently, with occasional peaks from 5 to 8 klb/sec. For roll control, a thrust transfer rate of 10 klb/sec is equivalent to 3 rad/sec³.

Maneuver control rates for the runway vertical landing (Fig. 7b) generally ranged from 2 to 4 klb/sec. Turbulence did not affect control rates up to the magnitude of disturbances evaluated. For shipboard landings (Fig. 7c), peak rates of 7–8 klb/sec are observed for the attitude SCAS with significant wind over deck and represent a substantial increase over other phases of operation. With the attitude-plus-velocity SCAS, wind over deck has a strong influence on thrust transfer rates, with peaks of 10 klb/sec (3 rad/sec³) reached on occasion for the highest wind over deck. In lighter winds, transfer rates are comparable for the two SCAS modes.

As an example for roll control, a maximum thrust transfer rate of 5 klb/sec (corresponding to a rate of change of angular acceleration of 1.5 rad/sec³) and a peak control usage of 0.2 rad/sec² would imply a rate limit free control bandwidth of 7.5 rad/sec. For the same thrust transfer rate and a bandwidth of 5 rad/sec, a peak control authority of 0.3 rad/sec² could be achieved without reaching the control rate limit.
THRUSt CONTRol

Influence of Ground Effect and Ingestion

Vertical axis control power in vertical flight is associated with the margin of thrust in excess of that required to equilibrate the aircraft's weight. The requirements for thrust margin during vertical landing are influenced by the disturbances imposed by jet-induced aerodynamic forces in proximity to the ground and degradation in engine thrust that results from temperature rise at the engine inlet due to the recirculation of hot gas exhaust from the propulsion system. Experiments have been conducted on the VMS to evaluate in general the influence of ground effect and hot gas ingestion on thrust margin necessary to control height and sink rate during airfield vertical landings (Ref. 2). In turn, these results were validated with specific simulation assessments of vertical landings with the YAV-8B Harrier, an aircraft whose vertical landing characteristics are well known and have been related to the simulation experience. Results from these simulations are presented in Figure 8. The boundaries shown define acceptable and unacceptable regions for combinations of mean ground effect and ingestion and thrust/weight ratio. One boundary was extracted from the generalized evaluations reported in Reference 2. Data from the YAV-8B ground effect evaluation are also presented with an appropriate fairing to illustrate the trend. The YAV-8B data correspond to configurations with and without lift improvement devices (LIDS) and for two levels of hot gas ingestion, and span the range of mean ground effect covered in the previous generalized investigations. Thrust/weight ratio is determined out-of-ground effect. Mean ground effect and ingestion are defined here by the relationship

\[
\frac{1}{43} \int_0^{43} (\Delta L/T)'dh
\]

where \((\Delta L/T)\)' incorporates jet induced aerodynamic ground effect as well as thrust variations with inlet temperature and is defined as

\[
(\Delta L/T)' = \{1 + \Delta L/T\} [1 + (\Delta F_G/\Delta T)(\Delta \theta/W)] - 1
\]

The altitude range over which the mean ground effect and ingestion are based is 43 ft and represents the range over which ground effect exists for the Harrier. For the earlier generalized ground effect simulation, the integral defining mean ground effect was based on an altitude range of 15 ft, where ground effect did not vary above that altitude. The mean ground effect that defined the boundary for that experiment (Ref. 2) was adjusted by the ratio 15:43 to bring it into conformity with the definition of mean ground effect used herein.

The shape of the boundaries is established by height control out-of-ground effect for positive ground effect, on abort capability at decision height for neutral to moderately negative ground effect and ingestion, and on control of sink rate and hover position to touchdown for larger negative ground effect. Results from simulation evaluation of the YAV-8B Harrier are somewhat less conservative than the boundary derived from the evaluation of generalized ground effect and are consistent with Harrier flight experience as described in the aircraft's operations manuals (Refs. 13 and 14). The boundary correlates over much of its range with an analytical prediction of the trend of thrust/weight with mean ground effect required to arrest a nominal sink rate of 4 ft/sec prior to touchdown with an application of maximum thrust at an altitude of 21 ft. This analytical relationship is expressed as

\[
\left(\frac{h_i^2}{h_o^2}\right) / 2g = \int_0^{43} (\Delta L/T)'dh + \int_0^{h_i} (\Delta T/W)dh
\]

and can be used in synthesis of new STOVL designs to determine the required thrust margin for anticipated levels of mean ground effect and ingestion. Finally, based on the results of Reference 2, it was noted that the employment of a vertical velocity command control did not shift the boundary shown in Figure 8, which was obtained for attitude SCAS alone. However, as noted in Reference 2, vertical velocity command does reduce the chance for abuse of sink rate control during the descent to landing and, hence, improves the control margin for vertical landing.

Influence of Engine Dynamics

Effects of thrust response dynamics on the pilot's assessment of control of the vertical landing are shown in Figure 9. These data come from Reference 2 and apply to manual control of thrust with only attitude SCAS available. It is apparent that bandwidth of thrust response of the engine core of 4–5 rad/sec is sufficient to achieve satisfactory ratings for height and sink rate control. For bandwidths below 3 rad/sec, the control task deteriorates rapidly. Both the transition and hover point acquisition tasks were less sensitive to variations in thrust control bandwidth than was the vertical landing (Ref. 2). Vertical velocity command in addition to attitude SCAS insulates the pilot from the dynamics of the propulsion system response and results in toleration of slower engine...
response (providing the overall airframe response is not altered) than for attitude SCAS alone.

To a point, the vertical landing is insensitive to maximum rate of change of core thrust, which is associated with engine acceleration limits imposed by maximum allowable temperatures in the core. Thrust rates varying from 25% of maximum thrust/sec down to nearly 10%/sec were tolerable for height control. However, at about 10%/sec, thrust rate limiting and loss of control were encountered on occasion for such slow acceleration characteristics. These acceleration rate limits can be related to surge margin in design of the propulsion system control. Deceleration rate limits are important to the ability to rapidly reduce thrust at touchdown, as well as to the dynamic control of vertical velocity in the hover. Vertical velocity command does not seem to alter these results.

CONCLUSIONS

A program has been conducted to define and experimentally evaluate control system concepts for STOVL fighter aircraft in powered-lift flight. The control system designs have been evaluated in Ames Research Center's Vertical Motion Simulator. Items assessed in the program were maximum control power, control system dynamic response associated with thrust transfer for attitude control, thrust margin in the presence of ground effect and hot gas ingestion, and dynamic thrust response for the engine core. Results provide the basis for a reassessment of existing flying qualities design criteria for this class of aircraft.

This experience shows that pitch control power used in transition is in general accord with existing criteria, whereas that used for vertical landing is somewhat lower. When a translational velocity command system using deflected thrust for longitudinal force control is employed, pitch control use is considerably less than the criteria suggest. No criteria, except that for hover, exist for shipboard recovery.

In the roll axis, control power recommended by current design criteria is insufficient to cover demands for transition. Agreement is good with criteria for vertical landing. Again, no criteria are available for shipboard operations. For these operations, lateral velocity command through bank angle control typically used greater control power than did an attitude command system alone.

For the transition and vertical landing, the existing criteria all exceed the current experience for yaw control use. As before, shipboard operations are not covered by the existing criteria.

Thrust transfer rates for pitch and roll control were observed to be greatest for shipboard operations, with the decelerating transition placing the next greatest demand. Control mode did not have a strong influence on these results.

Thrust margins for vertical landing in the presence of ground effect and hot gas ingestion were defined based on results from simulation of the YAV-8B Harrier. The shape of the boundaries is established by height control out-of-ground effect for positive ground effect, on abort capability at decision height for neutral to moderately negative ground effect and ingestion, and on control of sink rate and hover position to touchdown for larger negative ground effect. The boundary correlates with an analytical prediction of the trend of thrust/weight with mean ground effect required to arrest a nominal sink rate with an application of maximum thrust at decision height. The employment of a vertical velocity command control does not alter the thrust margin requirement.

Bandwidth of thrust response of the engine core of 4–5 rad/sec is sufficient to achieve satisfactory ratings for height and sink rate control. For bandwidths below 3 rad/sec, the control task deteriorates rapidly. Vertical velocity command systems can tolerate somewhat slower engine response (providing the overall airframe response is not altered) than can be accepted by the pilot for manual control of thrust. To a point, the vertical landing is insensitive to maximum rate of change of core thrust; however, loss of control appears at the lowest thrust transfer rates. Vertical velocity command does not seem to alter these results.
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Table 1. Flight Control Modes

<table>
<thead>
<tr>
<th>Control axis</th>
<th>Transition</th>
<th>Hover</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pitch/roll</td>
<td>Rate command-attitude hold</td>
<td>Attitude command-attitude hold</td>
</tr>
<tr>
<td>Yaw</td>
<td>Turn coordination</td>
<td>Yaw rate command</td>
</tr>
<tr>
<td>Vertical</td>
<td>Thrust magnitude</td>
<td>Thrust magnitude</td>
</tr>
<tr>
<td>Longitudinal</td>
<td>Thrust deflection</td>
<td>Acceleration command-velocity hold</td>
</tr>
<tr>
<td>Lateral</td>
<td>Velocity command</td>
<td>Velocity command</td>
</tr>
</tbody>
</table>
Table 2. Comparison of Pitch Control Power Criteria with STOVL Aircraft Designs

<table>
<thead>
<tr>
<th>Flight phase</th>
<th>MIL-F 83300</th>
<th>AGARD R-577</th>
<th>NASA TN 5594</th>
<th>AV-8B Ref. 7</th>
<th>AV-8A Ref. 8</th>
<th>VAK-191</th>
<th>Recent STOVL Concepts</th>
<th>MFVT Maneuver</th>
<th>Turb6</th>
<th>E-7A (Ref. 10) Maneuver</th>
<th>Turb6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transition</td>
<td>0.05–0.2</td>
<td>0.5</td>
<td></td>
<td>0.16–0.27</td>
<td>0.16–0.27</td>
<td></td>
<td>0.15–0.19</td>
<td>0.2–0.25</td>
<td>0.6</td>
<td>0.6</td>
<td></td>
</tr>
<tr>
<td>Vertical</td>
<td>0.29</td>
<td>0.1–0.3</td>
<td>0.53</td>
<td>0.8</td>
<td>1.0</td>
<td></td>
<td>0.31</td>
<td>0.37</td>
<td>0.3</td>
<td>0.4</td>
<td></td>
</tr>
<tr>
<td>landing</td>
<td></td>
<td></td>
<td>–0.83</td>
<td>–0.75</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shipboard</td>
<td>0.53</td>
<td>0.8</td>
<td>–0.83</td>
<td>–0.75</td>
<td></td>
<td></td>
<td>0.22</td>
<td>0.22</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>landing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: (1) All values expressed in terms of control power in rad/sec².
(2) Reference 7 and 9 requirements converted from attitude response based on a time constant of 0.5 sec for rate command systems or a natural frequency of 2 rad/sec for a critically damped attitude command system.
(3) Control power for actual aircraft represent total available in hover; transition values not available.
(4) Control power for MFVT and E-7A represent maximum used.

Table 3. Comparison of Roll Control Power Criteria with STOVL Aircraft Designs

<table>
<thead>
<tr>
<th>Flight phase</th>
<th>MIL-F 83300</th>
<th>AGARD R-577</th>
<th>NASA TN 5594</th>
<th>AV-8B Ref. 7</th>
<th>AV-8A Ref. 8</th>
<th>VAK-191</th>
<th>Recent STOVL Concepts</th>
<th>MFVT Maneuver</th>
<th>Turb6</th>
<th>E-7A (Ref. 10) Maneuver</th>
<th>Turb6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transition</td>
<td>0.1–0.6</td>
<td>0.55</td>
<td></td>
<td>0.3–0.4</td>
<td>0.9–1.2</td>
<td>0.25</td>
<td>0.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vertical</td>
<td>0.38</td>
<td>0.2–0.4</td>
<td>2.2</td>
<td>1.73</td>
<td>1.4</td>
<td>0.1–0.3</td>
<td>0.2–0.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>landing</td>
<td></td>
<td></td>
<td>WOD 15</td>
<td>WOD 46</td>
<td>WOD 15</td>
<td>WOD 34</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shipboard</td>
<td>2.2</td>
<td>1.73</td>
<td>0.2–0.4</td>
<td>0.9–1.1</td>
<td>1.3–2.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>landing</td>
<td></td>
<td></td>
<td>(AC)</td>
<td>0.55</td>
<td>(VC)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: (1) All values expressed in terms of control power in rad/sec².
(2) Reference 7 and 9 requirements converted from attitude response based on a time constant of 0.5 sec for rate command systems or a natural frequency of 2 rad/sec for a critically damped attitude command system.
(3) Control power for actual aircraft represent total available in hover; transition values not available.
(4) Control power for MFVT and E-7A represent maximum used.
Table 4. Comparison of Yaw Control Power Criteria with STOVL Aircraft Designs

<table>
<thead>
<tr>
<th>Flight phase</th>
<th>MIL-F 83300</th>
<th>AGARD R-577</th>
<th>NASA TN 5594</th>
<th>AV-8B</th>
<th>AV-8A</th>
<th>VAK-191</th>
<th>Recent STOVL Concepts</th>
<th>MFVT</th>
<th>E-7A (Ref. 10)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ref. 4</td>
<td>Ref. 5</td>
<td>Ref. 6</td>
<td>Ref. 7</td>
<td>Ref. 8</td>
<td>Ref. 9</td>
<td>Maneuver</td>
<td>Turb6</td>
<td>Maneuver</td>
</tr>
<tr>
<td>Transition</td>
<td>0.15–0.22</td>
<td>0.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.02–0.04</td>
<td>0.05–0.07</td>
<td>0.04</td>
</tr>
<tr>
<td>Vertical</td>
<td>0.28</td>
<td>0.1–0.5</td>
<td>0.43</td>
<td>0.46</td>
<td>0.4</td>
<td>0.15–0.465</td>
<td>0.1</td>
<td></td>
<td>WOD 15</td>
</tr>
<tr>
<td>landing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shipboard</td>
<td>0.43</td>
<td>0.46</td>
<td></td>
<td></td>
<td></td>
<td>0.065</td>
<td></td>
<td>0.1</td>
<td>0.05</td>
</tr>
<tr>
<td>landing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: (1) All values expressed in terms of control power in rad/sec².
(2) Reference 7 and 9 requirements converted from attitude response based on a time constant of 1 sec for rate command systems.
(3) Control power for actual aircraft represent total available in hover; transition values not available.
(4) Control power for MFVT and E-7A represent maximum used.
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ABSTRACT
The FAA is responsible for making the determination that a helicopter is safe for IFR operations in the National Airspace System (NAS). This involves objective and subjective evaluations of cockpit displays, flying qualities, procedures and human factors as they affect performance and workload. After all of the objective evaluations are completed, and all Federal Regulations have been met, FAA pilots make the final subjective judgement as to suitability for use by civil pilots in the NAS. The paper uses the flying qualities and pilot workload characteristics of a small helicopter to help examine the FAA pilot’s involvement in this process. The result highlights the strengths of the process and its importance to the approval of new aircraft and equipments for civil IFR helicopter applications. The paper also identifies opportunities for improvement.

INTRODUCTION
The engineering and operational criteria contained within the Federal Aviation Regulations (FARs) have evolved as the result of operational experience and flight research. Yet these regulations alone can not absolutely guarantee the suitability of an aircraft, principally because the quantitative criteria do not address the integrated aircraft system. So as the final check, FAA pilots are assigned to fly the aircraft and make a determination as to the suitability of the total system.

More than any other measures, suitability is determined by gauging the performance which is achieved in return for the spectrum of workload required to achieve this performance. In short, the workload that the pilot is required to accept must never exceed the capability of the minimum qualified pilot. In addition, the performance should never fall below an acceptable level during periods when the pilot is required to operate at the maximum tolerable workload.

The role of the FAA pilot during flight evaluations is similar to the role of the military T&E pilot. That is, while a civil helicopter may meet all of the FARs (References 1 and 2) for IFR flight (or meet Military specifications in the case of a military aircraft), the FAA pilot may find that the aggregate of performance and workload is not good enough to recommend the aircraft for approval. As a result, an unsatisfactory evaluation often includes a finding that the workload is too high.

It is also possible for both civil and military helicopters to fail to meet the demonstration requirements of the relevant specifications (FARs) yet still be found suitable for normal operations. This highlights the uncertainty of the preliminary design specification process. The manufacturer needs design guidance (criteria) but the Government can only provide its best estimate of what is required. It can only provide best estimate because: (1) technology and changing missions often change faster than the criteria can be updated, and (2) it is extremely difficult to predict the performance of the resultant system.
Finally, while the intent of the criteria or regulations is rarely in error, it is often difficult to demonstrate compliance of new automatic flight control systems (AFCS), workload relief equipment, and displays to existing objective criteria. In some cases, there are no objective criteria. In the case of helicopter approvals for civil use, Advisory Circulars 27-1 and 29-2 (References 3 and 4) recognize this situation and provide the applicant with the opportunity to use a variety of means to demonstrate compliance. Never-the-less, it is the FAA pilot team that determines the suitability of the aircraft for operations in the NAS. This is as it should be.

This paper focuses on the aggregate of workload and pilot-aircraft performance. It presents a joint perspective to examine the process which is used by the FAA to insure that only safe aircraft are approved for operations in the National Airspace System (NAS). It explores the alternative approaches available to applicants and strives to increase the rotorcraft community's understanding of how the FAA defines adequacy, and how adequacy can be predicted by the applicant with confidence.

RELIABILITY

Before considering the impact of displays, flying qualities, control characteristics, and various workload relief equipment, one must appreciate the need for reliability of function. If the quality (or correctness) of a function is not sufficiently reliable, the FAA pilot will often evaluate the aircraft as though the function is never available.

Suffice it to say that if the helicopter incorporates a workload relief feature which is not extremely reliable (or does not include redundant elements), the FAA pilots will treat the feature as a "nice to have". Such "nice to have" features will not normally figure prominently in the determination of suitability for IFR operations in the National Airspace System (NAS).

The same constraints apply to displays. If the attitude display and its power supply are not adequately reliable, a standby display is required to insure the availability of an attitude display under the most adverse failure mode condition. In such a case, the standby attitude indicator will often be evaluated as the primary attitude reference during evaluation of cockpit management workload and flying qualities.

FAILURE MODES

The failure modes of components of the total system are also extremely important. The transient condition associated with the introduction of a failure must not introduce an "upset" condition which will require unusual pilot skill to avoid a dangerous situation during the period subsequent to the failure.

The multi-layered systems available in the more expensive aircraft generally exhibit fail-operate or fail-passive characteristics (sometimes accompanied by a modest but very acceptable degradation in capability). Smaller, less expensive aircraft are typically less able to afford the same degree of redundancy and the transient introduced by a flight control or related sub-system failure can be very significant to the suitability of the aircraft in the eyes of the FAA evaluation pilot.

THE MINIMUM QUALIFIED PILOT

Unless otherwise stipulated by the applicant, FAA pilots must evaluate the suitability of a helicopter for IFR operations based upon their personal perception of the capabilities of the least qualified pilot that can legally be expected to fly the aircraft. This recognizes the fact that FAA approves pilots with as little as 150 hours of first pilot time in helicopters and airplanes. That is, the "worst case crew" could involve one or two pilots with these minimal qualifications. This suggests that every helicopter approved for instrument flight must be suitable for operation by a pilot with immature piloting skills and an underdeveloped appreciation for the potential hazards of instrument flight in the NAS.

PILOT TECHNIQUE AND PROCEDURES

The FAA recognizes that tandem helicopters and single rotor helicopters do not fly alike, nor will a 3000 pound and a 30,000 pound helicopter fly alike. The FAA's evaluation pilots recognize that these configuration and size differences dictate unique operating procedures and techniques. The addition of series and parallel automatic flight control systems can also dictate configuration unique procedures and piloting techniques. These equipment and related techniques may make the direct comparison of an aircraft to the objective requirements of the FARs difficult if not irrelevant. The installation of a sidearm control stick is a case in point.

Regardless of the configuration, the evaluation pilots understand the intent of all of these requirements and they understand that they have a responsibility to evaluate existing flight control characteristics against the intent of the requirements, as explained in Advisory Circulars 27-1 and 29-2A. As noted earlier, this means that some issues are resolved during the inflight determination of the overall suitability.

While the FAA pilot has a responsibility to understand the techniques developed by the applicant, the evaluation pilot(s) may not find all of the procedures acceptable. Some may be found to be too difficult and require special training or a periodic demonstration of proficiency, or both to obtain approval for operations in the NAS. The applicant has the option either to accept such findings or to alter the aircraft in ways which improve the aircraft and eliminate the need for special skills.

EVALUATION ENVIRONMENT

Implied in any FAA evaluation of a helicopter for IFR operations is the need to evaluate the aircraft in an adverse environment. An extensive evaluation in a variety of adverse environments is most likely to be
conducted if: (1) the margin of suitability is perceived to be small, or (2) innovative control techniques or equipments are incorporated which introduce uncertainties because of the lack of precedent or the lack of hands on experience on the part of the FAA pilot(s).  

In the case of an IFR application, the FAA pilot is likely to include an evaluation flight in a building cumulus cloud formation and, or a night flight profile in frontal weather. If this is not a practical choice, other evaluation tasks are executed to build an understanding of the aircraft which is sufficient to accurately predict its suitability in bad weather. The duration of flights in adverse weather is also important to the determination of suitability. The evaluation pilot must deal with the workload for an appropriate period to be able to answer the question: does a pilot at the controls need either a co-pilot or a highly reliable workload relief system to make it through the flight?

ONE PILOTS VS. TWO PILOT

The applicant must request approval of an aircraft with a crew of one or a crew of two.

SINGLE PILOT FLYING QUALITIES

A helicopter is said to exhibit single pilot flying qualities, when one pilot is able to fly the aircraft for a period of time equal to the endurance of the aircraft without being relieved by a second pilot. Implicit in this definition, is the concomitant ability of the pilot to accomplish essential non-piloting, cockpit management duties such as communication, navigation and typical emergencies.

AUTO PILOT VS. CO-PILOT

If an auto pilot is employed, the pilot is free to perform the co-pilot's duties. This is an acceptable alternative if the auto pilot never fails, but what if it does fail? If the auto pilot fails, the flying qualities and the non-flying workload must be managed by one pilot.... on a bad night.

DUAL PILOT FLYING QUALITIES

A helicopter is said to exhibit dual pilot flying qualities, when the pilot in command is unable to fly the entire flight (for a period equal to the endurance of the aircraft) without being relieved from time to time by a second pilot. The pilot who is not at the controls normally handles the cockpit duties attendant to the flight. This includes tasks which the pilot at the controls does not desire to perform or can not perform.

WORKLOAD

Workload during instrument flight is the result of one or a combination of the following: (1) task complexity including the cockpit management tasks and the control required to accomplish the maneuvers which in turn produce the desired flight trajectory, (2) residual flight path errors and the time dependent growth of these errors due to the control and flying qualities characteristics of the aircraft (including the AFCS), (3) the volume and quality of the flight instrumentation situational awareness displays. The display equipment either facilitates the control of the aircraft (and aids the pilot in efforts to eliminate errors), or the displays are inadequate; degrading situational awareness and, or frustrating the pilot's efforts to trim, suppress gust responses, and accomplish a variety of compensatory control inputs, and (4) the pilot's experience and familiarity with similar equipment, vehicle responses, and environmental conditions, as well as proficiency in any given situation.

EXCESSIVE WORKLOAD

When a single pilot can fly the aircraft for the duration of the flight without relief, but can not accomplish all of the cockpit management duties in a timely fashion, the aircraft is exhibiting an excessive workload characteristic. When an excessive workload situation exists, the flying qualities can be improved to make more time available to accomplish cockpit management duties, or the cockpit management workload can be decreased, or a combination of ameliorating changes can be incorporated. For example: (1) A crew of two can be substituted for the desired single pilot crew, or (2) An extremely reliable flying workload relief system (auto pilot) can be incorporated, or (3) The flying qualities of a helicopter can be augmented through electro-mechanical or electro-hydraulic means, or (4) The display system can be improved, or (5) Workload intensive equipment can be eliminated or replaced, or (6) The flight envelope of the aircraft can be tailored to include only that portion of the flight envelope which is suitable for the desired flight operations.

FLYING QUALITIES BOUNDARIES

Figure 1 provides a characterization of a hypothetical helicopter which has been evaluated for IFR flight using the Cooper Harper pilot rating scale. Such scales are not utilized by FAA pilots during the evaluation-approval-reporting process, but since all FAA pilots use the Cooper-Harper scale during research evaluations, it seems appropriate to use this scale here. Assume, for the sake of this discussion, that the pilot ratings in Figure 1 were developed as the result of conducting precision standard rate turns during level, climbing and descending flight. In addition, precision approaches were conducted at a number of airspeeds on each of the three glide slopes. Precision performance criteria was also established and observed in the normal way provided for in the associated literature (Reference 5).

This figure reflects the fact that there is a band of airspeed within which a helicopter will fly best (each helicopter has its own set of boundaries). It also illustrates the gradual degradation in flying qualities which occurs if the aircraft slows down, or if power is added and the aircraft climbs. Also note that the typical single rotor helicopter becomes easier to fly as the aircraft descends. But at some speed, an acceleration will also cause a degradation in flying qualities.
It is important to realize that the pilot comments associated with a given pilot rating change as the flight conditions change from slow-level to slow-climb to fast-climb to fast-level to fast-descent to slow-descent. That is, while the rating of "5" may be assigned to many different flight conditions, the pilot's comments which explain the rating "5" may differ substantially throughout the envelope.

THE BASIC FLIGHT ENVELOPE

The flight evaluations conducted by the FAA are accomplished within the bounds of a proposed IFR envelope. The boundaries of this envelope coincide with, or fall within the boundaries of, the previously approved VFR envelope. The VFR envelope is determined by the performance capability of the aircraft and the limitations established due to structural considerations (component fatigue lives), stability and controllability (see boundaries in Figure 1).

All of today's civil IFR operations assume that pilots will utilize Visual Meteorological Conditions (VMC) to accelerate to some minimum airspeed which is approved for Instrument Meteorological Condition (IMC), before entering IMC. That is, the low speed end of the IFR approved flight envelope must support climbing, level and descending transitions into an IMC airmass during day and night operations. The minimum airspeed approved for instrument flight is referred to as $V_{MIN}$. This is an extremely important airspeed limit for it typically precludes helicopter unique IFR flight, constraining helicopter IFR operations to "airplane like" flight.

Typically, $V_{MIN}$ is equal to or less than $V_Y$, the speed for best rate of climb. Alternately, an applicant can establish a best climb speed for instrument flight $V_n$ in which case $V_{MIN}$ is equal to or less than $V_n$.

In principle, $V_{MIN}$ defines the speed above which the pilot will not encounter any troublesome non-linearity, dynamic instability, or strong adverse collective control coupling. These are characteristics that can cause the aircraft to become difficult or even unsafe to fly during IMC. For this reason, inadvertent flight substantially below $V_{MIN}$ can be expected to require the pilot to concentrate on the retention of attitude control and flight path management to the exclusion of other tasks.
Figure 2: Typical Flying Qualities Envelopes Of A Small To Medium Size Helicopter

The applicant may also choose a speed for $V_{MINI}$ which is based on considerations other than the flying qualities of the aircraft. For example, the low limit of an airspeed transducer in the AFCS may define $V_{MINI}$. In general, $V_{MINI}$ can be established at a speed which is as high or as low as the applicant desires, as long as the aircraft exhibits adequate flying qualities, is capable of adequate climb performance, and has a practical operating speed envelope.

BASIC CONFIGURATION FOR EVALUATION

As mentioned earlier, the approval of an IFR envelope is based on the characteristics exhibited by the aircraft while it is being operated at the most adverse combinations of c.g., gross weight, etc., for which an approval is sought by the applicant. These adverse configurations will include the disengagement of all workload relief systems which have not met the requirements of the FAA for reliability. In some cases, a failure mode is acceptable if the pilot can be reasonably expected to observe the limits of a smaller envelope after a failure occurs.

TAILORING THE ENVELOPE

Typically there is an airspeed below which any given helicopter can no longer be easily flown under IMC, on airways. The actual airspeed defining the lower limit of the suitable flight envelope typically varies as a function of climb rate. For example, the boundary between the PRs of 5 and PRs of 6 in Figure 1 could define the minimum safe airspeed for IMC operations. Note that such an approach would produce a limit which varies as the function of rate of climb. Since a variable minimum limit speed would be relatively difficult to observe, the FAA has adapted the practice of selecting a single airspeed for all allowable climb rates (see Figure 2).

Typically a minimum airspeed for IFR operations ($V_{MINI}$) is proposed by the applicant and the flying qualities are investigated at the limit climb capability of the aircraft, or the maximum rate of climb proposed by the applicant (the FARs stipulate a minimum climb of 1000 ft/min, or a climb at maximum continuous power, whichever is less, while trimmed at $V_{Y}^{-}$). The shape and location of the boundary between PRs of 5 and PRs of 6, as depicted in Figure 1, provides the reader with an insight into the alternative combinations of minimum airspeed ($V_{MINI}$) and the maximum allowable rate of climb for instrument flight which the applicant can choose from. In most past cases, the applicant has had an opportunity to increase $V_{MINI}$ to obtain approval of a higher maximum allowable climb rate. Alternately, the applicant might agree to decrease the maximum
allowable climb rate to gain approval of a lower $V_{MIN}$. In the latter case, the resultant limit climb rate must provide a practical capability on airways.

In a similar way, the IFR operational envelope of a civil helicopter is often reduced to insure the availability of good flying qualities by limiting the maximum gross weight or minimum gross weight, and/or by limiting the range of the center of gravity (c.g.). Sometimes the envelope is limited in autorotative flight, and sometimes it is limited after a failure. For example, in Figure 2, the maximum forward speed has been limited after an AFCS failure (the speed is limited to protect the crew against a second failure). These are now limitations to the scope of the FAA evaluation and the envelope available for operational use. Any time an envelope is reduced in this way, it is said to have been tailored. The FAA now investigates the objective or the subjective requirements of the FARs within the envelope defined by these new boundaries.

**STEEP APPROACHES AND $V_{MIN}$**

The authors realize that there is current interest in the potential of reducing $V_{MIN}$ to facilitate low speed, steep approaches into metropolitan vertiports. Such approaches will require the applicant to propose a relatively low $V_{MIN}$ in combination with an indication of airspeed which is reliable at (and below) $V_{MIN}$, and the minimum airspeed for a Category A approach -- to insure the ability to execute a one engine inoperative (OEI) balked landing. (Note: The definition of $V_{MIN}$ will need to be revised to accommodate instrument approach and balked landings under instrument conditions.)

**FLIGHT DISPLAYS, FLYING QUALITIES, WORKLOAD**

A search of past explanations of the relationships between displays, controls, task, performance and workload produced the AGARD Advisory Report No. 51 on "Displays for Approach and Landing of V/STOL Aircraft" (Reference 6). Figures 3 through 5 have been adapted from this reference to help us examine the complex but long recognized relationships which are an integral part of the FAA's evaluation-approval process. These figures illustrate the interdependence between display capability, aircraft handling qualities, automated flight control systems and well designed or automated cockpit management functions.

The adapted AGARD graphic presented in Figure 3, tells us that it is possible to trade-off display sophistication (capability) with control sophistication (capability) in a way which produces about the same performance for the same crew effort (pilot rating). This common capability is depicted as a single curved line in Figure 3. Each line is referred to here as a continuum of capability. To improve the pilots evaluation or pilot rating of an aircraft, the display-control combinations must improve. In Figure 3, this incremental improvement is illustrated by the inclusion of three lines representing three individual continua of capability.

Two continuum lines have been drawn in Figure 4 to consider the issue of workload. Lines (a) and (b) both represent acceptable performance and workload during the execution of an identical task. Observe that the pilot ratings are the same for the two lines but the distribution of the workload is different.

![Figure 3: Tradeoff Between Display And AFCS Sophistication For An Instrument Approach](image-url)
The pilot's task to fly the aircraft is the least difficult when the display-control combinations of (a) are selected. When any of the combinations of displays and controls represented by continuum (b) are selected, the pilot effort to fly the aircraft is the greatest. The fact that the same pilot rating is assigned to both of these lines is explained by the fact that the pilot-aircraft performance (combined flight path management and cockpit management performance) is more or less equal and the total workload is more or less equal. Restated, while the total performance and workload are approximately the same for the two cases, the ratio of piloting workload to cockpit management workload are reversed. Once a satisfactory continuum of capability has been identified, the applicant is free to trade-off displays to find the most affordable and reliable combination of equipment.

**MINIMUM EQUIPMENTS AND FLYING QUALITIES**

An understanding of the workload relationships is very important when trying to understand the FAA's approval methodology. First, as a design guide, minimum display and flying qualities guidance is provided in the FARs and related Advisory Circulars. This guidance has been characterized by the VFR and the IFR limits included in Figure 5. That is, a minimum set of flight instruments (and related equipment) are stipulated by horizontal lines, and a minimum set of stability and handling qualities characteristics (vertical lines) are provided for the control side of the equation.

For the sake of discussion, assume the IFR limits in Figure 5 define the minimum stability, handling qualities and display requirements which will support approval of a helicopter for non-precision approaches with a crew of two. The limits also include consideration of the workload which can be accepted by two pilots. If the crew is reduced to a single pilot, it follows that workload must be reduced by incorporating either improved cockpit displays or an improved flight control system (or both).

For example, an improvement in the flight control system and/or AFCS should reduce the flight path control workload and yield a more desirable aircraft. The resultant operating point, "b" in Figure 5 represents a significant handling qualities improvement over "a". Such a change should make the aircraft easier to fly and improve pilot-aircraft performance as well as reduce workload. Similarly, an improvement in the display configuration is illustrated in Figure 5 as operating point (c). This should also help reduce the workload as well as help a pilot achieve the objective performance.

When the combined effect of the display and AFCS improvements are considered, a new operating point (d) is defined. If both point (b) and point (c) produced an adequate single pilot IFR capability, then theoretically a failure of either addition would be acceptable. This inferred redundancy once again briefly illustrates the potential connectivity between displays and controls.

**PROVISIONS FOR FAILURES**

The FAA process also insures that no failure of the displays or controls will result in an operating condition where the workload is inappropriate for continued IFR operations, or the pilot-aircraft performance is unsatisfactory. For example, this need for redundancy typically requires a second attitude indicator.
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Figure 5: An Incremental Increase In Display Capability (or Redundancy) And Stability And Handling Qualities (or Redundancy)

to be installed in "single pilot" instrument panels. The addition of the redundant attitude indicator insures that the capability of the aircraft will not fall below that defined by operating point (a) in Figure 5.

Redundancy is also required to accommodate AFCS failures which degrade the stability or handling qualities of the aircraft. Sometimes, the addition of redundant AFCS channels allows the design to be altered in a way which simultaneously improves the flight characteristics of the aircraft (see path (a) to (b) in Figure 5) and provides the needed redundancy.

DISPLAYS COULD BECOME MORE IMPORTANT

Some argue that the (IFR enabling) credit assigned to displays and control system features of IFR helicopter systems tends to favor the use of AFCS. It can be argued that the development of display rich cockpits would be facilitated if the FAA allocated more credit to advanced electronic sensor-display systems with rotorcraft unique features. Such cockpits should decrease the need for multi-layers of stability and flight control augmentation. This might be especially true during a steep approach to a high pre-landing hover under IMC. Other less revolutionary yet equally important additions, such as display of ground speed and omni-directional low airspeed may substantially enable steep approaches to hovering flight. A powerful indication of yaw rate could also simplify pilot control of heading during slow speed flight without heading hold (subsequent to an AFCS failure).

A careful review of lessons learned during basic rotorcraft display research may be sufficient to justify greater specificity in the allocation of credit to existing conventional displays such as large turn and slip indicators, and large attitude indicators, with less credit allocated to very small attitude indicators, and turn and slip indicators that have been integrated into attitude indicators (ADI). For example, the work reported in Reference 7 found the large turn and slip display was the preferred display for IFR helicopter operations on airways, while the small integrated turn and slip displays were judged inferior.

In addition, a review of past flight director projects suggests that flight directors are substantially under valued, especially in the small helicopter application. This data has been overcome by the widely held belief that flight directors can be expected to improve performance, but typically at the cost of an increase in workload. As a point in fact, there is little rotorcraft data which suggest that a mature flight director design increases workload when the performance objective is held constant.

Counter to conventional wisdom, Reference 8 presents data which seems to establish the fact that a good flight director will lower workload and improve performance when: (1) the flight director is installed in a helicopter with poor inherent flying qualities and, (2) no AFCS is operating. That is, the inclusion of a proper flight director should cause the operating point to move from (a) to (c) in Figure 5.

It is the opinion of the authors that early flight director successes which involved the use of simple contact analog displays were pursued on the military side but abandoned (by the civil community) in favor of the electronic reproductions of the current electro-
mechanical displays. In short, the perceived risk associated with customer acceptance and FAA acceptance of advanced electronic display formats has retarded advances in this area.

Similarly, most commercially available flight directors do not incorporate flight director laws which command the pilot to use the collective to maintain glideslope. The longitudinal control is used instead. This of course is not an acceptable solution for operations on the back side of the power required curve. The most important fact here is that this mechanization reflects a lack of concern for display techniques which could allow the pilot to enter the control loop in a way which might lead to the effective exploitation of the slow speed portion of the helicopter flight envelope. In summary, few seem to appreciate the display priority which should be allocated to the collective during operations on the back side of the power required curve, especially during steep approaches.

A future cockpit might incorporate an extremely powerful vertical situation display, with flight director capabilities which could enable the pilot to quickly and precisely trim the aircraft. The ability to trim precisely and quickly should do two things. It should significantly speed up the trimming process and delay the unattended departure from trim. This would allow a single pilot to spend more time with other flying and cockpit management tasks. This capability might prove to be most important as a safety enhancement feature subsequent to a stability augmentation failure or the failure of a work load relief system. Other improvements might include: airspeed displays, heading reference displays, and power management displays as suggested by Reference 9.

RISK AND AFFORDABILITY

The more affordable an IFR system is, the greater the applicant's monetary risk during the approval cycle. A precedent setting expansion of the operational utility of a helicopter model, such as the first configuration offered for Category III B instrument approaches also has an associated high risk relative to the cost to obtain approval of an aircraft of interest to a very small initial customer base. The risk at both ends of the sophistication spectrum involves concern for the calendar time to achieve approval and the cost of the effort (including the improvements which may be inferred by the FAA). The larger the anticipated investment and the greater the uncertainty associated with approval, the greater must be the potential return on investment. The fact that demand for IFR helicopters appears to be low seems to exacerbate the potential applicants worst fears.

The key to progress seems to reside in the development of an improved vertical flight infrastructure, and an aggressive effort to integrate more small helicopters into the IFR portion of the NAS. This effort should probably focus on the large potential fleet of helicopters in the 3000 to 5000 pound class.

Such an effort would require a number of demonstration programs to evaluate the alternative display-AFCS-cockpit workload design improvements. The resultant alternative configurations must be both clearly safe and affordable. It seems logical that the FAA approval process should be used as the format for these demonstrations. Finally, none of the resultant data should be proprietary.

SPECIAL OPPORTUNITIES

The following areas are identified as providing important enhanced capability to the rotorcraft community and the public it serves:

Partitioned-Independent Systems

Stability and control augmentation, autopilot and other workload relief systems should be designed so that the probability of total loss of a single system is unlikely and the loss of a partial system is not disabling. Failures could cause the pilot to retreat to the best portion of the flight envelope for the remainder of the flight.

Velocity Sensors and Displays

Doppler, airspeed and other speed measurement-display systems (not now in civil helicopters) will be required to allow approval of approaches to extremely low airspeeds or hovers during steep instrument approaches. A new family of logic can be developed which responds to the need to observe $V_{MIN}$ and single engine minimum airspeed constraints (Cat A operations) while conducting steep approaches to a hover. Such a logic would be expected to address the practical attributes of currently available airspeed and ground speed sensor-display equipment in context with the air crew's need for the data under normal and failure mode operations.

Special Flight Director Functions

On the complex system end, flight director computers are required which incorporate relatively brilliant laws which in turn are able to provide steep approach guidance and hover or vertical descent/assent guidance. This might even respond to the need for flight directed Cat A takeoffs, rejected takeoffs, landings, and rejected landings.

On the low end, a new application of flight director logic could be used to direct the pilot to put the pitch attitude in the right place and the flight controls in the right place to steady the aircraft on trim in the shortest possible time, providing the pilot with more time to spend on navigation, communications, etc. In addition, there seems to be an opportunity for an improved display of commanded collective position.

Attitude Indicators

Attitude indicators come in a variety of sizes. Some are electro-mechanical, some are electronic. But what is their relative value? What is the benefit obtained with the largest practical display and the smallest emergency (two inch) display? The potential (or relative) advantage of the large display needs better definition.
Enhanced Vision Systems

There is clearly a need for affordable first step applications of vision enhancing sensor-display systems. The need exists all across the spectrum of aircraft size and capability. The potential is virtually unexploited in the civil helicopter community.

Helicopter Unique Displays

The slow and vertical modes of the helicopter are its principal attributes. Displays which facilitate pilot in the loop activity during slow and steep helicopter operations could make the helicopter more affordable and help the industry realize its potential. The current flight director, miniature turn needle, typical engine torque indicators, horizontal situation display (HSI) and pilot static airspeed indicator are five excellent examples of instruments which are not well suited to the helicopter during slow speed helicopter unique flight.

OBSERVATIONS

The FAA pilot has the authority and responsibility to evaluate and approve the aggregate suitability of combinations of controls, displays and workload relief equipment to facilitate and expedite the expanded application of large numbers of IFR helicopters in the NAS.

Innovation is required to demonstrate: (1) Partitioning between the axes of an AFCS to provide a form of graceful degradation which can be applied to low cost stability augmentation and workload relief equipment suitable for IFR operations of small helicopters. (2) The relative value of robust displays and concepts for granting credit in the FAA IFR approval process. Such displays will help pilots compensate for some of the weaker flying qualities of some small helicopters. (3) The advantages and limitations of vision systems for credit during approaches to metropolitan vertiports.

In addition, there is a continuing need to better articulate the way modern helicopters fly and are flown in the civil environment. This is required to support a broader understanding of the issues and opportunities for improvement, so as to facilitate the development of and garner FAA approval of, affordable equipment sets with accommodating flight envelopes.

SUGGESTIONS

Research and development should be encouraged to develop background data which will enable expeditious approval and encourage the intelligent applications of technology to develop affordable IFR equipment for a wide range of single and multi-engine helicopters.

The insight developed through R&D and FAA evaluations of aircraft offered for approval, should be used to enhance the guidance contained in Advisory Circulars 27-1 and 29-2.
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ABSTRACT

Three years of using the U.S. Army's rotocraft handling qualities specification, Aeronautical Design Standard – 33, has shown it to be surprisingly robust. It appears to provide an excellent basis for design and for assessment, however, as the subtleties become more well understood, several areas needing refinement became apparent. Three responses to these needs have been documented in this paper: (a) The yaw-axis attitude quickness for hover target acquisition and tracking can be relaxed slightly. (b) Understanding and application of criteria for degraded visual environments needed elaboration. This and some guidelines for testing to obtain visual cue ratings have been documented. (c) The flight test maneuvers were an innovation that turned out to be very valuable. Their extensive use has made it necessary to tighten definitions and testing guidance. This was accomplished for a good visual environment and is underway for degraded visual environments.

INTRODUCTION

Aeronautical Design Standard – 33 (ADS-33C) (Ref. 1) was adopted in August 1989. Since that time, it has been used in several programs which cover the spectrum of possible applications. These include a full flight test evaluation of a current Army helicopter (Apache), full design application and simulator assessment of competing designs for LHX, which later evolved into Comanche, analytical evaluations using high fidelity math models for the Black Hawk and Sea Hawk, and flight tests of several aircraft including the OH-58D and the BO-105. Such application early in its lifetime is a specification writer's dream. We can already see the influence modern handling qualities concepts are having on new design and assessment methods and we also get feedback on criteria which need more work, or topics which need more guidance to enable users to understand and apply the methodologies. This paper describes some of the results of efforts to resolve questions on three topics that have arisen during the last three years.

The first topic covered is attitude quickness. The evolution of this new requirement is outlined. Several experiments were performed to enhance the database, and a proposed revision to a yaw-axis boundary in hover has been developed.

The second topic treated is related to Degraded Visual Environment (DVE). To handle the Army's need to fight at night, as well as, or perhaps even more than during the day, a new concept was introduced into ADS-33C which relates the required helicopter flying qualities to degradations in the visual cuing. A definition of DVE is provided and the methodology of obtaining Visual Cue Ratings (VCR's) and relating these to required Response-Types through the concept of Usable Cue Environment (UCE) is described. Particular guidance is presented for pilot briefing notes and questionnaires to help in obtaining consistent VCR's.

Since degraded visual cuing is usually encountered on ground-based simulators even when trying to simulate day, the basic concept of UCE has been extrapo-
lated to calibrate simulators; the methodology, called SIMulated Day UCE (SIMDUCE), is described.

The last topic described is refinement of the flight test maneuvers. These were introduced into the handling qualities specification to provide guidelines for an overall assessment of the design. They have turned out to be a major item used by the test and assessment community, and also as a primary goal for the designer. In applying these tests, it was realized that they needed to be defined more precisely for repeatability, and also the standards needed to be well-justified. In addition, guidance was clearly needed on how elaborate the test maneuver cuing and test performance documentation had to be. The progress made for both the day and the DVE maneuvers is described.

ATTITUDE QUICKNESS

The ADS-33C is a mission-oriented specification, based upon mission task elements (MTE's) and the cuing available to the pilot. Minimum requirements are established for control Response-Types and their characteristics. These requirements are categorized into terms of small, moderate, and large amplitude changes. The moderate amplitude requirements include the attitude quickness criteria, where attitude quickness is defined as the ratio of peak angular rate to the change in angular attitude. ADS-33C establishes minimum Levels of attitude quickness for pitch, roll, and yaw depending upon the speed range and MTE (see Fig. 1).

Criteria Development

Most of the background and the initial supporting data for the attitude quickness requirement came from a helicopter roll control study (Ref. 2). The basis for the requirement was extracted from "maneuver performance" diagrams that were constructed from a number of discrete lateral maneuvering tasks. For a maneuver that requires discrete control inputs, the ratio of peak angular rate to change in attitude for the entire maneuver describes a "task signature" related to the pilot's demands on the vehicle. For small attitude changes, the value of attitude quickness is dominated by the bandwidth criteria. For large attitude changes, the attitude quickness is dominated by the large amplitude requirements. The attitude quickness requirements effectively connect the frequency-domain bandwidth limits at small amplitudes with the time-domain peak angular rate limits at large amplitudes.

Since Reference 2 was specifically a roll control study, there was no information for setting the pitch limits, and therefore, some assumptions were made for the pitch requirements. The extrapolation to the pitch axis was fairly well justified given the well-substantiated small and large amplitude pitch requirements and the attitude quickness formulation technique based upon the roll axis.

Initially the yaw-axis attitude quickness boundaries were based upon the same procedure as pitch. Recently, an in-depth piloted simulation study was performed by the Aeroflightdynamics Directorate (AFDD) at Ames Research Center to provide an improved basis for the yaw-axis boundaries. The simulation, performed on the NASA-Ames Vertical Motion Simulator (VMS), examined the yaw attitude quickness in hover while performing a target acquisition task and a 180 degree turn task. Configuration bandwidth and attitude quickness were varied via the yaw damping derivative and the tail rotor collective pitch actuator rate limit.

The results from the target acquisition in hover task suggest that the current ADS-33C yaw-axis attitude quickness boundaries might be relaxed without sacrificing Level 1 handling qualities (see Fig. 2). The results from the 180 degree turn in hover task indicate that relaxation of the attitude quickness requirement indicated by the target acquisition in hover task would not adversely impact the pilot's ability to perform large, aggressive heading changes. These refined yaw attitude quickness boundaries will be included the new version of ADS-33C.

Compliance Testing

The attitude quickness requirement states that the attitude changes must be made as rapidly as possible from one steady attitude to another without significant reversals in the sign of the cockpit control input relative to the trim position. The initial attitudes and the attitude changes required for compliance shall be representative of those encountered while performing the required mission task elements. It should be noted that the attitude changes should be made "open-loop," i.e., without a specific target attitude and as rapidly as possible.

The recommended control input for a Rate command Response-Type is to utilize spike (or very short duration pulse-like) inputs of varying magnitude to produce the necessary range of attitude changes. For the larger attitude changes it is acceptable to initiate the changes from a non-level equilibrium, e.g., a large roll attitude change may be initiated from a positive or a negative bank angle.
The recommended control input for an Attitude command Response-Type is to initially overdrive the commanded attitude followed by an essentially steady value of the stick consistent with the commanded attitude. The purpose of this control strategy is not to provide lead equalization, but simply to overcome the inherent stability of the attitude command response. On the other hand misleading results can be obtained if significant control reversals from the trim position are allowed. This technique is not representative of rotorcraft alone dynamics and is more a measure of the pilot skill in timing the inputs. In fact, using significant control reversals to quicken the response and arrive at a steady attitude change is like having the pilot closing the angular rate and attitude loops just like a Stability Control Augmentation System (SCAS), and of course, paying the penalty in terms of workload. The purpose of this requirement is to specify the rotorcraft dynamics without pilot equalization, and hence, significant control reversals are not allowed during compliance demonstration. In general, control reversals are not considered significant if the control reversals are significantly less than the initial input.

**DEGRADED VISUAL ENVIRONMENT (DVE)**

Helicopters are inherently unstable. The flight control system can change this, but current-generation aircraft typically only enhance rate damping so the pilot is still left with the task of constant manipulation of the controls to maintain attitude. It must be realized that this is primarily a visual task. Unlike riding a bicycle, it is not possible to balance the helicopter solely using vestibular cues. This means that the pilot needs good visual cues, not only for guidance, that is, to see where he is going and avoid obstacles, but also for control and stabilization. It has been found that the stabilization needs can be reduced or almost eliminated if the appropriate stability is build into the helicopter. Such a flight control system is, of course, more elaborate and expensive than a simple rate damping system, and hence the handling qualities specification had to devise a scheme for informing the designer when he had to change to the more elaborate system. The process involves defining the Degraded Visual Environment (DVE), obtaining a Visual Cue Rating (VCR), and hence, defining the Usable Cue Environment (UCE), and this in turn is related to the flight control system Response-Type. Some of the questions that have arisen in applying this methodology will be addressed in this section.

DVE is an environment in which the pilot of a Level 1 Rate response helicopter cannot get adequate visual cues to perform maneuvers aggressively and precisely. This can occur because there are reduced or few cues for him to see, such as over desert, snow, or water, or because he cannot see the features that are there because of a lack of illumination, such as at night, or because of obscuration, such as in smoke, dust, fog, or restricted cockpit field of view. Vision aids such as night vision goggles (light intensification) or infrared devices such as the helmet mounted FLIR help compensate for some of these deficiencies, but can introduce deficiencies of their own such as reduced resolution, remotely located eye point, slow tracking dynamics, and vibration of the scene image.

**Visual Cue Rating (VCR)**

The VCR scale was developed as a basis for quantifying the UCE. It is a subjective pilot rating scale intended to quantify the usability of the visual cue environment for stabilization and control during low-speed and hover operations near the ground. The basis for this scale is discussed in detail in Reference 3. It has been in use for over six years, and experience has shown that certain procedures must be followed to achieve repeatable and valid pilot ratings. These procedures are still being developed and refined as the scale is used for new applications. This evolution is similar to the Cooper-Harper subjective pilot rating scale (Ref. 4). Early use of that scale resulted in significant pilot rating scatter because the importance of certain procedures were not understood. When the established procedures are carefully adhered to (see Ref. 5) this subjective rating scale is reliable and repeatable. This experience emphasizes the importance of identifying and implementing proper procedures in the use of subjective pilot rating scales.

The cues required for aggressive and precise low-speed and hover operations are not well understood by pilots or engineers. Therefore, it is not possible to assess them directly. The VCR scale is an attempt to circumvent this gap in the knowledge base by making an assessment of the cueing environment in terms of the pilot's ability to accomplish aggressive and precise maneuvers with an aircraft that would be Level 1 in a good visual environment (GVE). The scale is shown in Figure 3. Factors to be considered to ensure that the test aircraft is Level 1 are discussed under SIMDUCE in this paper.
The descriptions in Figure 3 have been slightly modified from those shown in the current version of ADS-33C to eliminate any reference to the word "cues." This is based on experience that has shown that pilots are tempted to evaluate their perception of the cues rather than their ability to achieve the noted aggressiveness and precision. That experience has shown that pilot perceptions of visual cues are usually excessively optimistic. For example, essentially all pilots feel that hovering will be no problem when sitting in the cockpit of a modern ground-based simulator and visual system before it is put into operation. They are surprised to find that a simple hover task requires extreme concentration, or may not even be possible without considerable practice. Experiments have resulted in evidence that pilots rely heavily on fine-grained texture to hover and maneuver in low-speed flight (Ref. 3). Such "micro-texture" is not available in most digital image generators, and in cockpit vision aids in marginal conditions (e.g., night vision goggles on a moonless night).

To get a measure of the UCE, ADS-33C specifies that the following Flight Test Maneuvers be performed, and VCR's be assigned: Hover (4.4.1), Vertical Landing (4.4.3), Pirouette (4.4.4), Acceleration and Deceleration (4.5.1), Sidestep (4.5.2), and Bob-up and Bob-down (4.5.3). The VCR's are to be assigned while attempting to achieve desirable performance in the DVE where the DVE is to be specified by the procuring activity. The following guidelines have been established for assigning the VCR's and should be a part of any pilot briefing where such ratings are to be given.

Pilot Briefing Notes

Assign the ratings based only on the ability to be precise and aggressive.

Use the precision hover and vertical landing tasks as primary measures of precision.

Aggressiveness should be considered in the context of mission performance and may not require large aircraft attitudes. Consider the ability to stabilize quickly at the end of the pirouette, sidestep, and acceleration/deceleration maneuvers as a good measure of aggressiveness. Any tendency to "back out of the loop" to avoid undesirable oscillations should be considered as inability to be aggressive.

Do not try to make a distinction between the aircraft dynamics and the visual cuing environment that is being evaluated.

Try to meet the desired performance standards for most of the maneuver. Small deviations from the desired performance limits should not be a primary factor in the evaluation. However, an inability to aggressively correct back to the desired region without exciting undesirable aircraft excursions or oscillations should be cause to consider the fair-to-poor region of the scales.

If the evaluation is being made on a ground-based simulator, do not try to extrapolate to the "real world"; rate what you see.

It is a good idea to assign Cooper-Harper handling qualities ratings (HQR's) during the UCE testing. There should not be a significant discrepancy between the VCR's and the HQR's. For example, if the VCR's are between good and fair (1 to 3) it would be expected that the HQR's would be no worse than five. If the VCR's are in the fair-to-poor range (3 to 5), HQR's of five or worse would be expected.

The UCE testing should be accomplished in an environment where the cues for desired and adequate performance are reasonable and consistent with purpose of performing the task. For example, testing the precision hover task in a large field, with minimal cues for position, bears no relationship to the task that established the requirement in the first place. Such requirements are driven by mission-related tasks, such as hovering in confined areas where the cues representing obstructions are not subtle. This aspect is treated in more detail in the section discussing the flight test maneuvers. The purpose of the UCE testing is to establish the ability to be precise and aggressive with respect to realistically sized and located objects.

The inability to achieve good VCR's can usually be traced to a lack of visible details, and should not be related to the inability to see obstructions soon enough, such as when driving a car too fast in fog. Such issues cannot be resolved with improved handling qualities and should be evaluated separately.

A separate set of VCR's should be assigned for each task. It is recommended that the pilot practice the task at least twice before conducting the evaluation run. The VCR's may be averaged across pilots, but may not be averaged across tasks.

One final point, it has been observed that there are a very select group of pilots who can hover and precisely maneuver with poor visual cues when most pilots cannot. Ideally, they should be aware of their unusual capabilities and give ratings accordingly.
During the evolution of the design process and evaluation of new rotorcraft designed for compliance with ADS-33C, ground-based simulation will likely occur. Visual systems with computer generated imagery (CGI) and their associated presentation device(s) are typical for ground-based flight simulators. Initially, these visual systems lacked field of view, resolution, and detail, and their dynamic response was sometimes less than optimum. For example, the poor resolution in an early visual system is illustrated in Figure 4 from Reference 6. Although the quality of visual cues has improved as the technology has advanced, simulated day scenes still do not compare with the real-world day scene. This observation is illustrated by the fact that good Rate command Response-Types continue to receive Level 2 handling qualities on ground-based simulators whereas, in-flight they typically receive solid Level 1 ratings.

To quantify the quality of the simulated day visual cues for handling qualities work, a technique of using the VCR-UCE concept has been applied. We call this SIMulated Day UCE (SIMDUCE). With a Level 1 Rate response model, if the cues are as good as they would be during the daytime, SIMDUCE = 1. If the SIMDUCE = 2 or 3, it is roughly equivalent to having Level 2 or Level 3 handling qualities. The procedure for determining the SIMDUCE follows the same approach as the UCE evaluation with the exception that the day maneuvers and performance standards are used for the evaluation instead of the DVE maneuvers and standards. So to obtain an overall assessment of the simulator, the following Flight Test Maneuvers of ADS-33C should be flown: Hover (4.1.1), Vertical Landing (4.1.3), Pirouette (4.1.4), Rapid Acceleration and Deceleration (4.2.1), Rapid Sidestep (4.2.2), and Rapid Bob-up and Bob-down (4.2.3). While performing these maneuvers, VCR's are collected from which a SIMDUCE is determined. The VCR collection and consolidation procedures for SIMDUCE are the same as for the UCE determination.

**Level 1 Rate Response Helicopter**

In performing the UCE determination, the ADS-33C states that the test rotorcraft must meet the requirements for a Rate Response-Type and must have a Level 1 mean pilot rating by at least three pilots operating without any vision aids in good visual conditions (UCE=1) and negligible turbulence. This concept was established with the idea of performing this test in-flight and not necessarily on a ground-based simulator. The potential hitch in the process when using a ground-based simulator is the establishment and documentation of the Level 1 aircraft. Implementing a Rate Response-Type is not difficult, but even if all the ADS-33C requirements are met there are additional parameters which can result in poor handling qualities such as control sensitivity and inceptor force-displacement characteristics. The ADS-33C guidance for conventional controls force-displacement characteristics are quite comprehensive, and if met, the handling qualities are likely to be good if tests are conducted to optimize the sensitivity. Unfortunately, the same cannot be said of multi-axis side sticks where many unspecified characteristics could cause a degradation. This another topic which needs elaborating in ADS-33C.

**FLIGHT TEST MANEUVERS**

**Motivation for Flight Test Maneuvers**

A selection of maneuvers is specified to provide an overall assessment of the rotorcraft's ability to perform certain critical tasks. It is recognized that although quite comprehensive, the state of knowledge is such that the quantitative criteria in Section 3 are not sufficient to guarantee that the handling qualities will be Level 1. Some important characteristics, such as control sensitivity are not specified, and a poor choice could easily result in poor handling qualities. The requirements have been formulated with the philosophy that each one is necessary, and not meeting any one will be sufficient to result in a degradation in the handling qualities. Hence, it was decided that some overall "proof of the pudding" should be applied to ensure that the combination of characteristics result in good handling qualities for some tasks important to that aircraft's role.

The flight test maneuvers are not comprehensive in terms of tasks or flight conditions. However, they do include critical task elements which could be encountered in many applicable missions. They include single-axis and multi-axis tasks for each direction, and for different levels of aggression. In addition, sets of maneuvers are provided for Day and for DVE.

**Experience in Application**

Significant experience has now been gathered on the application of the maneuvers in ADS-33C. The two primary examples are the LHX assessments performed on
each of the competing teams' simulators during the Demonstration Validation (Dem Val) program, and the flight test evaluation of the AH-64 Apache. References 7 and 8 describe these efforts in some detail, so only a few of the topics which influenced the evolution of the criteria will be mentioned here.

LHX Dem Val – As part of ADS-33C, the flight test maneuvers were included in the contract so they became benchmarks which had to be met. As such, they became design drivers, but for nearly all of the maneuvers the only way they could be assessed was subjectively in piloted simulation. This put considerable pressure on simulation fidelity/validity assessment. It also showed-up any ambiguities or vagueness in the criteria. Some of the reactions were as follows: Systematic application required specifying adequate standards, not just desired. The precision with which some of the maneuvers were defined allowed the pilots to adopt different levels of aggressiveness, thus resulting in different pilot ratings. With insufficient cuing, the pilots did not know if they had met the performance standards. Such a lack of cues was clearly unrealistic since the need for precision would usually mean that there were constraints nearby which would be providing the cues. The defined performance standards had a big effect on pilot rating, so the chosen standards must be meaningful. Accuracy of performance standards suggested that the eventual flight test program would involve some very expensive test equipment to demonstrate compliance.

Apache flight tests – Flight testing reinforced most of the overall impressions developed on the simulators during LHX Dem Val. However, the simulation related issues went away, and new issues related to flight testing became apparent. For example: Some of the aggressive maneuvers (Fig. 5), especially in DVE, were quite thrilling and resulted in much philosophical debate. Though perhaps not universally accepted yet, it is the authors' opinion that if these stylized maneuvers are representative of maneuvers which will be performed by the Army in operational use, then the flight test community must be willing to test them. Certainly, if they are too dangerous for a skilled test pilot to perform in a tightly controlled environment, it is unreasonable to expect the user to fly such maneuvers in an unfamiliar, unfriendly environment in the fog of war.

The need for simple solutions to cuing and compliance issues was re-emphasized. Some solutions were developed which served to achieve the desired intent, but clearly more work was required.

Overall, these results showed that the flight test maneuvers were important. Not only were they well accepted by the test community, but they were given even more influence than initially intended. In view of this, it was decided to make an effort to refine the maneuvers and resolve the questions that had been raised.

Objectives of Refinement

The objectives of the maneuver refinement effort were focused in the following four areas:

Maneuver Definition – To refine and standardize the definition of the maneuvers so that the written descriptions can be easily understood, and will be repeatable by different pilots in different organizations.

Performance Standards – To ensure that the level of precision and aggressiveness for Level 1 (desired performance) was appropriate, and to generate a valid set of standards for Level 2 (adequate performance).

Cuing Requirements – To define test courses and suitable cuing. The important characteristics here were that there should be sufficient cuing, but that it should be kept simple and therefore cheap and easy to reproduce. Also, to allow considerable flexibility for the flight test organization to make modifications as needed to accommodate their own particular capabilities or limitations.

Compliance Methods and Documentation – An additional constraint on the cuing was that it must be useful for showing compliance. In particular, to provide guidance on the type and scope of instrumentation to be used so that it was clear to the flight test organization that they did not need multi-million dollar laser tracking or GPS systems.

New Maneuvers- Good Visual Environment

This section describes the maneuver refinement effort approach, lists the new maneuvers, and describes one of them in detail.

Approach – Flight tests were performed by the Flight Research Laboratory of the Institute for Aerospace Research, National Research Council of Canada, using their variable-stability Bell 205 airborne simulator (Fig.
6). In addition, help and expertise was provided by engineers and test pilots from the U.S. Army's Airworthiness Qualification Test Directorate (AQTD). Each of these pilots and engineers had experience in the LHX or Apache tests so their inputs were extremely valuable.

The approach was to discuss the aim of each task and the possible approach for meeting it. The tasks were then flown and pilot comments and performance data reviewed. If necessary the tasks were revised and re-flown. Finally two pilots who had not been part of the task development were asked to perform the maneuvers working only from the written description.

The tasks were performed using three configurations: one which just met the Level 1 quantitative requirements of ADS-33C, one well within the Level 2 region, and one just inside the Level 3 boundary. The pilots gave Cooper-Harper HQR's and these were expected to correspond with the configuration "Levels" inferred from the quantitative standards. Further details are described in Reference 9.

Since the Bell 205 is limited in maneuverability, it was necessary to develop the aggressive and high speed maneuvers in a different aircraft. Such tests were performed using similar techniques, only without any changes to the basic flying qualities, by AQTD on a UH-60, and a T-34. The T-34, a fixed wing training aircraft was particularly useful for evolving the air-to-air maneuvers.

**New Maneuvers** – Table 1 summarizes the major revisions made to the maneuvers. In addition to refinements to the existing maneuvers, several new maneuvers were added. These primarily addressed aggressive maneuvering tasks, both in hover and forward flight.

The Precision Hover task illustrates many of the factors treated. The Appendix shows the current and revised versions of the maneuver, and Figure A-1 in the Appendix is a sketch of the suggested cuing devices in the test course.

In the original maneuver definition, it was found that although the task of achieving the desired hover point was quite likely to cause higher pilot workload than the actual hover, it was not part of the task that was evaluated. To rectify this, the maneuver was modified to start some distance from the desired hover point and a 45-degree crabbing translation made to the hover point.

To force some uniformity in the task aggressiveness, the time to reach hover, and the nature of the deceleration are defined.

Other details changed were: The maneuver is to be performed in calm (< 5 knots) and moderate (20 to 35 knots) winds; To change the hover target from a circle to a square since this would be easier to cue the pilot and for observers to check; The use of any available hover assists was allowed if they were available and consistent with operational use; Adequate standards were generated with looser tolerances and less aggressive time requirements; The simple cuing props, illustrated in Figure A-1 of the Appendix, gave sufficient guidance for the pilot to be able to tell if the required standards were being achieved. The same cues could be used by outside observers and onboard video recording to document the performance for compliance demonstration purposes.

**New Maneuvers - Degraded Visual Environment (DVE)**

The day maneuvers have now been reviewed and revised several times and are now considered to provide excellent benchmarks. The maneuvers for Degraded Visual Environment (DVE) are less refined, but two efforts are underway to refine them.

The first effort involves a simulation performed by AFDD on the NASA Ames Vertical Motion Simulator (VMS). The CGI representation of the proposed cuing for DVE was set up with a UCE=2. The various tasks were flown with a Level 1 and Level 2 Attitude Command Attitude Hold (ACAH) Response-Types, and also with a Level 1 Rate command. The pilot performance and pilot commentary was obtained in much the same way as done at the National Research Council of Canada for day. The results are still being analyzed, but Figures 7-10 shows some preliminary data for the Hover task.

As would be expected, the Level 1 rate configuration shows frequent excursions into the adequate region (Fig. 7) and the Cooper-Harper HQR was Level 2.

With a Level 1 ACAH response (Fig. 8), the pilots were essentially within desired standards and the rating was 2.8, clearly Level 1. Figure 9 shows all of the runs for pilot 6 whereas, the other figures only show the last three runs for each pilot. It is interesting to note that the pilot took several runs to achieve the desired performance. It appears as though he first increased the aggressiveness to achieve the desired time and then worked on maintaining his longitudinal precision.

Figure 10 shows what happens with a Level 2 ACAH response. Aggressiveness is only adequate, longitudinal precision frequently is worse than desired, and the
spread for lateral error increases noticeably though it is generally in the desired range.

Overall it would appear that the standards chosen for this task are compatible with the Level achieved. The reduction in aggressiveness for night operations does not seem unwarranted; the precision standards were the same as day in the horizontal plane, but loosened very slightly for altitude (± 2 ft became ± 3 for desired and ± 4 ft became ± 5 ft for adequate.)

The second effort at refinement is a joint Army/NASA project to actually fly the tasks in a real DVE, that is, at night. An Army AH-1G Cobra helicopter (Fig. 11) equipped with the Apache Integrated Helmet and Display Sight System (IHADSS) is operated at the NASA Ames Research Center in various joint Army/NASA research tasks. This is not a variable-stability helicopter so it will not be possible to assess the Level 1 standards in the DVE. The Cobra is a Rate Response-Type with essentially Level 1 ratings for day; it would be expected to be Level 2 in a UCE=2. The aircraft will be used to evaluate the other aspects of trying to perform these evaluations at night. Topics of concern are the details of cuing when using night vision goggles or FLIR, how to calibrate the degraded visual environment, and how to perform the necessary compliance assessment and documentation. These efforts are currently underway and the flight test program is expected to be performed by about March 1993.

CONCLUSIONS

Three years of using the U.S. Army's rotorcraft handling qualities specification, Aeronautical Design Standard – 33 (ADS-33C) has shown it to be surprisingly robust. It appears to provide an excellent basis for design and for assessment, however, as the subtleties become more well understood, several areas needing refinement became apparent. Three responses to these needs have been documented in this paper:

(a) the yaw-axis attitude quickness for hover target acquisition and tracking can be relaxed slightly.

(b) understanding and application of criteria for degraded visual environments needed elaboration. This and some guidelines for testing to obtain visual cue ratings have been documented.

(c) the flight test maneuvers were an innovation which turned out to be very valuable. Their extensive use has made it necessary to tighten definitions and testing guidance. This has been done for good visual environment and is underway for degraded visual environments.
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Table 1. Overview of Major Revisions to ADS-33C Section 4 Flight Test Maneuvers

<table>
<thead>
<tr>
<th>ADS-33C</th>
<th>MAJOR REVISIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>4.1 Precision Tasks</strong></td>
<td></td>
</tr>
<tr>
<td>1. Hover</td>
<td>Hovering Turn – changed to a precision maneuver</td>
</tr>
<tr>
<td>2. Hovering Turn</td>
<td>tighter position stds and</td>
</tr>
<tr>
<td>3. Vertical Landing</td>
<td>longer time to complete</td>
</tr>
<tr>
<td>4. Pirouette</td>
<td>Vertical Ldg. – renamed Precision Landing</td>
</tr>
<tr>
<td>5. Slope Landing</td>
<td>~ decreased position tolerance and</td>
</tr>
<tr>
<td></td>
<td>vertical displacement</td>
</tr>
<tr>
<td></td>
<td>~ increased time to complete</td>
</tr>
<tr>
<td><strong>4.2 Aggressive Tasks</strong></td>
<td></td>
</tr>
<tr>
<td>1. Rapid Acceleration and Deceleration</td>
<td>Accel/Decel – relaxed pos’n and altitude tolerance</td>
</tr>
<tr>
<td>2. Rapid Sidestep</td>
<td>Bob-up/dn – increase req’d height change</td>
</tr>
<tr>
<td>3. Rapid Bob-up and Bob-down</td>
<td>and time to complete</td>
</tr>
<tr>
<td>4. Pull-up/Push-over</td>
<td>Pull-up/Push-over – increase req’d “g’s” to OFE</td>
</tr>
<tr>
<td>5. Rapid Slalom</td>
<td>ADDED New Maneuvers: Vertical Remask</td>
</tr>
<tr>
<td>6. Transient Turn</td>
<td>Deceleration to Dash</td>
</tr>
<tr>
<td>7. Roll Reversal at Reduced and Elevated Load Factor</td>
<td>Aggressive Turn to Target (old HT)</td>
</tr>
<tr>
<td></td>
<td>High and Low Yo-Yo</td>
</tr>
<tr>
<td><strong>4.3 Decelerating Approach to Hover</strong></td>
<td></td>
</tr>
<tr>
<td><strong>4.4 Precision Tasks in DVE</strong></td>
<td></td>
</tr>
<tr>
<td>1. Hover</td>
<td></td>
</tr>
<tr>
<td>2. Hovering Turn</td>
<td></td>
</tr>
<tr>
<td>3. Vertical Landing</td>
<td></td>
</tr>
<tr>
<td>4. Pirouette</td>
<td></td>
</tr>
<tr>
<td><strong>4.5 Moderately Aggressive Task in the DVE</strong></td>
<td></td>
</tr>
<tr>
<td>1. Acceleration and Deceleration</td>
<td>Accel/Decel – relaxed pos’n and altitude tolerance</td>
</tr>
<tr>
<td>2. Sidestep</td>
<td>Bob-up/dn – increase req’d height change</td>
</tr>
<tr>
<td>3. Bob-up and Bob-down</td>
<td>and time to complete</td>
</tr>
<tr>
<td>4. Slalom</td>
<td></td>
</tr>
</tbody>
</table>
Figure 1. Requirements for Moderate Amplitude Attitude Changes (Attitude Quickness)
Pitch, roll, and yaw attitudes, and lateral-longitudinal and vertical translational rate shall be evaluated for effectiveness for stabilization and control according to the following definitions:

**GOOD:** Can make aggressive and precise corrections with confidence and precision is good.

**FAIR:** Can make limited corrections with confidence and precision is only fair.

**POOR:** Only small and gentle corrections are possible and consistent precision is not attainable.

Figure 3. Modified Visual Cue Rating (VCR) Scale to be Used When Making UCE Determinations.
Figure 5. AH-64 Apache Performing ADS-33C Rapid Slalom.

Figure 6. IAR Variable-Stability Bell 205 Airborne Simulator
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Figure 7. Hover task, Level 1 Rate Command Response-Type
Figure 8. Hover task, Level 1 Attitude Command Attitude Hold (ACAH) Response-Type
Figure 9. Hover task, Level 1 ACAH Response-Type – Effect of Training
Figure 10. Hover task, Level 2 ACAH Response-Type
Figure 11. Army/NASA AH-1G Cobra Equipped with Apache IHADSS
APPENDIX

4.1 PRECISION TASKS (DAY)

ADS-33C TASK DEFINITION

4.1.1 Hover. Maintain a precision hover for at least 30 sec in winds of at least 20 knots from the most critical direction. If a critical direction has not been defined, the hover shall be accomplished with the wind blowing directly from the rear of the rotorcraft. The hover altitude shall be equal to or less than 6.1m (20 ft).

Desired Performance
- Maintain horizontal position of the pilot's station within 0.91m (3 ft) of a reference point on the ground.
- Maintain altitude within ± 0.61m (2 ft).
- Maintain heading within ± 5 degrees.
- There shall be no objectionable oscillations in any axis. In particular, oscillations which interfere with precision control, or with operation of controls or switches, would be deemed objectionable.

NEW PRECISION TASK DEFINITION

4.1.1 Hover.

Objectives
Check ability to transition from translating flight to a stabilized hover with precision and a reasonable amount of aggressiveness.
Check ability to maintain precise position, heading, and altitude in the presence of a moderate wind from the most critical direction.

Description of Maneuver
Initiate the maneuver at a ground speed of between 6 and 10 knots, at an altitude less than 6.1m (20 ft). The desired hover point shall be oriented approximately 45 degrees relative to the heading of the aircraft. The ground track should be such that the aircraft will arrive over the target hover point (see illustration in "description of test course"). The maneuver is to be accomplished in calm and moderate winds from the most critical direction. If a critical direction has not been defined, the hover shall be accomplished with the wind blowing directly from the rear of the rotorcraft. This maneuver is to be performed with any available hover or position hold functions turned on.

Description of Test Course
The suggested test course for this maneuver is shown in Figure A-1. Note that the hover altitude depends on the height of the reference symbol, and the distance between that symbol, the hover-board, and the helicopter. These dimensions may be adjusted to achieve a desired hover altitude.
Desired Performance
-- The transition to hover should be accomplished in one smooth maneuver. It is not acceptable to accomplish most of the deceleration well before the hover point and then to creep up to the final position. The time from the initiation of deceleration to a stabilized hover must not exceed 3 seconds.
-- Transition to the stabilized hover should be such that once the rotorcraft is within the hover box (see Fig. A-1), it should remain within that volume for at least 30 seconds.
-- Maintain the longitudinal and lateral position within $\pm 0.91 \text{ m} (\pm 3 \text{ ft})$ of a point on the ground and altitude within $\pm 0.61 \text{ m} (\pm 2 \text{ ft})$. Keeping the hover reference symbol within the desired box on the hover board (Fig. A-1) will insure desired lateral and vertical performance.
-- Maintain heading within $\pm 5$ degrees.
-- There shall be no objectionable oscillations in any axis either during the stabilized hover, or the transition to hover.

Adequate Performance
-- The transition to the stabilized hover should be accomplished in one smooth maneuver. It is not acceptable to accomplish most of the deceleration well before the hover point and then to "creep up to" the final position. The time from the initiation of deceleration to a stabilized hover must not exceed 8 seconds.
-- Transition to the stabilized hover should be such that once the rotorcraft is within the hover box (see Fig. A-1), it should remain within that volume for at least 30 seconds.
-- Maintain longitudinal and lateral position within $\pm 1.83 \text{ m} (\pm 6 \text{ ft})$; see test course description.
-- Maintain altitude within $\pm 1.22 \text{ m} (\pm 4 \text{ ft})$.
-- Maintain heading within $\pm 10$ degrees.

4.4 PRECISION TASKS IN THE DEGRADED VISUAL ENVIRONMENT

The following precision maneuvers shall be flown in the Degraded Visual Environment (DVE) specified in Paragraph 3.1.1, and using the displays and vision aids which will be available to the pilot. The wind conditions may be calm, but it would be desirable to demonstrate the maneuvers in stronger winds.

ADS-33C TASK DEFINITION (DVE)

4.4.1 Hover. Maintain a steady hover at an altitude of not more than 6.1 m (20 ft) above the ground.

Desired Performance
-- Maintain horizontal position of the pilot station within 0.9 m (3 ft) of a reference point on the ground.
-- Maintain altitude within $\pm 0.91 \text{ m} (3 \text{ ft})$.
-- Maintain heading with $\pm 5$ degrees.
-- There shall be no objectionable oscillation in attitude or position.

NEW TASK DEFINITION

4.4.1 Hover.

Objectives
Check ability to transition from translating flight to a stabilized hover with precision and a reasonable amount of aggressiveness in the DVE.
Check ability to maintain precise position, heading, and altitude in the DVE.
Description of Maneuver

Initiate the maneuver at a ground speed of between 6 and 10 knots with the desired hover point oriented approximately 45 degrees relative to the heading of the aircraft. The ground track should be such that the aircraft will arrive over the target hover point (see illustration in "description of test course").

Description of Test Course

The suggested test course for this maneuver is shown in Figure A-1. Note that the hover altitude depends on the height of the reference symbol, and the distance between that symbol, the hover-board, and the helicopter. These dimensions may be adjusted to achieve a desired hover altitude. The hover board will have to be modified from Figure 4.1 to reflect the increased altitude tolerances allowed for the DVE.

Desired Performance

-- The transition to hover should be accomplished in one smooth maneuver. It is not acceptable to accomplish most of the deceleration well before the hover point and then to creep up to the final position. The time from the initiation of deceleration to a stabilized hover must not exceed 10 seconds.
-- Transition to the stabilized hover should be such that once the rotorcraft is within the modified hover box (see Fig. A-1), it should remain within that volume for at least 30 seconds.
-- Maintain the longitudinal and lateral position within $\pm 0.9 \text{ m} (\pm 3 \text{ ft})$ of a point on the ground and altitude within $\pm 0.91 \text{ m} (\pm 3 \text{ ft})$. Keeping the hover reference symbol within the desired box on the modified hover board (Fig. A-1) will insure desired lateral and vertical performance.
-- Maintain heading with $\pm 5$ degrees.
-- There shall be no objectionable oscillations in any axis either during the stabilized hover, or the transition to hover.

Adequate Performance

-- The transition to the stabilized hover should be accomplished in one smooth maneuver. It is not acceptable to accomplish most of the deceleration well before the hover point and then to "creep up to" the final position. The time from the initiation of deceleration to a stabilized hover must not exceed 20 seconds.
-- Transition to the stabilized hover should be such that once the rotorcraft is within the modified hover box, it should remain within that volume for at least 30 seconds.
-- Maintain longitudinal and lateral position within $\pm 1.83 \text{ m} (\pm 6 \text{ ft})$; see test course description.
-- Maintain altitude within $\pm 1.53 \text{ m} (\pm 5 \text{ ft})$.
-- Maintain heading within $\pm 10$ degrees.
Figure A-1. Suggested Precision Hover Task Cuing and Standards.
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ABSTRACT

Several years of cooperative research conducted under the U.S./German Memorandum of Understanding (MOU) in helicopter flight control has recently resulted in a successful handling qualities study. The focus of this cooperative research has been the effects on handling qualities due to time delays in combination with a high bandwidth vehicle. The jointly performed study included the use of U.S. ground-based simulation and German in-flight simulation facilities. The NASA-Ames Vertical Motion Simulator (VMS) was used to develop a high bandwidth slalom tracking task which took into consideration the constraints of the facilities. The VMS was also used to define a range of the test parameters and to perform initial handling qualities evaluations. The flight tests were conducted using DLR’s variable-stability BO 105 S3 Advanced Technology Testing Helicopter System (ATTHeS). Configurations included a rate command and an attitude command response system with added time delays up to 160 milliseconds over the baseline and bandwidth values between 1.5 and 4.5 rad/sec. Sixty-six evaluations were performed in about 25 hours of flight time during ten days of testing. The results indicate a need to more tightly constrain the allowable roll axis phase delay for the Level 1 and Level 2 requirements in the U.S. Army’s specification for helicopter handling qualities, ADS-33C.

INTRODUCTION

An updated military rotorcraft handling qualities specification has been published and adopted by the U.S. Army Aviation and Troop Command as Aeronautical Design Standard (ADS-33) (Ref. 1). Although the ADS-33 is a U.S. specification at present, the ADS-33 is of international interest and some international studies have contributed to the data bases for the definition of the requirements. The overall philosophy follows that of the fixed-wing aircraft specification, MIL-F-8785C, although specific requirements have been generated to cover helicopter characteristics and modern military helicopter missions. The ADS-33 is a mission-oriented specification, based upon the mission task elements and the cueing available to the pilot. Minimum requirements are established for control response types and their characteristics. These requirements are categorized into terms of small, moderate, and large amplitude attitude changes and are defined for comparison with the rotorcraft characteristics. This provides a quantitative assessment of the Level of rotorcraft handling qualities. These Levels are related to the Cooper-Harper handling qualities rating scale (Ref. 2), Figure 1. The small amplitude response requirements include both short-term and mid-term responses where the short-term response refers to the rotorcraft characteristics in pilot tasks such as closed-loop, compensatory tracking and the mid-term response criteria are intended to ensure good flying qualities when less precise maneuvering is required.

The requirements for the short-term response are specified in terms of a frequency based criterion called bandwidth. The frequency response data required to mea-
sure the bandwidth parameters are defined in Figure 2. The bandwidth, \( \omega_{BW} \), is measured from a frequency response (Bode) plot of the rotorcraft angular attitude response to the cockpit controller input and must include all the elements in the flight control system. Generally, a good system will have a high bandwidth and a poor system will have a low bandwidth. The bandwidth criterion is an application of the crossover model concept (Ref. 3). It is based on the premise that the maximum crossover frequency that a pure gain pilot can achieve, without threatening the stability, is a valid figure-of-merit of the controlled element. Physically, low values of bandwidth indicate a need for pilot lead equalization to achieve the required mission performance. Excessive demands for pilot lead equalization have been shown to result in degraded handling qualities ratings. The efforts to develop bandwidth as a generalized criterion for highly augmented aircraft have shown that the pilots were also sensitive to the shape of the phase curve at frequencies beyond the neutral stability frequency, \( \omega_{190} \). This is addressed by the phase delay parameter, \( \tau_p \), as defined in Figure 2. Large values of phase delay can arise from many sources, among which are the high order rotor response, control actuator dynamics, filters, and computational time delays. An aircraft with a large phase delay may be prone to pilot induced oscillations (PIO).

As previously stated, ADS-33 is a mission-oriented handling qualities specification and hence, the control response requirements are a function of the degree of divided attention, the visual environment, and the aggressiveness demanded in the mission task element (MTE). The forward flight (> 45 knots) bandwidth criteria for the roll axis are shown in the Figure 3. Three sets of limits are specified: the more stringent limits apply to the air combat MTEs and the more relaxed boundaries cover all other MTEs. For divided attention operations (specifically IMC flight), the more relaxed bandwidth values are combined with the more stringent phase delay requirements.

The air combat boundaries are mainly based on a ground-based simulation study. The boundaries for all other MTEs were primarily established from flight tests with helicopters having relatively low inherent roll and pitch damping which result in low bandwidth. Also, the evaluation tasks appear to have been low-precision and moderate or large amplitude tasks. Some recent, but limited data, has indicated that some refinement in these boundaries may be necessary in the region of high bandwidth and high phase delay. Helicopters having a large flapping hinge offset and full authority digital control systems have this potential.

Under the U.S./German Memorandum of Understanding (MOU) for cooperative research in helicopter flight control, the U.S. Army Aviation and Troop Command's Aeroflightdynamics Directorate and the German's DLR Institute for Flight Mechanics have been performing research in handling qualities. The most recent task has been to study the effects on handling qualities due to time delays in combination with a high bandwidth response vehicle. Specifically, the effect of time delay in roll axis tasks in forward flight (around 60 knots) has been investigated. The technical approach has been to use the U.S. ground-based simulator to define the piloting task and to explore the scope of the variation of system configurations and then use the German helicopter in-flight simulator ATTHeS for the evaluation flight tests while covering a more finely meshed set of configurations.

This paper will discuss the existing data base, the approach used to develop a task specifically adapted for the in-flight simulation, the complementary use of the NASA-Ames ground-based Vertical Motion Simulator (VMS) and the DLR Advanced Technology Testing Helicopter System (ATTHeS) in-flight simulator, and the handling qualities results.

DISCUSSION OF EXISTING DATA

The ADS-33 forward flight roll axis bandwidth criteria in Figure 3 are divided into three sets of limits covering the effects of task bandwidth and pilot attention. The requirements are applied for rate command and attitude command response types. Figure 4 illustrates the influences of response parameters. For a first order rate command and a second order attitude command response type, the bandwidth and phase delay values are mapped by varying the damping or frequency and time delay parameters. The discussion of the existing data will focus on the air combat limits, the limits for all other MTE's - VMC and fully attended operations, some miscellaneous helicopter data, and related fixed wing requirements.

Air Combat Requirements

As previously stated, the roll-axis air combat bandwidth limits were established from a ground-based simulation study of yaw axis requirements for air combat (Ref. 4). More recently, the roll-axis air combat limits
were specifically investigated in a piloted simulation of pitch and roll requirements for air combat (Ref. 5). This simulation verified the 3.5 rad/sec Level 1 boundary but suggested the Level 2 boundary should be raised to 1 rad/sec. In all these aforementioned investigations the effect of time delay variation was not included. Hence the data from these studies is only pertinent in establishing where the portion of the boundaries intersect the abscissa. The shape of the boundaries above the vertical portion, i.e., the curved portion for phase delays above 0.15 sec, has been established from data applicable to the hover and low speed requirements. In fact, the shape of the roll-axis air combat boundaries are identical to the hover and low speed pitch and roll target acquisition and tracking boundaries. The supporting data for the curvature in these boundaries comes from two experiments: an in-flight pitch tracking study (Ref. 6); and a ground-based pitch tracking study (Ref. 7). Based on these two studies, supporting data for curving the boundaries over for high phase delays and bandwidths is somewhat questionable.

All Other MTE's - VMC and Fully Attended Operations

The forward flight All Other MTE bandwidth limits were established from two flight test experiments (Refs. 8,9). In these experiments the primary variable was roll damping. The effects of time delay were not included and hence the data from these studies is also only pertinent in establishing where the vertical portion of the boundaries intersect the abscissa. The curved portion of the boundaries for the forward flight All Other MTE's are identical to those in the hover and low speed requirements. The hover and low speed roll-axis bandwidth supporting data comes from an in-flight experiment (Ref. 10) using the Canadian Institute for Aerospace Research variable-stability Bell 205 helicopter. This experiment included rate command and attitude command control response types. A variety of hover and low speed tasks were performed but the boundaries were drawn based on the handling qualities ratings from a sidestep task. The criteria boundaries are primarily based on data which does not cover the area of high bandwidth and high phase delay configurations. In addition, there may be some questions concerning the applicability of the evaluation task related to small amplitude precision tracking.

Miscellaneous Helicopter Data

Singular data points achieved in previous tests by the U.S. Army (Ref. 11) and DLR (Ref. 12) are marked in Figure 5. Recognizing the discrepancies between the pilot ratings for these data points and the criteria boundaries, a discussion was started about the need to extend the data base and to verify the Level boundaries. Additional tests were performed with a BO 105 fly-by-wire helicopter using an open loop technique to vary the bandwidth and phase delay. The achieved data points (Fig. 6) underline the request to extend the data base.

Related Fixed Wing Requirements

In the fixed-wing standard (Ref. 13), a bandwidth criterion is only defined for the pitch axis. Although the requirements for the pitch axis are not directly comparable with the roll-axis requirements, the fixed-wing criteria show a fundamental difference in the slopes of the boundaries. The requirements specify a limitation of the phase delay for high bandwidth and an upper bandwidth limit whereas, the helicopter requirements allow a higher phase delay with higher bandwidth values without any upper limit for the bandwidth. An interesting aspect can be shown by superimposing the fixed wing requirements for equivalent roll-axis time delays to the phase delay and bandwidth parameters by using a first-order rate and a second-order attitude command system with pure time delay. The requirements for the equivalent time delays in this rough approximation correlate with a limitation on the phase delay (Fig. 7).

The above discussion highlights the need to verify and to extend the existing data and, if necessary, to refine the rotorcraft bandwidth boundaries.

GROUND BASED AND AIRBORNE SIMULATOR

This section will describe the ground-based and in-flight simulation facilities that were used for the pre-tests and the formal evaluations.

Ground-Based Flight Simulator

The piloted ground-based simulation was conducted on the NASA Ames 6-degree-of-freedom Vertical Motion Simulator (VMS). Figure 8 illustrates the VMS and lists the operational limits of the motion system. The cockpit had a single pilot seat mounted in the center of the cab and four image presentation "windows" to provide outside imagery. The visual imagery was generated using a Singer Link DIG 1 Computer Image Generator (CIG). The CIG data base was carefully tailored to con-
tain adequate macro-texture (i.e., large objects and lines on the ground) for the determination of the rotorcraft position and heading with a reasonable precision. A seat shaker provided vibration cueing to the pilot, with frequency and amplitude programmed as functions of airspeed, collective position, and lateral acceleration. Aural cueing was provided to the pilot by a WaveTech sound generator and cab-mounted speakers. Airspeed and rotor thrust were used to model aural fluctuations. Standard helicopter instruments and controllers were installed in the cockpit.

Mathematical models of the following items were programmed in the simulation host computer: (1) filters for the cockpit controller commands, (2) trim capability, (3) stability command and augmentation system (SCAS), (4) dynamics of the helicopter, and (5) ground effects. The SCAS was a stability-derivative model with known dynamics and no coupling (Ref. 14), and the character of its response was easily manipulated by changing the stability derivatives. A buffer between the pilot's controls and the SCAS enabled setting the desired amounts of pure time delay. The baseline stick-to-visual delay was 70 msec.

**Airborne Flight Simulator ATTHeS**

The DLR Institute for Flight Mechanics has developed a helicopter in-flight simulator. The Advanced Technology Testing Helicopter System (ATTHeS) is based on a BO 105 helicopter (Fig. 9). The testbed is equipped with a full authority nonredundant fly-by-wire (FBW) control system for the main rotor and fly-by-light (FBWL) system for the tail rotor. The testbed requires a two-person crew consisting of a simulation pilot and a safety pilot. The safety pilot is equipped with the standard mechanical link to the rotor controls whereas, the simulation pilot's controllers are linked electrically/optically to the rotor controls. The FBW/L actuator inputs, which are commanded by the simulation pilot and/or the control system, are mechanically fed back to the safety pilot's controllers. With this mechanization, the safety pilot is enabled to monitor the rotor control inputs. The testbed can be flown in three modes: (1) the FBW/L disengaged mode, where the safety pilot has the exclusive control, (2) the 1:1 mode, where the simulation pilot has the full authority to fly the baseline helicopter, and (3) the simulation mode, where the simulation pilot is flying a simulated helicopter command model with full authority. In the 1:1 and the simulation modes the flight envelope of the testbed is restricted to not lower than 50 ft above the ground in hover and 100 ft in forward flight.

For in-flight simulation purposes, the most promising method of a control system design is to force the host helicopter to respond on the pilot's inputs as an explicitly calculated command model. The ATTHeS explicit model following control system (MFCS) design provides the airborne simulator with the demanded level of simulation flexibility. A detailed description of the ATTHeS in-flight simulation system is given in References 15,16. The capability of the ATTHeS simulator is described by a high quality of simulation fidelity up to a frequency of about 10 rad/sec in the roll axis. The level of decoupling which can be achieved with a decoupled command model is significantly lower than 10 percent of the on-axis response. For these tests, a control computer cycle time of 40 msec was realized. A generated subcycle one-fifth of the frame time allowed refreshing of the FBW/L actuator inputs in a lower time frame than the main cycle which was 16 msec for this bandwidth study. The equivalent time delay for the overall system due to high order rotor effects, actuators dynamics, computational time and pilot input shaping was 100 to 110 msec in the roll axis and 150 to 160 msec in the pitch axis related to first-order rate command responses.

**DEVELOPMENT OF SLALOM TRACKING TASK**

The objective of this study was to investigate the effects of time delay on the small amplitude (< 10 deg) roll attitude response to control inputs, i.e., the bandwidth criteria. This criteria is applicable to continuous precision tracking with aircraft attitude. A key to the success of this study was to develop an appropriate small amplitude precision tracking task that could be implemented both on the ground-based and on the in-flight simulator while considering the constraints of each. For the ground-based simulator, some of these constraints include a reduced field of view and visual resolution whereas, for the flight tests these include 100 feet minimum altitude. In addition, it was desired to keep the complexity of the task cueing to a reasonable level to minimize the building of exotic and expensive task cues. Based on previous slalom testing experience (Refs. 8,18), a modified slalom task with precise tracking phases through a set of gates was proposed (Fig. 10). This course layout included transition and precision tracking phases. The transition phases were intended to be a lower frequency disturbance with the main emphasis of the task being the higher frequency tracking
phases just prior to and through the gates. The relative spacing between successive gates was established through the use of an inverse modelling technique (Ref. 19) that considered the aircraft response, speed, bank angle, and the time to travel between the gates. The width of a gate (desired performance) was three meters. In pre-tests on the VMS and with an operational BO 105 helicopter, the adequacy of the task was evaluated. It should be noted that due to the relative poor visual resolution in the VMS (approximately 0.35 cycles per milliradians (Ref. 20)), the task had to be flown at 50 feet instead of 100 feet.

Figure 11 shows a typical time history based upon flying through the VMS course. Also shown is a frequency domain plot of the lateral control input. From these one can see the lower frequency large amplitude inputs used in the transition between the gates and the higher frequency small amplitude control inputs that occur during the final acquisition and tracking through the gates. The flight test data show a very similar tendency with low frequency inputs between the gates and an additional peak in the power or amplitude spectrum, which is 1 Hz and higher, for the acquisition and tracking phases.

CONDUCTION OF TESTS

For the pilot evaluations, a first-order rate command (RC) and a second-order attitude command (AC) response system was defined for both the roll and pitch axes. Table 1 shows the form of these command responses. A rate of climb response and a sideslip command were implemented for the vertical and the directional axes respectively. The response to the pilot's inputs were decoupled except for the terms formulating the turn coordination and the pseudo altitude hold. A feedforward to the collective was implemented as a function of the roll attitude. For the RC response, the primary experimental variables were the roll damping, \( L_p \), and the time delay, \( \tau \). For the AC response, the primary variables were the natural frequency, \( \omega_n \), and the time delay, \( \tau \). The relative damping was held constant at 0.7. The pitch axis parameters were varied in harmony with the roll axis parameters. A variation and selection of the optimal control sensitivity (\( L_{g} \)) values were defined in the VMS simulations.

This selection process covered a range of natural frequencies and dampings for the attitude and rate command response types. Initial in-flight evaluations confirmed these sensitivities.

To gain an initial impression of the task and the sensitivity to the experimental variables, piloted simulation tests were conducted on the VMS. The studied configurations together with pilot ratings are shown in Figure 12. The configurations are summarized in Table 2. The VMS results demonstrate the consistency between the RC and AC ratings and support the premise that the bandwidth criteria is independent of the response type. These results also supported the selection of the flight test configuration matrices which are shown in Table 3.

The flight tests were conducted at the German Forces Flight Test Center (WTD 61) in Manching. Twenty-eight flight hours were performed within 10 days. Four test pilots, one each from DLR, U.S. Army, WTD 61, and DRA-Bedford were involved in the tests. All pilots were experienced test pilots. The U.S. Army pilot also performed the VMS evaluations.

The following signals were measured in the flight tests: (1) position of the helicopter in relation to the ground track course, (2) pilot control inputs, (3) angular attitudes and rates, (4) accelerations, (5) airspeed, and (6) MFCS internal signals like command to the actuators. Because of the limited space in the test helicopter, the tests had to be observed from the ground station. On two quicklook terminals selected onboard signals were displayed. Additionally, the helicopter position data was displayed online in relation to the tracking gates. The individually achieved task performance in the tests were computed using the helicopter track in relation to an idealized ground track. With this performance parameter, the effects of training and task performance could be checked. When the test pilot had obtained a nearly constant task performance in the training phase for a given test configuration, two evaluation runs were performed. This test technique was used to ensure the pilot ratings and comments were based on a pilot that was well trained for the task and the configuration. For each configuration, the pilot had to fill out a questionnaire and had to summarize his evaluation in a Cooper Harper handling qualities rating. The questions were related to task performance, pilot workload, and system response characteristics. At least two test pilots flew each configuration but when the difference in the two ratings was higher than one rating point an evaluation with a third pilot was conducted. This technique allowed the coverage of a high number of configurations.

In Figure 13, a comparison of measured ground tracks for a Level 1 and a Level 2 rated rate command system is shown. The track of the Level 2 configuration shows that problems occurred in the acquisition and track-
ing phases where the tracking performance was especially degraded through the second and the fourth gate. This change in the task performance correlates with the Cooper Harper rating scale and underlines the consistency of the ratings. In the Cooper Harper rating scale, a rating from 1 to 4 implies that a desired task performance can be achieved with increasing pilot compensation and ratings of 5 and 6 imply only adequate task performance can be achieved. A similar effect can also be seen in Figure 14 which shows time histories of selected attitude command system configurations to compare the rating consistency. In the measured pilot input and roll attitude signals of the Level 2 rated configuration, a slight tendency of pilot induced oscillation can be recognized. This Level 2 configuration had a natural frequency of 1.7 rad/sec and an additional time delay of 120 msec.

DISCUSSION OF RESULTS

To examine the bandwidth and phase delay values for the test configurations, a verification analysis was performed using the measured flight test data. Figure 15 demonstrates the high level of accuracy achieved in selected configurations with ATTHes. For both rate command and attitude command responses the overall ATTHes response tends to have an only slightly increased bandwidth value of about 0.1 rad/sec compared with the values calculated with the commanded models. The phase delays are approximated accurately within a spread of about 0.01 sec which is within the accuracy of the phase delay assessment method. Summing up the verification results, it can be stated that ATTHes met the commanded response configurations very well and that the flight test data are credible for an evaluation of the bandwidth requirements.

Figure 16 shows all the flight test Cooper-Harper handling qualities ratings for both response systems, rate and attitude command. A clear consistency of the required bandwidth and phase delay parameters for rate and attitude command systems is demonstrated. This consistency in the rate and attitude command ratings not only demonstrate the premise that the bandwidth criteria is independent of the response type but that the task was appropriate for investigating this criteria. Due to the technique to give the pilots sufficient flight time to familiarize themselves with the task and the configuration, the spread in the ratings for most configurations is not higher than one rating point which underlines the validity for the generated data.

In Figure 17 the averaged ratings of the flight tests and the VMS tests are presented together with recommended Level boundaries. There are several obvious observations. First and foremost, the shape of these recommended Level boundaries is dramatically different than those in the current ADS-33 requirements (see Fig. 3). In particular, these results suggest that there needs to be some upper limits on the phase delay parameter. These results also seem to agree, in concept, with the fixed-wing requirements. Specifically, considering only the flight test data for mid bandwidth configurations a limitation on the phase delay (lower than 0.1 sec for Level 1 and about 0.17 sec for Level 2) seems warranted. As the bandwidth increases, the flight data suggests even less amounts of phase delay are acceptable. Typical pilots' comments include: "I feel that time delay is more an effect" and "Low predictability due to time delay and rapid initial response." These comments are reflected in the degraded pilot ratings. The VMS data does not show this sensitivity in the phase delay as the bandwidth is increased and allows higher phase delays for the Level 2 mid bandwidth region. In the comparison of VMS and flight test data it should be taken into consideration that the VMS tests were performed with only a reduced number of configurations and one test pilot with the objective of evaluating the sensitivity of parameter variations for the definition of the flight test matrices.

Another observation from Figure 17 is that the vertical portions of the boundaries from the VMS and the flight data do not coincide which each other nor with those from the ADS-33C presented in Figure 3. For Level 1, the VMS data recommend at least a bandwidth value of about 3 rad/sec and the flight test data a value of 2.5 rad/sec. The ADS-33 Level 1 requirement is at least 3.5 rad/sec for air combat and 2.0 rad/sec for All Other MTE's - VMC and fully attended operations. For Level 2, the VMS data recommend at least a bandwidth of 2 rad/sec and the flight test data a value of 1.5 rad/sec. ADS-33 Level 2 requires at least 2.0 rad/sec for air combat and 0.5 rad/sec for All Other MTE's. It is speculated that the primary reason for these differences is related to the task bandwidth. It is very difficult to obtain a repeatable yet simple representative air target tracking task. This led to the development of the slalom ground tracking task used for this study. Based upon the pilots' comments, this task, in terms of task bandwidth, is probably somewhere between the air tracking and the All Other MTEs, as defined in the
performed from a height of 50 feet whereas, the flight task had to be performed at 100 feet. After the flight tests, the two attitude command configurations with a bandwidth of 2.48 and 3.08 rad/sec and no added time delay were re-evaluated on the VMS at three different altitudes (25, 50, 75 ft) to get more insight on the impact of altitude on task cueing using a computer generated visual system. The test data demonstrate that the altitude was an influencing factor. The pilot ratings were significantly degraded with increasing altitude and the best consistency in the ratings with the flight test ratings was achieved in the 25 foot cases. These data and the variation in the vertical portion of the bandwidth boundaries points out the sensitivity to task differences and the fact that further work is needed which should address a systematical evaluation of the dependency between task bandwidth and Level boundaries and a refinement of the task categorization.

An analysis of control activity was performed to gain additional insight into the effects of changes in the aircraft bandwidth on the pilot's control strategy relative to performing the slalom tracking task. If the aircraft bandwidth is sufficiently higher than the task demands, then the pilot can act as a pure gain (i.e., not apply lead compensation) to satisfactorily perform the task. As the aircraft bandwidth decreases, to maintain desired task performance the pilot must increase his compensation. This increased compensation, which equates to an increase in workload, can cause a degradation in handling qualities. If the aircraft bandwidth is further decreased, then even larger amounts of pilot compensation are not sufficient to achieve desired task performance standards. These relations are also considered in the Cooper Harper rating scale. For a rating up to 4, the pilot can achieve desired task performance levels with increasing pilot compensation. Ratings of 5 and 6 mean that only adequate performance can be achieved. The pilot's lateral cyclic input power versus frequency (input auto-spectrum) was used to quantify the pilot's control activity and the effect of aircraft and task bandwidth.

The "pilot cut-off frequency," \( \omega_{co} \), was defined as a measure of the pilot's control activity bandwidth. The approach to determining the pilot cut-off frequency was to generate a ratio of root mean square (RMS) values expressed as \( \sigma_{co}/\sigma_{total} \), where \( \sigma_{co} \) is the RMS value at the cut-off frequency. The value determined for this ratio was 0.707.

\[
\frac{\sigma_{co}}{\sigma_{total}} = 0.707 = \frac{\omega_{co}}{1/\pi \int_{0}^{\omega_{co}} G_{\delta \delta} \omega}
\]

where: \( \omega_{co} \) = pilot cut-off frequency
\( G_{\delta \delta} \) = auto spectrum of the lateral cyclic control, \( \delta_{lat} \)
\( \sigma_{total} \) = total RMS of \( \delta_{lat} \)
\( \sigma_{co} \) = (0.707) \( \sigma_{total} \)

When the aircraft's bandwidth exceeds the task bandwidth, this pilot cut-off frequency, \( \omega_{co} \), approaches the pilot crossover frequency, \( \omega_{c} \), and gives a good approximation of the task bandwidth. The pilot cut-off frequency is just the frequency at which 70.7% of the control input is accounted for, which is also the classic -3dB bandwidth for servomechanisms. An analysis program, CIFER (Ref. 21), developed at AFDD was used to analyze the VMS data. A similar analysis program, DIVA (Ref. 22), was used to analyze the flight data at DLR.

Figure 18 shows the cut-off frequency versus the aircraft control response bandwidth from the VMS simulation. For the high aircraft bandwidth cases, the pilot's cut-off frequency levels off to around 1.5 rad/sec which is representative of the task bandwidth. It's clear that for these high aircraft bandwidths the pilot is not using all of the aircraft capability. As the aircraft bandwidth drops below about 3.0 rad/sec, the pilot's cut-off frequency starts to increase as the pilot tries to maintain task performance. Interestingly, the Level 1-2 boundary for the VMS task was about 3.0 rad/sec. Finally, as the bandwidth drops below about 2.2 rad/sec the pilot can no longer or will not increase his cut-off frequency to attain even adequate task performance (Level 3 ratings). In other words, there was insufficient margin between excess aircraft control bandwidth and the task demand. Reference 23 implies a positive margin must exist for desired or adequate task performance to be achieved.

Figure 19 shows the pilot cut-off frequency versus the aircraft control response bandwidth from the flight test results for the same pilot who flew the VMS cases. Shown are the rate and attitude command cases with no additional time delay and with additional delays of 40, 80, 120, 160 msec. In general, the flight test results show a trend similar to the VMS results, i.e., as the aircraft bandwidth decreases the pilot cut-off frequency increases.
Based upon this data, the high aircraft bandwidth configurations indicate that the flight test task bandwidth may be around 2.1 rad/sec. It should be pointed out the apparent scatter in the pilot's handling quality rating data on this plot has been manifested by the effects of large phase delay. In some Level 2 attitude command configurations, the pilot used relatively low cut-off frequencies to avoid the pilot induced oscillations (PIO's) that can occur with attitude command response types with time delay. The results of an analysis of the pilot control activity suggest that the slalom tracking task bandwidth was somewhere around two radians per second, maybe a little lower for the VMS and a little higher for the flight tests. Hence with the large excess aircraft bandwidth over the task bandwidth, as provided by the capability of ATTHes, a very thorough and valid investigation could be conducted into the effects of bandwidth and time delay on helicopter roll-axis handling qualities.

CONCLUSIONS

A helicopter handling qualities study has been conducted to investigate the effect due to time delay. This roll-axis investigation was conducted as a collaborative effort between the U.S. Army's Aeroflightdynamics Directorate (ATCOM) and the German Institute for Flight Mechanics of DLR. A U.S. ground-based flight simulator was used to develop and refine a slalom ground tracking task and to perform preliminary handling quality evaluations. The German in-flight simulator, ATTHes, a variable stability BO 105 helicopter was used to conduct the flight tests while covering a more complete set of configuration dynamics. In the flight tests rate and attitude command control response configurations were evaluated which included bandwidths between 1.5 and 4.5 rad/sec and additional time delays up to 160 msec. The results of this cooperative research indicate:

1) the individual benefits of both ground-based and in-flight simulation can be used in a complementary and time efficient manner,
2) the developed slalom ground tracking task provided a relatively high gain compensatory tracking task that was sensitive to changes in the bandwidth and phase delay parameters,
3) for the task evaluated, the consistency in the ratings between rate and attitude command response systems verify the independence of the bandwidth parameters to control response type,
4) for the task evaluated, the shape of the Level boundaries for the bandwidth criteria in the U.S. Army's helicopter specification for handling qualities (ADS-33C) needs to be refined by placing upper limits on the phase delay parameter: 0.1 sec for Level 1 and about 0.17 sec for the Level 2 boundary, and
5) the variation in the vertical portion of the bandwidth Level boundaries between the ground-based simulation, the in-flight simulation, and the ADS-33 requirements points out the sensitivity to task bandwidth and the need for further research.
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Table 1. Form of command responses

<table>
<thead>
<tr>
<th>Axis</th>
<th>Rate Command</th>
<th>Attitude Command</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \frac{q}{\delta_x} = \frac{M_{\delta_x} e^{-\tau s}}{(s + M_{\delta q})} )</td>
<td>( \frac{\theta}{\delta_x} = \frac{M_{\delta_x} e^{-\tau s}}{(s^2 + 2 \zeta \omega_{\theta} s + \omega_{\theta}^2)} )</td>
</tr>
<tr>
<td></td>
<td>( \frac{\rho}{\delta_y} = \frac{L_{\delta_y} e^{-\tau s}}{(s + L_{\rho})} )</td>
<td>( \frac{\phi}{\delta_y} = \frac{L_{\delta_x} e^{-\tau s}}{(s^2 + 2 \zeta \omega_{\phi} s + \omega_{\phi}^2)} )</td>
</tr>
</tbody>
</table>

Table 2. VMS commanded roll-axis configurations

<table>
<thead>
<tr>
<th>Command Response</th>
<th>Sensitivity</th>
<th>Added Delay</th>
<th>Damping Frequency</th>
<th>Bandwidth</th>
<th>Phase Delay</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>0</td>
<td>4.0</td>
<td>2.71</td>
<td>0.047</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>100</td>
<td>4.0</td>
<td>1.91</td>
<td>0.119</td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>0</td>
<td>8.0</td>
<td>3.88</td>
<td>0.054</td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>100</td>
<td>8.0</td>
<td>2.68</td>
<td>0.115</td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>200</td>
<td>8.0</td>
<td>1.95</td>
<td>0.176</td>
<td></td>
</tr>
<tr>
<td>Attitude</td>
<td>( \omega_{\phi} ) rad/sec</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>0</td>
<td>1.5</td>
<td>2.48</td>
<td>0.056</td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>100</td>
<td>1.5</td>
<td>2.07</td>
<td>0.132</td>
<td></td>
</tr>
<tr>
<td>0.7</td>
<td>0</td>
<td>2.0</td>
<td>3.08</td>
<td>0.052</td>
<td></td>
</tr>
<tr>
<td>0.7</td>
<td>100</td>
<td>2.0</td>
<td>2.55</td>
<td>0.126</td>
<td></td>
</tr>
<tr>
<td>0.7</td>
<td>200</td>
<td>2.0</td>
<td>2.20</td>
<td>0.211</td>
<td></td>
</tr>
<tr>
<td>0.7</td>
<td>300</td>
<td>2.0</td>
<td>2.03</td>
<td>0.274</td>
<td></td>
</tr>
<tr>
<td>1.8</td>
<td>0</td>
<td>4.0</td>
<td>5.29</td>
<td>0.046</td>
<td></td>
</tr>
<tr>
<td>1.8</td>
<td>100</td>
<td>4.0</td>
<td>4.11</td>
<td>0.133</td>
<td></td>
</tr>
<tr>
<td>1.8</td>
<td>200</td>
<td>4.0</td>
<td>3.53</td>
<td>0.212</td>
<td></td>
</tr>
<tr>
<td>1.8</td>
<td>300</td>
<td>4.0</td>
<td>3.05</td>
<td>0.286</td>
<td></td>
</tr>
<tr>
<td>1.8</td>
<td>350</td>
<td>4.0</td>
<td>2.85</td>
<td>0.329</td>
<td></td>
</tr>
</tbody>
</table>
Table 3. ATTHeS commanded roll-axis configurations

<table>
<thead>
<tr>
<th>Command Response</th>
<th>Sensitivity (rad/sec$^2$/inch)</th>
<th>Added Delay (msec)</th>
<th>Damping Frequency (rad/sec)</th>
<th>Bandwidth (rad/sec)</th>
<th>Phase Delay (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rate</td>
<td>Lp, sec$^{-1}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.085</td>
<td>0</td>
<td>2.0</td>
<td>1.45</td>
<td>0.081</td>
<td></td>
</tr>
<tr>
<td>0.093</td>
<td>0</td>
<td>3.0</td>
<td>1.93</td>
<td>0.081</td>
<td></td>
</tr>
<tr>
<td>0.093</td>
<td>40</td>
<td>3.0</td>
<td>1.74</td>
<td>0.109</td>
<td></td>
</tr>
<tr>
<td>0.100</td>
<td>0</td>
<td>4.0</td>
<td>2.34</td>
<td>0.080</td>
<td></td>
</tr>
<tr>
<td>0.100</td>
<td>40</td>
<td>4.0</td>
<td>2.06</td>
<td>0.107</td>
<td></td>
</tr>
<tr>
<td>0.100</td>
<td>80</td>
<td>4.0</td>
<td>1.85</td>
<td>0.134</td>
<td></td>
</tr>
<tr>
<td>0.115</td>
<td>0</td>
<td>6.0</td>
<td>2.97</td>
<td>0.078</td>
<td></td>
</tr>
<tr>
<td>0.115</td>
<td>40</td>
<td>6.0</td>
<td>2.55</td>
<td>0.105</td>
<td></td>
</tr>
<tr>
<td>0.115</td>
<td>80</td>
<td>6.0</td>
<td>2.25</td>
<td>0.131</td>
<td></td>
</tr>
<tr>
<td>0.130</td>
<td>0</td>
<td>8.0</td>
<td>3.44</td>
<td>0.077</td>
<td></td>
</tr>
<tr>
<td>0.130</td>
<td>40</td>
<td>8.0</td>
<td>2.91</td>
<td>0.103</td>
<td></td>
</tr>
<tr>
<td>0.130</td>
<td>80</td>
<td>8.0</td>
<td>2.52</td>
<td>0.127</td>
<td></td>
</tr>
<tr>
<td>0.130</td>
<td>120</td>
<td>8.0</td>
<td>2.23</td>
<td>0.151</td>
<td></td>
</tr>
<tr>
<td>0.145</td>
<td>0</td>
<td>10.0</td>
<td>3.82</td>
<td>0.076</td>
<td></td>
</tr>
<tr>
<td>0.145</td>
<td>40</td>
<td>10.0</td>
<td>3.18</td>
<td>0.101</td>
<td></td>
</tr>
<tr>
<td>0.145</td>
<td>80</td>
<td>10.0</td>
<td>2.73</td>
<td>0.125</td>
<td></td>
</tr>
<tr>
<td>Attitude</td>
<td>ωp, rad/sec</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.060</td>
<td>0</td>
<td>1.7</td>
<td>2.49</td>
<td>0.083</td>
<td></td>
</tr>
<tr>
<td>0.060</td>
<td>40</td>
<td>1.7</td>
<td>2.34</td>
<td>0.114</td>
<td></td>
</tr>
<tr>
<td>0.060</td>
<td>80</td>
<td>1.7</td>
<td>2.20</td>
<td>0.145</td>
<td></td>
</tr>
<tr>
<td>0.060</td>
<td>120</td>
<td>1.7</td>
<td>2.11</td>
<td>0.175</td>
<td></td>
</tr>
<tr>
<td>0.060</td>
<td>160</td>
<td>1.7</td>
<td>2.02</td>
<td>0.206</td>
<td></td>
</tr>
<tr>
<td>0.100</td>
<td>0</td>
<td>2.3</td>
<td>3.17</td>
<td>0.084</td>
<td></td>
</tr>
<tr>
<td>0.100</td>
<td>40</td>
<td>2.3</td>
<td>2.95</td>
<td>0.114</td>
<td></td>
</tr>
<tr>
<td>0.100</td>
<td>80</td>
<td>2.3</td>
<td>2.77</td>
<td>0.145</td>
<td></td>
</tr>
<tr>
<td>0.180</td>
<td>0</td>
<td>3.0</td>
<td>3.89</td>
<td>0.084</td>
<td></td>
</tr>
<tr>
<td>0.180</td>
<td>40</td>
<td>3.0</td>
<td>3.58</td>
<td>0.115</td>
<td></td>
</tr>
<tr>
<td>0.180</td>
<td>80</td>
<td>3.0</td>
<td>3.34</td>
<td>0.145</td>
<td></td>
</tr>
<tr>
<td>0.180</td>
<td>120</td>
<td>3.0</td>
<td>3.14</td>
<td>0.176</td>
<td></td>
</tr>
<tr>
<td>0.180</td>
<td>160</td>
<td>3.0</td>
<td>2.97</td>
<td>0.207</td>
<td></td>
</tr>
<tr>
<td>0.300</td>
<td>0</td>
<td>4.0</td>
<td>4.80</td>
<td>0.084</td>
<td></td>
</tr>
<tr>
<td>0.300</td>
<td>40</td>
<td>4.0</td>
<td>4.38</td>
<td>0.115</td>
<td></td>
</tr>
</tbody>
</table>
Adequacy for Selected Task or Required Operation

<table>
<thead>
<tr>
<th>Aircraft Characteristics</th>
<th>Demands on the Pilot in Selected Task or Required Operation*</th>
<th>Pilot Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excellent</td>
<td>Pilot compensation not a factor for desired performance</td>
<td>1</td>
</tr>
<tr>
<td>Highly desirable</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Good</td>
<td>Pilot compensation not a factor for desired performance</td>
<td>2</td>
</tr>
<tr>
<td>Negligible deficiencies</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fair—Some mildly</td>
<td>Minimal pilot compensation required for desired performance</td>
<td>3</td>
</tr>
<tr>
<td>Unpleasant deficiencies</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minor but annoying</td>
<td>Desired performance requires moderate pilot compensation</td>
<td>4</td>
</tr>
<tr>
<td>Deficiencies</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moderately objectionable</td>
<td>Adequate performance requires considerable pilot compensation</td>
<td>5</td>
</tr>
<tr>
<td>Deficiencies</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very objectionable</td>
<td>Adequate performance requires extensive pilot compensation</td>
<td>6</td>
</tr>
<tr>
<td>But tolerable deficiencies</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Major deficiencies</td>
<td>Adequate performance not attainable with maximum tolerable pilot compensation. Controllability not in question.</td>
<td>7</td>
</tr>
<tr>
<td>Major deficiencies</td>
<td>Considerable pilot compensation is required for control.</td>
<td>8</td>
</tr>
<tr>
<td>Major deficiencies</td>
<td>Intense pilot compensation is required to retain control.</td>
<td>9</td>
</tr>
<tr>
<td>Major deficiencies</td>
<td>Control will be lost during some portion of required operation</td>
<td>10</td>
</tr>
</tbody>
</table>

*Definition of required operation involves designation of flight phase and/or subphases with accompanying conditions.

Figure 1. Definition of handling qualities Levels (from Ref. 1).

Bandwidth

- Rate
  \[ \omega_{BW} \text{ is lesser of } \omega_{BW, gain} \text{ and } \omega_{BW, phase} \]

- Attitude Command/Attitude Hold
  \[ \omega_{BW} \leq \omega_{BW, phase} \]

Phase Delay

\[ \tau_p = \frac{\Delta \Phi 2 \omega 180}{57.3 (2 \omega 180)} \]

**Figure 2.** Definition of bandwidth and phase delay.
Figure 3. ADS-33C requirements for small-amplitude attitude changes (roll-axis forward flight).

Figure 4. Effect of time delay on bandwidth and phase delay.
Figure 5. ADOCS (Ref. 11) and ATTHeS (Ref. 12) data points.

Figure 6. Slalom evaluation data (BO 105 FBW/L open-loop).
Figure 7. Fixed-wing equivalent time delay requirements mapped onto the rotorcraft bandwidth requirements (assumes: first-order Rate command response and second-order Attitude command response).

Figure 8. NASA Ames Research Center Vertical Motion Simulator (VMS).

Figure 9. DLR in-flight simulator ATTHeS.
Gates:  
3 seconds  
90 m / 295 ft  
5 seconds  
150 m / 490 ft

Distances between Gates:  
(x,y measured from previous Gate)  
1 (5 sec) x: 153 m / 500 ft  y: 10 m / 32 ft  
2 (3 sec) x: 92 m / 300 ft  y: 3.5 m / 12 ft  
3 (5 sec) x: 153 m / 500 ft  y: 6.5 m / 20 ft

Figure 10. Slalom tracking course (times shown for 60 knots).

Figure 11. Time history and frequency plot from VMS test.
Figure 12. VMS data points.

Figure 13. Comparison of ground tracks (RC in-flight).

Figure 14. Comparison of time histories (AC in-flight).
Figure 15. Verification of flight test configurations.

Figure 16. Flight test data points.
Figure 17. Summarized evaluations.

Figure 18. Pilot cut-off frequency data from VMS tests.
Figure 19. Pilot cut-off frequency data from flight tests (one pilot).
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ABSTRACT

A piloted simulation study was performed by the U.S. Army Aeroflightdynamics Directorate to develop insight into the maneuverability requirements for aggressive helicopter maneuvering tasks such as air-to-air combat. Both a conventional helicopter and a helicopter with auxiliary thrust were examined. The aircraft parameters of interest were the normal and longitudinal load factor envelopes. Of particular interest were the mission performance and handling qualities tradeoffs with the parameters of interest. Two air-to-air acquisition and tracking tasks and a return-to-cover task were performed to assess mission performance. Results indicate that without auxiliary thrust, the ownship normal load factor capability needs to match that of the adversary in order to provide satisfactory handling qualities. Auxiliary thrust provides significant handling qualities advantages and can be substituted to some extent for normal load factor capability. Auxiliary thrust levels as low as 0.2 thrust/weight can provide significant handling qualities advantages.

INTRODUCTION

The primary objective of this simulation experiment was to develop insight into the maneuverability requirements for aggressive helicopter maneuvering tasks such as air-to-air combat. Maneuverability and agility (MA) has been a topic of research for many years in both the fixed and rotary wing communities (Refs. 1-18). It is generally agreed that maneuverability is some measure of the maximum achievable time-rate-of-change of the velocity vector and that agility is the measure of the maximum achievable time-rate-of-change of the acceleration vector. It is also agreed that good MA is a key requirement for success in highly dynamic missions such as air-to-air combat. Unfortunately, that's where the agreement stops. A precise definition of MA and a quantification of the amount required have never been agreed upon. Regrettably, this author believes it unlikely that there will be agreement at any time in the near future.

To change the magnitude and direction of the velocity vector one has to apply a force. Obviously, then, the major contributor to good maneuverability is the ability to generate normal, longitudinal, and lateral load factor. In a conventional helicopter, acceleration is generated by changing the magnitude and direction of the main rotor thrust. In a compound helicopter, acceleration is generated by using a combination of the magnitude and/or the direction of the main rotor thrust and the magnitude of the auxiliary thrust. Maneuverability was examined in the context of these facts during this experiment. Namely, the effects that variations in the load factor envelope have on handling qualities and mission performance for some representative "aggressive" tasks were investigated. By taking this approach, it was expected that a set of data would be generated from which information regarding the relationship between maneuverability, mission performance, and handling qualities could be obtained.

NOTATION

- $L_p$ roll damping coefficient, 1/sec
- $M_q$ pitch damping coefficient, 1/sec
- $N_x$ longitudinal load factor, g
- $N_z$ normal load factor, g
- $\nu_{body}$ longitudinal airspeed, ft/sec
- $V$ total airspeed ft/sec
- $x$ inertial position, ft
- $y$ inertial position, ft
- $z$ vertical position, ft (+down)
- $\gamma$ climb angle, rad
- $\Phi$ roll attitude, rad
- $\Psi$ heading, rad

DESIGN AND CONDUCT OF THE EXPERIMENT

To accomplish the stated objectives, a five week piloted simulation investigation was conducted on the NASA Ames Research Center (ARC) Vertical Motion Simulator (VMS) (Refs. 19, 20). This section contains a detailed description of the experiment, including the experimental facility, ownership and adversary aircraft, experimental variables, evaluation tasks, evaluation pilots, and collection of experimental data.

Facility Description

The investigation was conducted using the six-degree-of-freedom VMS with the NCAB cockpit (Fig. 1). The VMS is unique among flight simulators in its large range of motion (Table 1). This large motion capability provides cues to the pilot that are critical to the study of handling qualities.

The primary inputs to the motion base are the translational and rotational accelerations calculated by the math model for the pilot position. These signals are filtered by second-order washout filters characterized by a gain and a washout frequency. The motion system parameters used for this experiment were tuned to minimize the phase error between the accelerations generated by the model and those generated by the motion base while at the same time providing the largest possible motion envelope within the software limits.

The NCAB was configured as a single pilot cockpit with a three window computer generated imagery (CGI) display. The field of view is shown in Figure 2. The CGI database used for this experiment contained an 8-kilometer-by-16-kilometer gaming area consisting of mountains, rivers, and roadways. There was a ground pattern but no ground texturing.

Conventional helicopter controllers were used. A summary of the force characteristics of the controllers is contained in Table 2. Stick force per g was provided by scaling the cyclic pitch stick gradient with load factor:

\[ \text{pitch gradient (lb/in.)} = 2.0 N_z - 0.5. \]

### Table 1. Vertical Motion Simulator motion limits.

<table>
<thead>
<tr>
<th></th>
<th>Displ. (ft)</th>
<th>Rate (ft/sec)</th>
<th>Accel. (ft/sec(^2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Long.</td>
<td>±4</td>
<td>±4</td>
<td>±10</td>
</tr>
<tr>
<td>Lat.</td>
<td>±20</td>
<td>±8</td>
<td>±16</td>
</tr>
<tr>
<td>Vert.</td>
<td>±30</td>
<td>±16</td>
<td>±24</td>
</tr>
<tr>
<td>Pitch</td>
<td>±18</td>
<td>±40</td>
<td>±115</td>
</tr>
<tr>
<td>Roll</td>
<td>±18</td>
<td>±40</td>
<td>±115</td>
</tr>
<tr>
<td>Yaw</td>
<td>±24</td>
<td>±46</td>
<td>±115</td>
</tr>
</tbody>
</table>

Figure 1. NASA Ames Research Center Vertical Motion Simulator.

Figure 2. NCAB field of view.
The instrument panel included a horizontal situation indicator (HSI), an airspeed indicator, a barometric altimeter, a vertical speed indicator, a turn and slip indicator, a torque meter, and a load factor meter. Also included was a moving map display which showed the relative position, altitude, and heading of the ownship and adversary.

Four inceptors for the control of the auxiliary thruster were examined during the early stages of the simulation (Fig. 3). The four were: 1) a thumbwheel on the cyclic grip that contained a center detent but no spring gradient; 2) a thumb joystick on top of the cyclic grip; 3) a twist grip on the collective that contained only friction; and 4) a beep switch on the collective head. The thumbwheel and the collective twist grip were used as either direct X-force-command or $u_{\text{body}}$-command. The collective beep switch and the cyclic thumb joystick were used as either X-force-rate-command or $u_{\text{body}}$-rate-command. This gave eight auxiliary thruster control possibilities.

The instrument panel included a horizontal situation indicator (HSI), an airspeed indicator, a barometric altimeter, a vertical speed indicator, a turn and slip indicator, a torque meter, and a load factor meter. Also included was a moving map display which showed the relative position, altitude, and heading of the ownship and adversary.

Figure 4 shows the heads-up display (HUD) symbology. Included on the HUD were a torque meter, a radar altitude tape, a horizon bar, a heading tape, a sideslip ball, and digital readouts of torque, load factor, airspeed, radar altitude, and range to target. In the center of the display was a vector indicating the horizontal direction and range to the adversary, relative to the ownship nose. On the bottom of the display was an adversary position display that showed the azimuth and elevation of the adversary relative to the ownship nose. A floating pipper was used to track the target during the air-to-air task. The azimuth and elevation offset of the pipper from the boresight was computed in order to provide the proper lead angle required for a hypothetical fixed-forward-firing gun. Specifically, when the pipper was...
overlaid on the target, the boresight of the aircraft was pointing at the predicted target location one bullet time-of-flight into the future.

Rotor, engine, and transmission noises were simulated using a Wavetek Helicopter Sound Simulation System. Warning tones and weapon noises were simulated using a Mirage sound system generator.

A seat shaker simulated aircraft vibration. The vibration math model was based on the vibration model developed for a high-fidelity UH-60A Blackhawk simulation (Ref. 21). The amplitude and frequency of vibration were calculated as functions of rotor speed, collective stick position, load factor, and airspeed.

The stick-to-visual throughput time delay was 74.5 milliseconds. No visual time delay compensation was used because the stick-to-visual time delay already closely matched the stick-to-motion time delay in the pitch and roll axes.

AUTOMAN

The air-to-air adversary used during this experiment was the AUTOmated MANeuvering (AUTOMAN) opponent developed by Grumman Corporation under contract to the U.S. Army Aeroflightdynamics Directorate (Refs. 22, 23). In the past, air-to-air simulation experiments have relied on either a second pilot flying the adversary aircraft, or simple pre-programmed flight paths for the adversary aircraft. Both of these approaches can have drawbacks. Using a piloted target can lead to undesirable variations in the aggressiveness of the engagements, because the target pilot cannot always employ consistent maneuvering logic. In addition, a piloted target requires the use of one of the CGI channels, thus degrading the visual presentation to the ownship pilot. Preprogrammed flight paths can lead to skewed results because the pilot is able to memorize the flight path of the target and anticipate its movement. The AUTOMAN program was therefore developed to alleviate these problems.

The AUTOMAN computer program generates automated maneuvering decisions for helicopters during air-to-air combat at low altitude in hilly terrain. Maneuvers are selected by employing simple game theory (Ref. 24). Capabilities of AUTOMAN include a guidance law for target acquisition when a firing opportunity arises; fire-control sequence logic; low-flying capabilities; line-of-sight computations for the cockpit field-of-view; air-to-air collision avoidance maneuvers; decisions on and adjustable levels of simulated pilot experience.
To determine the best maneuver choice, the consequences of performing various maneuvers are evaluated. It is assumed that each aircraft selects one of the seven elemental maneuvers shown in Figure 5. While the maneuvers shown are maximum-performance turns, climbs, etc., there are first-order lags, typical of the actual responses of the aircraft, between the command and control variables; consequently, the maneuvers are achieved gradually. Since maneuver choices are updated frequently, moderate maneuvers can occur as the average of a sequence of short-duration, maximum-performance maneuvers.

The helicopter math model used by AUTOMAN is a simple point mass model which performs coordinated turns. The equations of motion are as follows:

\[
\begin{align*}
\dot{x} &= V \cos \gamma \cos \psi \\
\dot{y} &= V \cos \gamma \sin \psi \\
\dot{z} &= -V \sin \gamma \\
\dot{V} &= g(N_x - \sin \gamma) \\
\dot{\gamma} &= \frac{g}{V} (N_x \cos \phi - \cos \gamma) \\
\dot{\psi} &= \frac{gN_x \sin \phi}{V \cos \gamma}
\end{align*}
\]

Table 3. AUTOMAN time constants and angular rate constraints

<table>
<thead>
<tr>
<th>Constraint</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_x$ time constant</td>
<td>1.0 sec</td>
</tr>
<tr>
<td>$N_z$ time constant</td>
<td>0.2 sec</td>
</tr>
<tr>
<td>$\phi$ time constant</td>
<td>0.2375 sec</td>
</tr>
<tr>
<td>maximum $\dot{\psi}$</td>
<td>57.3 deg/sec</td>
</tr>
<tr>
<td>maximum $\dot{\gamma}$</td>
<td>120 deg/sec</td>
</tr>
<tr>
<td>maximum $\dot{\psi}$</td>
<td>40 deg/sec</td>
</tr>
</tbody>
</table>

The control variables are the roll rate $\dot{\phi}$ and the longitudinal and normal load factors, $N_x$ and $N_z$, and the corresponding commands are $\dot{\phi}$, $N_x^{\ast}$, and $N_z^{\ast}$. A first-order lag is assumed between the commanded values and the response. A summary of the time constants and angular rate constraints used in AUTOMAN for this experiment is given in Table 3. Figure 6 shows the AUTOMAN load factor, longitudinal acceleration, and turn rate capabilities.

**Ownship Math Model**

A stability derivative helicopter math model termed the Enhanced Stability Derivative Model (ESD) was used as the ownship. The ESD model is a derivative

---

**Figure 5. AUTOMAN elemental maneuvers**

**Figure 6. Performance capabilities of AUTOMAN (from Reference 22). (a) maximum and minimum normal load factor; (b) maximum and minimum longitudinal load factor; (c) maximum turn rate.**
of the TMAN model developed for the Helicopter Air Combat (HAC) simulation experiments (Refs. 25-27). Earlier versions of the ESD model have been used for other handling qualities experiments (Refs. 28-30). The ESD model is a simple, non-linear, generic helicopter math model intended for use as a handling qualities research tool. The response dynamics are easily modified thus allowing a wide range of handling qualities to be studied. It includes the effect of load factor on the pitch and roll rate damping derivatives, the effect of forward speed on the force derivatives, a collective trim curve, and a ground effect model. The attitude response is rate-type in pitch, roll, and yaw with automatic turn coordination above fifty knots. The total aerodynamic forces and moments required for the six-degree-of-freedom equations of motion are generated as the summation of reference and first-order terms of a Taylor series expansion about a reference trajectory. The model does not include control or response coupling.

Auxiliary Thruster — An auxiliary thruster with a selectable force or $u_{body}$ command system was added for this experiment. Table 4 shows a summary of the various control-inceptor/control-response types. The math model assumed axial flow through a 10 ft diameter propeller and included the effects of both power and stall limitations. Figure 7 shows a pitch trim sweep for a configuration with a 3.5 g normal load factor capability and auxiliary thrust/weight ratios of 0.1, 0.2, and 0.33. The solid lines indicate the maximum nose-up and nose-down attitudes that the configuration can trim at in level flight. The dashed line indicates the trim pitch attitude for the same configuration with no auxiliary thruster.

Experimental Variables

Normal and longitudinal load factor envelope were varied during this experiment. Maximum

<table>
<thead>
<tr>
<th>Inceptor</th>
<th>Response Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>cyclic joystick</td>
<td>force rate</td>
</tr>
<tr>
<td>cyclic joystick</td>
<td>$u_{body}$ rate</td>
</tr>
<tr>
<td>cyclic thumbwheel</td>
<td>force</td>
</tr>
<tr>
<td>cyclic thumbwheel</td>
<td>$u_{body}$</td>
</tr>
<tr>
<td>collective beep switch</td>
<td>force rate</td>
</tr>
<tr>
<td>collective beep switch</td>
<td>$u_{body}$ rate</td>
</tr>
<tr>
<td>collective twist grip</td>
<td>force</td>
</tr>
<tr>
<td>collective twist grip</td>
<td>$u_{body}$</td>
</tr>
</tbody>
</table>

Table 4. Auxiliary thruster control system gains.

continuous normal load factor capability was varied from 1.5 to 5.0 g (at 80 kt). Maximum longitudinal load factor capability was varied only for the thrust augmented cases and was varied from 0.1 to 1.0 auxiliary thrust/weight ratio. The transient load factor limit was set equal to 1.33 times the maximum continuous load factor capability at 80 kt. Table 5 shows the configurations matrix.

Tasks

Three tasks were flown during the experiment — the abeam air-to-air task, the mountain air-to-air task, and the return-to-cover task. The intent was to obtain handling qualities and mission performance data with respect to variations in the load factor envelope and auxiliary thrust level.

Air-to-air tasks — Both of the air-to-air tasks were taken from the RATAC experiment (Ref. 29). The objective of both tasks was the same; to track the AUTOMAN for as long as possible using the ownship piper on the HUD. The position of the piper on the HUD was driven by a set of equations such that the proper lead angle for a fixed-forward-firing gun was displayed. As mentioned earlier, when the pilot overlaid the piper on the target, the nose of the ownship was pointed at the estimated location of the target one bullet-time-of-flight into the future. In addition, the pilot was required to
Table 5. Configuration test matrix

<table>
<thead>
<tr>
<th>$N_z$ (g)$^a$</th>
<th>0</th>
<th>0.1</th>
<th>0.2</th>
<th>0.33$^b$</th>
<th>0.6</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5</td>
<td>AMM2R</td>
<td>AM</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.75</td>
<td>AMR</td>
<td>AM</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.0</td>
<td>AMM2R</td>
<td>A</td>
<td>AM</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.5</td>
<td>AMR</td>
<td>AM</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.0</td>
<td>AMR</td>
<td>AM</td>
<td>AM</td>
<td>AMR</td>
<td>AMR</td>
<td>AR</td>
</tr>
<tr>
<td>3.5</td>
<td>AMR</td>
<td>M</td>
<td>M</td>
<td>AM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.0</td>
<td>AMR</td>
<td>AM</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.0</td>
<td>AMR</td>
<td>AM</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$^a$ Maximum continuous capability at 80 knots.

$^b$ This level of thrust/weight represents the average value of several compound helicopters surveyed.

maintain less than 0.2 g lateral acceleration, two ball widths, while tracking. Pilots were encouraged to maintain airspeed above forty-five knots. Each run was limited to 25 seconds.

The initial conditions for the abeam air-to-air task are shown in Figure 8. The target was positioned 2000 feet in front of, and 100 feet below the ownship with a heading 135 degrees away to the left or right. The ownship was initialized at its maximum maneuvering speed, 80 knots, while the target was initialized at 120 knots. Line-of-sight existed for both aircraft over hilly terrain. The initial target heading was randomly set to either the left or right before each run to introduce some variability to the task. A typical run of the abeam task is shown in Figure 9.

The initial conditions for the mountain air-to-air task are shown in Figure 10. This task began with a mountain preventing line of sight between the two aircraft. The ownship was initialized at its maximum maneuvering speed, 80 knots, while the target was initialized at 140 knots. The initial target heading was randomly set to either the left or right before each run. A typical run of the mountain task is shown in Figure 11.

Task performance standards were based on the longest continuous tracking period measured during the run. Tracking time accumulated whenever the AUTOMAN cg was within 30 feet of a vector defined by the ownship piper, azimuth and elevation $< \tan^{-1}(30/range)$, and the ownship lateral acceleration was less than 0.2 g. Performance for the longest tracking period was categorized as unsatisfactory ($ < 2.0$ seconds), adequate ($ \geq 2.0$, $ < 4.0$ seconds), or desired ($ \geq 4.0$ seconds). These levels ensured a baseline level of aggression among the pilots. Task performance was indicated to the pilot via audio tones in the headset; i.e., a low, continuous tone meant that he was within the tracking constraints, a high continuous tone meant that he had met the constraints for 2.0 seconds, and a high, intermittent tone meant that he had met the constraints for

![Figure 8. Abeam air-to-air task initial conditions.](image-url)
To prevent the pilots from employing the stand-off techniques characteristic of missile engagements, the tracking cone was configured to only allow tracking within a thirty foot radius circle at the target range. This made distant engagements more difficult than close ones, resulting in more dynamic close-in maneuvering.

The run length was limited to twenty-five seconds because that was the point at which the engagements typically degraded into a “furball.” Under those conditions, the generation of useful handling qualities data was difficult.

During the experiment, similar tactics for the air-to-air task emerged for all of the pilots. Task initial conditions created the opportunity for the ownership pilot to immediately begin tracking by using an aggressive lateral input. As the engagement progressed, tracking opportunities became clustered at ranges of less than 1000 feet. Given the dimensions and orientation of the tracking cone, a close-in, tail chase position provided the greatest performance potential, making it the tactical objective. A tail chase position also offered an advantage in maintaining situational awareness. Pilots found that it was essential to keep the target in sight, to maintain airspeed, and to establish a slight altitude advantage if they expected to perform well and to remain oriented.

During the experiment, the AUTOMAN usually tried to overcome the initial tactical disadvantage by performing a maximum performance turn towards the ownership culminating in a head-on engagement. Once the AUTOMAN had closed in on the ownership, it would continue to perform turns and roll reversals in an attempt to achieve a gun solution. Occasionally, the AUTOMAN

---

Figure 9. Typical run of the abeam air-to-air task

4.0 seconds. Pilots were encouraged not to assign CHR’s based solely on their performance relative to these standards, but to assess the overall handling qualities of the vehicle.
would turn away from the ownship in what appeared to be an attempt to disengage. Engagements usually concluded with the ownship having either improved or lost the advantage enjoyed at the outset. On rare occasions, the AUTOMAN had enough time to reverse its tactical disadvantage and place the ownship on the defensive.

Return-to-cover task — Figure 12 shows the return-to-cover task. The objective of the task was to return to the cover of the treeline as quickly as possible. The task was initialized with the ownship flying 80 kt at 100 ft above ground level (AGL). After the ownship passed over the treeline and the tank, the pilot was signaled to initiate a maneuver and return to the cover of the treeline as soon as possible.

Pilots

One U.S. Army/Ames test pilot, two NASA/Ames test pilots and one U.S. Army/AQTD test pilot participated in the experiment. All four pilots have had extensive handling qualities evaluation experience in a wide range of fixed and rotary wing aircraft.

Data Collection

Four types of data were collected during this experiment. Real time variables of interest such as position, attitude, and rates were digitally recorded. Performance measures such as time-on-target were recorded and printed out at the end of each run. Qualitative pilot opinion was gathered for each configuration in the form of commentary and a Cooper-Harper rating (CHR) (Ref. 31).

To minimize the effects of training, each pilot was given several hours to practice the tasks. During this time, task performance was communicated to the pilot at the end of each run. Data were not collected until both the pilot and the investigator were convinced that the pilot had achieved the necessary skill level.

Collection of data proceeded as follows. The helicopter was initialized in the test configuration and task. The pilot was not informed of which configuration he was flying. The pilot was allowed to practice the task until he was satisfied that his performance would not improve substantially with additional practice. At that point, the data collection equipment was turned on and the pilot proceeded to perform the task. After a minimum of three representative runs were completed, the pilot gave commentary and assigned a CHR.
RESULTS

This section contains the qualitative and quantitative data gathered during the experiment. The results from variations in load factor capability and auxiliary thrust level are presented in the form of task performance, CHRs, and pilot commentary. The data shown are a summary of the data gathered for all four pilots who participated unless otherwise noted.

The level of confidence in the data was measured. The range within which the true mean will occur with a ninety percent probability has been calculated using the t-test (Ref. 32). This confidence interval is indicated using error bars on the task performance plots and CHR summary plots. More simply stated, the true mean of the entire pilot population has a ninety percent chance of occurring within the error bars shown. This type of deviation calculation is useful in that it reflects both the spread and quantity of data collected.

Load Factor

Figure 13 shows a summary of the CHR data plotted versus load factor capability for the air-to-air task versus the 3.5 g adversary. Figure 14 shows a summary of the task performance data plotted versus load factor capability. The error bars indicate the ninety percent confidence interval for the data. The CHR data have been averaged together for the two air-to-air tasks because of the great similarity in tactics, control strategy, and workload. The performance data have been separated because the different initial conditions for the two tasks led to slightly different time-on-target results. The performance data for the abeam task do not include the first ten seconds of each run because the pilots found the tracking task to be relatively easy during this portion of the task and did not feel it was relevant to their evaluation of the configuration.

The CHR summary data indicate that a minimum load factor capability of 2 g is required for Level 2 handling qualities and a load factor capability of 3.5 g is required for Level 1 handling qualities. The performance data support the CHR data. There is a general improvement in performance out to 3.5 g and then a tapering off.

The pilot commentary strongly indicates that the Level 3 configurations lacked adequate maneuvering capability. For a 1.5 g configuration, pilot A states,

"I think there was an inability to meet adequate performance standards. It was almost an inability to remain in flight. The primary reason was that you just didn't have anything to maneuver with. There was just no performance to gain out of the helicopter."

For a 1.75 g configuration, pilot A states,

"You just can't turn. You find yourself sinking down to the ground into the trees or into the hillside. It seemed like when you did get on the target you could stabilize pretty well, but it didn't stay on the target very long and it was difficult to track the target with the pipper. ... I would give this major deficiencies in that you can't achieve adequate performance, and there may even be a question of considerable pilot compensation to retain control."

Pilot comments for the Level 2 configurations indicate some improvement in the overall handling qualities but still not enough maneuverability to perform the task satisfactorily. Pilot C states that with the 2.0 g configuration,

"I think that it is shown that given this set of tactics and this level of capability on the aggressors part, that you can, in fact, get some reasonable tracking time on the guy. But you can't expect to have immediate gratification. If you have to keep flying the aircraft and keep working it..."
Continuous Max load factor capability (g)

Figure 14. Task performance versus load factor capability. (a) mountain task; (b) abeam task.

into a position, you can not just pull the aircraft into position and expect to be able to ride there. The load factor does not allow that. ... You really do have to look at the load factor and the airspeed, make sure that you have the power all the way in, and be very careful with the controls. You keep telling yourself, 'don't pull any harder,' and see what happens."

The commentary for the Level 1 configurations indicate satisfaction with the maneuver capability. For a 3.5 g configuration Pilot E states,

"I would say that we definitely got desired performance for the most part. ... It was a pretty aggressive run, I didn't feel like I was limited in the aircraft in any way."

It is interesting to note the degradation in CHRs which occurred when the load factor capability was increased to 5.0 g. The pilot commentary indicated that the pitch and roll axes became more "ratchety" and "oscillatory." Pilot A stated,

"It seemed like it was a little bit more difficult to stabilize on the target with the high g load. It had a tendency to oscillate back and forth off the target and out of the cone. ... I'd say that there is a slightly objectionable control oscillation and slightly objectionable number of control reversals."

Pilot E stated,

"I found the oscillations to be something that is actually kind of interesting. I don't know why it is that I should be walking the target as badly — but it happened over and over again. I'm not sure if that is from trying too hard, or if there is some artifact of having a lot of power on the rotor system. Something makes it a little bit more goosey than I would expect from past experience."

What the pilots were probably experiencing was a result of the way the pitch and roll damping derivatives were scheduled with load factor. Figure 15 shows a plot of pitch and roll damping versus load factor as was implemented in the math model for this experiment. It can be seen that at 5.0 g the damping derivatives were approximately -12.0 and -14.0 1/sec in pitch and roll respectively. At this level, the pitch and roll response of the math model may have excited CGI and motion system dynamics that could be characterized as objectionably abrupt or ratchety as was seen during the RATAC experiment (Ref. 29).

Figure 16 shows a histogram of load factor usage for each of the eight different load factor configurations examined. The data shown are a summary of all runs flown of both air-to-air tasks by all of the pilots. It can be seen that for the configurations which had less than 3.0 g capability, the pilots were using all of the continuous load factor capability available and encountering the transient limit a significant amount of the time. For the configurations at or above 3.0 g capability the pilots were
not encountering the transient limit at all. For the 4.0 and 5.0 g cases the pilots were rarely making use of the continuous capabilities of the configuration, if at all. These data support the previous commentary which indicated the pilots dissatisfaction with the maneuver capability of the Level 2 and Level 3 configurations.

It is important to note that all of the data presented so far are from air-to-air engagements against an adversary which had a continuous load factor capability of 3.5 g (Fig. 6). It is reasonable to expect that an adversary with a different maneuvering capability would change the maneuverability required of the ownship to successfully engage him air-to-air combat. Figure 17 shows CHR and performance data that was gathered for the same air-to-air tasks but against a low-capability adversary (only 2.0 g continuous load factor capability). Only two pilots participated in this portion of the experiment and only the 1.5, 2.0, and 3.5 g configurations were evaluated.

As one would expect, the 2.0 g adversary did not demand as much maneuvering capability from the ownship. The CHRs indicate that the pilots required a load factor capability only comparable to that of the adversary in order to successfully engage him. The performance data supports the CHR results. Pilot B states that for the 2.0 g ownship configuration,

"It was fairly easy to meet desired performance standards both in getting on to his tail and staying on his tail. ... You didn't have to perform the task too aggressively, because the target aircraft wasn't very aggressive. ... Minimal pilot compensation required for desired performance."

Figure 18 shows a plot of the mean time that was required during the return-to-cover task versus the load factor.
factor configuration. The error bars indicate the ninety percent confidence interval. The dashed line on the plot shows the ideal time to turn 180 degrees in a steady turn versus load factor. No CHR data or pilot comments were gathered for this task.

The trend of decreased time to regain cover with increased load factor capability is clearly shown. The trend neatly parallels that of the optimum time to turn 180 degrees with only a small time offset associated with rolling in to and out of the maneuver. This information might be useful to the designer or specification writer who has some estimate of the acceptable length of time an aircraft could be safely exposed.

Auxiliary Thrust

This section contains a discussion of the results from the auxiliary thruster.

Initially, the eight different auxiliary thruster inceptor/control response types were examined to determine the best candidate for the remainder of the experiment. The mean CHRs from the abeam air-to-air task for each of the eight different combinations are shown in Table 6. The pilots expressed a preference for

Table 6. Mean CHRs for auxiliary thrust inceptors.

<table>
<thead>
<tr>
<th>Inceptor</th>
<th>Response ( u_{body} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>cyclic joystick</td>
<td>5.5</td>
</tr>
<tr>
<td>cyclic thumbwheel</td>
<td>5.0</td>
</tr>
<tr>
<td>collective beep switch</td>
<td>4.8</td>
</tr>
<tr>
<td>collective twist grip</td>
<td>6.0</td>
</tr>
</tbody>
</table>

* Maximum \( N_c \) capability = 3.0, auxiliary thrust/weight = 0.33
the cyclic joystick with the \( u_{\text{body}} \)-rate command system. It is interesting to note though that one pilot favored the collective beep switch because of its location on the left side. He said he felt that the auxiliary thruster was a "power-type" control and should therefore be grouped with the collective. The cyclic joystick with the \( u_{\text{body}} \)-rate command system was used to generate the rest of the data presented in this section.

Figure 19 shows the CHRs and task performance results for the air-to-air tasks with and without the auxiliary thruster. Figure 19a shows the mean CHRs from both the air-to-air task and the abeam task. Figure 19b shows the task performance results for the mountain task only. The data shown for the auxiliary thruster were for a thruster which had a maximum thrust/weight capability of 0.33. The results shown for no auxiliary thruster are the same as those shown in Figures 13 and 14a.

The results indicate a significant improvement in both handling qualities and task performance when the auxiliary thruster was added. In general, there was 1.0 to 1.5 CHR improvement with the auxiliary thruster. The CHRs also indicate that the pilots were satisfied with an approximately 3.0 g configuration with the auxiliary thruster as compared to a 3.5 to 4.0 g configuration without the auxiliary thruster.

The pilot commentary indicates that the improved speed control that the auxiliary thruster afforded was a major factor in the improved CHRs. Pilot B stated,

"You could use [the auxiliary thruster] quite easily to slow yourself down, increase your turn rate or to speed yourself up to get into a better position without having to sort of lower the collective and bring the nose up so that your tracking has gone to worms."

Pilot A commented,

"During the initial part of this run, it looks like since the target is so far away from you that you can go ahead and use positive x-force to increase your speed quickly to get it up to a desired velocity for rate of closure. Once the adversary started turning, you could increase your rate of turn in an attempt to track him by using the negative x-force."

Figure 20 shows a summary of the mean CHRs given for all of the auxiliary thrust configurations. The data shown represent the average of both air-to-air tasks. The data have been shaded to indicate the CHR Level: Level 3 ratings are black, Level 2 rating are gray, and Level 1 ratings are unshaded.

The data indicate that some load factor capability can be traded for auxiliary thrust capability without significantly degrading handling qualities. It can be seen that a 3.0 g configuration with an auxiliary thrust/weight capability...
thrust/weight levels as low as 0.2 are seen to possess significant handling qualities advantages over those without.

The data in Figure 20 indicate that the configurations with auxiliary thrust/weight levels of 0.6 and 1.0 did not have significant handling qualities advantages over those with 0.33 thrust/weight levels. This can be seen even more clearly in Figure 21 which shows a histogram of auxiliary thrust usage. The data in Figures 21a, b, and c show the pilots using all of the auxiliary thrust available as compared to Figures 21d and e where they do not.

Figure 22 shows a plot of the mean times that were required during the return-to-cover task versus the auxiliary thrust/weight configuration. The error bars indicate the ninety percent confidence interval. No CHR data or pilot comments were gathered for this task.

The data in Figure 22 can be compared to the data shown in Figure 18. The effect on time-to-turn of auxiliary thrust is not nearly as significant as the effect of load factor.
CONCLUDING REMARKS

The U.S. Army Aeroflightdynamics Directorate performed a piloted simulation study on the NASA Ames Research Center's Vertical Motion Simulator to develop insight into the maneuverability requirements for aggressive helicopter maneuvering tasks such as air-to-air combat. Both a conventional helicopter and a helicopter with auxiliary thrust were examined. The aircraft parameters of interest were the normal and longitudinal load factor envelopes. Of particular interest were the effects of these load factor envelopes on mission performance and handling qualities. Two air-to-air acquisition and tracking tasks and a return-to-cover task were performed to assess these effects.

In general, CHRs, task performance, and pilot commentary indicated that without auxiliary thrust, the ownship normal load factor capability needed only to match that of the adversary in order to provide satisfactory handling qualities. This meant that against a 3.5 g adversary, the ownship needed 3.5 g normal load factor capability for Level 1 handling qualities and against a 2.0 g adversary, the ownship needed 2.0 g normal load factor capability.

At high levels of normal load factor capability (5.0 g) the CHR data and pilot commentary indicated some problem with pitch axis oscillations in tracking. This was probably due to the higher levels of pitch and roll damping generated by the math model at higher load factors.

The data gathered for the return-to-cover task show a clear improvement in task performance with increased load factor capability.

Of the auxiliary thruster/control systems examined, a $\dot{u}_{\text{body}}$-rate command/$u_{\text{body}}$-hold system with a cyclic joystick inceptor was found to provide the best handling qualities. This system was successfully demonstrated to provide significant handling qualities advantages over configurations without auxiliary thrust.

Auxiliary thrust levels as low as 0.2 thrust/weight were shown to have significant handling qualities and mission performance advantages over those configurations without auxiliary thrust. Some normal load factor capability could be traded for auxiliary thrust capability without sacrificing satisfactory handling qualities. Increasing auxiliary thrust levels to 0.6 thrust/weight and higher did not yield further improvement.
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ABSTRACT

Eurocopter Deutschland (ECD) started simulation trials to investigate the particular problems of Side Arm Controllers (SAC) applied to helicopters.

Two simulation trials have been performed. In the first trial, the handling characteristics of a "passive" SAC and the basic requirements for the application of an "active" SAC were evaluated in pilot-in-the-loop simulations, performing the tasks in a realistic scenario representing typical phases of a transport mission. The second simulation trial investigated the general control characteristics of the "active" in comparison to the "passive" control principle.

A description of the SACs developed by ECD and the principle of the "passive" and "active" control concept is given, as well as specific ratings for the investigated dynamic and ergonomic parameters affecting SAC characteristics. The experimental arrangements, as well as the trials procedures of both simulation phases, are described and the results achieved are discussed emphasizing the advantages of the "active" as opposed to the "passive" SAC concept. This also includes the presentation of some critical aspects still to be improved and proposals to solve them.

NOMENCLATURE

<table>
<thead>
<tr>
<th>AC</th>
<th>Attitude Command</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACAH</td>
<td>Attitude Command/Attitude Hold</td>
</tr>
<tr>
<td>ACT</td>
<td>Active Control Technology</td>
</tr>
<tr>
<td>CHIR</td>
<td>Cooper Harper Rating</td>
</tr>
<tr>
<td>ECD</td>
<td>Eurocopter Deutschland GmbH</td>
</tr>
<tr>
<td>FCC</td>
<td>Flight Control Computer</td>
</tr>
<tr>
<td>FRP</td>
<td>Finger Reference Point</td>
</tr>
<tr>
<td>IC</td>
<td>Inceptor</td>
</tr>
<tr>
<td>MTE</td>
<td>Mission Task Element</td>
</tr>
<tr>
<td>NSRP</td>
<td>Neutral Seat Reference Point</td>
</tr>
<tr>
<td>PIO</td>
<td>Pilot Induced Oscillations</td>
</tr>
<tr>
<td>RC</td>
<td>Rate Command</td>
</tr>
<tr>
<td>RCAH</td>
<td>Rate Command/Attitude Hold</td>
</tr>
<tr>
<td>SAC</td>
<td>Side Arm Controller</td>
</tr>
<tr>
<td>$e_p$</td>
<td>rms tracking error pitch axis</td>
</tr>
<tr>
<td>$e_r$</td>
<td>rms tracking error roll axis</td>
</tr>
<tr>
<td>rms</td>
<td>root mean square</td>
</tr>
</tbody>
</table>

INTRODUCTION

With the increase of requirements in both civil and military operations, conventional control technologies using mechanical linkages and automatic flight control systems with limited authority cannot relieve the pilot from higher mental and manual control activity. To alleviate pilot workload, today's high performance fixed wing aircraft as well as some transport aircraft use Active Control Technology (ACT) employing Fly-By-Wire, Fly-By-Light and full authority AFCS.

These technologies also enable the
employment of advanced primary controllers which present the aircraft designer with a great deal of freedom to produce an ergonomically more attractive cockpit. Different types and configurations of Side Arm Controller (SAC) have been investigated in several programs [1, 2, 7]. With the SAC employed in production aircraft new problems have been encountered as in particular Pilot Induced Oscillations (PIO), roll ratcheted, bio-dynamic interactions, command priority within the cockpit, etc.

Within the definition phase of a future FBW medium transport helicopter, Eurocopter Deutschland (ECD) performed a number of experiments to investigate the particular problems of SAC applied to helicopters. To this end, a 2-axis "active" cyclic and 1-axis "active" collective SAC had to be developed. Active inceptors (ICs) were chosen for the study because they gave the greatest flexibility of investigating different force gradients. But more important, was the aspect to assess the application of "active" SACs. Another main interest lay in the design of SAC devices, which should be able to be integrated into existing helicopters to perform inflight-simulation tests. As this aim excluded the design of an electro-hydraulic position servo system, the position servo system was realised by direct current linear motors.

Since the application of "active" SAC is an advanced concept, extensive simulator evaluations are necessary to optimise their ergonomics and dynamic characteristics together with the Flight Control Systems. To reach this goal, the simulation trials have been divided into three phases. The first phase consisted of pilot-in-the-loop ground simulation trials where the SACs have been used as "passive" devices to concentrate on ergonomic aspects when assessing the handling characteristics of the SACs in a realistic scenario. The second phase represents off-line-simulations to investigate the general characteristics of "active" in comparison to "passive" controllers and to evaluate the dynamic characteristics of the "active" SACs with respect to the recommendations made in the first phase. In the third phase the "active" SACs will be tested in flight trials with a wide range of flight tasks from transport mission elements up to aggressive MTEs.

The report gives an overview of the experimental arrangements, the trials procedures and the results of the simulation trials of Phase I and II.

PASSIVE AND ACTIVE INCEPTORS

In the last 15 years several investigations at a number of research institutes have been undertaken dealing with the design of "active" controllers [3, 4, 5, 6]. Since the definition of "active" controllers sometimes vary between the different publications, it seems appropriate to stress the distinction between the "passive" and the "active" control principle (Fig. 1, 2).

![Diagram](image)

In the "passive" SAC the pilot feels spring forces according to the applied stick deflection which is the control input to the Flight Control Computer (FCC). These forces are realised either by a spring and damper package or by a servo controlled position system. In the first case the pilot's controller forces are usually fixed but a servo controlled position system can be used to vary the spring stiffness, damping, breakout forces, zero position easily to a pre-defined force deflection control law. In the second case the pilot "feels" a simulated control force via the sensor package and the position via the servo mechanism. A drawback of this "passive" control concept, as opposed to conventional controllers, is that the pilot looses the contact with the control surfaces of the aircraft. This means that the pilot looses tactile information and can only use peripheral cues (visual and vestibular) to inform him about his actual flight state and the available control power. Disastrous events could be the consequence if the pilot inadvertently tries to exceed the flight envelope.

![Diagram](image)

In contrast to the "active" control concept, the applied stick force is the control input to the FCC and the responding control response (attitude or rate) of the aircraft is fed back as the command input to the position...
servo system. In this approach, the pilot receives tactile information of the actual flight state of his aircraft on his SAC and with this he retains indications of his actual flight states as well as his control limitations.

The servo controlled SAC ("passive" and "active") of both pilot and copilot gives each crew member a tactical and optical feedback of the command input of the other one. In contrast to the "passive" concept, with the "active" concept there is no more need to nominate a pilot command priority since the commanded grip forces of the two controllers can be summed to obtain one control signal. Fully transparent transfer of command control can be made between the crew and the stick positions synchronised. This important aspect could be demonstrated in phase I.

INCEPTOR PRINCIPLE AND CHARACTERISTICS

As the report aims to stress the general characteristics of an "active" SAC, only the cyclic controller will be considered.

A schematic of the realised cyclic SAC is presented in Fig. 3. It consists of two axis providing a deflection of -18 deg, +12deg in the pitch axis and +/−14 deg in the roll axis. The SAC has a force sensor at the pilot's hand grip together with a servo-actuator used to position the stick and provide artificial force feel. Since the actuation of the SAC is of secondary importance, it does not have to be included in the flight safety critical path and need hence only be simplex. On the other hand, the force sensing is the primary command input to the FCC and must be quadruplex redundant. In the event of a failure, both pilot and copilot can fly the helicopter without requiring a priority switch. The question of inceptor failure characteristics was one of the objectives of the simulation trials phase I.

The integration of the inceptors in the flight control system with the FCC is shown in the functional block diagram (Fig. 4). The pilot's grip force is measured by an LVDT which is demodulated and sent to the FCC within which scaling, signal conditioning and filtering occurs. Parallel to the grip force, the primary "hands-on" flight state, the pilot is provided with a "beep" trim button on the top of the grip. The "beep" rate is also dependent on the pilots grip force so that if the pilot simultaneously puts a force on the grip and "beeps", the stick will move at a faster speed. An FTR switch is provided to synchronise and zero stick forces if desired. The final output signal of the inceptor position block is used to actuate the stick servo and provide the force feel.

Since the motion of the stick is designed to give the pilot tactile feedback of the helicopter response, the actuation bandwidth specification is dependent on the closed loop bandwidth of the helicopter and flight control system. Analyses of the closed loop bandwidth for the defined helicopter indicated a bandwidth requirement for the actuator of at least 1 Hz for both longitudinal and lateral since the differences in the corner frequency for the axes was only marginal.

SIMULATION TRIALS PHASE I

SIMULATON FACILITY

For pilot-in-the loop simulation trials both ECD and the Military Aircraft Divisions of DASA share a common simulation facility located in the Military Aircraft Division. The main features of the simulation facility at the time of the simulation trials Phase I shows Fig. 5. Fig.6:

- Denelcor HEP (Heterogenous Element processor) Simulation Computer with parallel processor architecture (A), (The HEP simulation computer has meanwhile been replaced by a more powerful HARRIS Nighthawk computer, together with a new interface computer)
- GE Compu-Scene IV computer image generator (B)
- fixed base with provisions for buffeting and g-seat
- 6 channel dome projectionsystem (C)
- Interface computer between cockpit and simulation computer (D)
- Hydraulic buffeting platform with
Fig. 4: Passive Inceptor Simulation Set-up

Fig. 5: ECD Helicopter Simulation Facility

Fig. 6: Compu-Scene IV Dome Projection System
ERGONOMIC ASPECTS

The right hand inceptor was installed horizontally with a slight (15°) tilt inward which was found to be a more ergonomic position than a purely vertical grip (Fig. 7, 8). Provision was made to adjust the position of the inceptor relative to the seat. The left hand inceptor was installed sloping downward with adjustment provision in the vertical and horizontal directions (Fig. 9). An overview of the chosen inceptor/seat geometry is given in Fig. 10.

A total number of 15 pilots, plus several other persons, were requested for evaluation of the flight controls and seat ergonomics. As published in [6] measurements as per Fig. 11 were made, which covered a significant range of percentiles. The flight experience of the pilots ranged from several hundred hours (private pilot) to nearly 10000 hours (test pilot) with different combinations of IFR and VFR time (civil/military) and varying levels of simulator experience and aptitude.
FLIGHT MECHANICS MODEL

The helicopter flight characteristics are simulated by a non-linear simulation program calculating all external forces and moments of the individual components (e.g. main rotor, tail rotor, fuselage, empennage) based on non-linear aerodynamic coefficients from wind tunnel data. The sum of these forces and moments including external influences like wind and ground effects yield the helicopter motion which is presented to the pilot on cockpit instruments and in the computer generated image.

FLIGHT CONTROL SYSTEM CONCEPT

Analysis of the defined helicopter dynamic characteristics showed a classic poorly damped phugoid mode and a better damped roll mode as well as a poorly damped "Dutch Roll" mode. For the simulation trials, a simple stabilization system was realized with a quasi attitude hold.

SIMULATION TASKS

To get as many results as possible concerning the influence of ergonomics and appropriate SAC characteristics under most realistic conditions, it was decided to perform the tasks in a realistic scenario representing typical phases of a tactical transport mission. The task elements were arranged so that they cover the full range of control input types between small/slow (IFR-cruise) and large/fast (VFR-NOE). The pilots were requested to assess their performance and workload for each task element with special emphasis on the SAC characteristics.

ASSESSMENT METHOD

The basis for assessment was the Cooper Harper Rating (CHR) scale. Though not easy to differentiate, the pilots were requested to give specific ratings for the parameters like force levels, and gradients in all axes, controls travel and sensitivity, trim speeds, trim release function as well as the position of seat and controls.

PASSIVE SAC CONFIGURATION VARIATION

Experiments were performed prior to the trials, to initially determine the range of force displacement characteristics. These showed that at least 3 gradients were required, an initial steep gradient to provide a smooth breakout characteristic followed by a shallow gradient and finally a steeper gradient (Fig. 12, 13).

Fig. 12: Longitudinal Cyclic Inceptor Force /Deflection Charact.

Fig. 13: Lateral Cyclic Inceptor Force /Deflection Charact.

Various combinations were prepared for the simulation trials consisting of:

(a) Basic data set: Cyclic large displacement controller with force gradients
(b) Increased cyclic force gradients
(c) Reduced cyclic force gradients
(d) No cyclic gradients
(e) Controller actuation failure
(f) 50% reduction in inceptor motion
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RESULTS
Selected Seat And Control Position

To satisfy all test subjects which covered a wide range of percentiles a seat range of 8 cm in height variation and 18 cm in for/aft position were required. All pilots, however, were able to accept the nominal SAC positions without adjustment.

SAC Ergonomics

The shape, position and inclination of the SAC in combination with the armrests were commented very favourably. The stick travels were found adequate. There was, however, a preference by some pilots for reduced forward controller travel. Firstly to prevent the pilot from having to stretch his arm to an uncomfortable position and secondly to minimise the “sliding action” required between the forearm and seat armrest.

There was a good tendency for lower force deflection gradients and in particular for asymmetric left/right gradients to compensate for asymmetric arm muscular characteristics.

SAC functions

The dynamic SAC characteristics were commented by all pilots as being acceptable in the lateral axis but as too “heavy” in longitudinal. The pilots needed too much effort for fast control inputs as in NOE manoeuvres. During high gain manoeuvres, the pilot had to be careful not to “block” the SAC by rigidly hold the grip as this tended to lead to small oscillations. This limitations could be removed later by increasing bandwidth and decreasing the simulator computer delays.

Spot checks confirmed that in the event of a blockage of the SAC actuators flight could be continued, including a safe landing, using beep trim which continues to operate but without stick position changes and pure force control.

RESULTING IMPROVEMENTS FOR PHASE II

Based on the pilot’s assessments the following improvements were introduced.

- increase of bandwidth to 4 Hz at 25% control amplitudes
- lower force gradients to the right

SIMULATION TRIALS PHASE II

As the results from the simulation phase I showed mainly the control handling under ergonomic aspects, the prime objective in this phase was to investigate the improvements achievable when employing the “active” control characteristics to the SAC.

The simulation phase II was divided into 2 steps:

In the first step, only engineer-in-the-loop simulations were performed, since evaluation of the general characteristics of the “passive”/“active” control characteristics at this stage did not need any pilot involvement.

In the second step, still to be performed, the dynamic characteristics of the cyclic controller will be optimised and fixed through pilot-in-the-loop simulations in preparation for the later flight trials.

SIMULATION TEST CONFIGURATIONS

Since the first step had not been the objective to evaluate an optimal dynamic characteristic for the “active” SAC, a test facility with a simplified control task was set up to investigate the control handling of the two control concepts in parallel.

The tests were performed in a realistic cockpit mock-up in which the ergonomic aspects like ingress/egress, armrest/seat/SAC configuration could be taken into account.

HELICOPTER MODEL AND SAC DYNAMICS

System dynamics represented a stabilised, decoupled helicopter with pitch and roll dynamics and a selectable RCAH or ACAH response type. This was realised by a simple lag filter (ACAH) or a lag plus additional integral filter (RCAH). For the first approach the time constants for the control modes were, up to for AC: $T_q = 2s$, $T_s= 1s$, and for RC: $T_q = 1s$, $T_p = 0.5s$, which covers a wide range of light to medium weight class helicopters.

The values for the force deflection characteristics for the investigation of the “passive” characteristics were taken as they were recommended from phase I.

EXPERIMENTS

To evaluate the control handling, a target tracking task in one control axis for, both pitch and roll, was established consisting of a randomly moving target circle, which the operator was required to maintain within the centre of a computer generated image of a simplified ADI. The simplified ADI gave the subject additional information about its actual flight attitude during the task. The simulation test arrangement is
subject was given unlimited time until he felt familiar with the task, as well as one test run. Two runs were recorded where each run lasted 60s. To determine the tracking performance of each subject the rms value for the tracking error in the pitch axis \( e_\text{\text{p}} = (\Theta_{\text{target}} - \Theta_{\text{heli}}) \) was calculated (in the pitch axis as well as in the roll axis).

**TEST RESULTS**

The rms tracking error \( e_\theta \) for the different task configurations are presented in Fig. 15, 16. The different values for the rms value of the tracking error in the pitch and roll axis occurred because of different geometric definitions of the pitch and roll attitude for the simplified ADI.

![Fig. 14: Simulation Test Arrangement for Simulation Trials Phase II](image)

![Fig. 15: RMS Tracking Error in the Pitch Axis](image)

![Fig. 16: RMS Tracking Error in the Roll Axis](image)
Passive Mode:

As was expected, in the passive mode, the AC control strategy in both axes showed a lower tracking error as opposed to the RC control strategy. According to the defined control task the pilot is forced to perform precise control inputs to minimize the deviation from the target position. With the AC the pilot directly controls the attitude so he is able to perform attitude changes more precise. With a RC the pilot controls the rate. This provides him a quicker helicopter response but also forces him to integrate the rate to estimate when to counter control to stop the rate. In high aggression manoeuvres with a demand for large but not precise control inputs this control strategy gives him a quick aircraft response. However, in precision manoeuvres, like the target tracking task, this results in higher control activity to achieve a particular attitude and higher deviations from the track.

Active Mode:

Figures 15, 16 show that the rms value for $e_0$ and $e_1$ for both the RCAH and ACAH control strategy could be reduced with "active" feedback of the rate (RCAH) and attitude for (ACAH) respectively.

In the "active" mode with the RC control strategy, where the actual rate is fed back to the controller, the control behaviour for commanding a rate was totally different. At the moment the pilot applies a force to the hand grip he commands a particular rate which moves the stick in the direction of the applied force. This means that to hold a constant grip force the pilot has to push the stick forwards with the same speed as the stick is controlled by the servo motor. Otherwise the force decreases which consequences in a lower commanded rate. If the grip force is allowed to return to zero the stick stops at a new displaced position and the helicopter at a new attitude. This characteristic can be interpreted as a form of Follow-Up Trim. At the beginning, the subjects criticised the control behaviour of the stick as being too sluggish since the rate feedback did not allow the pilot to perform high frequent control inputs. But, after a short time when he became more familiar with this control characteristic he realised that he needed much less control activity to track the target and found it much more comfortable in comparison to the RC with "passive" characteristic. The improvement tracking error measurements for the "active" configuration confirmed this subjective comment. The advantages of the "active" characteristic were especially noted in the roll axis where the subjects were given a more difficult task with higher control effort as opposed to the pitch axis.

The comparison of the rms value $e_0$ for the AC control strategy shows once again a further decrease of the tracking error when the "active" mode was employed. This can be attributed to the additional attitude information the pilot receives from the SAC where the position is proportional to the actual attitude of the aircraft and correlated to the visual attitude information on his artificial horizontal display. Together, the subject gains a remarkable lead in his control activities reducing both amplitude and frequency of the control inputs. Furthermore, it is noticeably that in both axes the majority of the subjects achieved nearly identical rms tracking error values for the AC with the "active" feedback. Since all subjects had the same induction phase it would appear that it was more easy to adapt to the "active" controller than the "passive".

CONCLUSIONS

- The SAC concept tested received mostly very positive comments on the ergonomics. A cross-section of pilots were able to use the inceptor without necessitating adjustment relative to the seat. The pilot should be made as comfortable as possible; small points like including the grip inwards give a more natural sitting position.

- A 3-gradient force deflection curve was found adequate for the inceptor in the "passive" mode; asymmetric force/deflection gradients are desirable to compensate for the different bio-mechanical force characteristics of the arm.

- The control ranges of the SAC tested were acceptable, represented the upper limit; where possible a smaller longitudinal range would be desirable to prevent inter-axis coupling in large manoeuvres.

- In both AC and RC control modes the "active" control concept could significantly reduce the tracking error for all subjects.

- The "active" control concept provided the subjects tactile information of their actual flight state helping them to coordinate with the visual attitude information. This was found to make the tracking task easier to learn and to increase subject performance.

- A servo bandwidth of 4Hz as tested was found to be adequate for both "passive" and "active" activation modes.
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ABSTRACT

We report on recent experience gained when a multivariable helicopter flight control law was tested on the Large Motion Simulator (LMS) at DRA Bedford. This was part of a study into the application of multivariable control theory to the design of full-authority flight control systems for high-performance helicopters. In this paper, we present some of the results that were obtained during the piloted simulation trial and from subsequent off-line simulation and analysis. The performance provided by the control law led to level 1 handling quality ratings for almost all of the mission task elements assessed, both during the real-time and off-line analysis.

INTRODUCTION

The continuing drive to extend the operational capabilities of combat helicopters is demanding advanced flight control systems with handling qualities tailored appropriately for the mission task. By reducing pilot workload and allowing full use of the whole performance envelope, there is significant potential for improved mission effectiveness and survivability, particularly when required to manoeuvre at low level in bad weather and/or at night.

Leicester University has for the past three years been working on a research contract funded by the Defence Research Agency (DRA) Bedford, the primary aim of which has been to investigate the role of advanced multivariable frequency domain control theory to the design of helicopter flight control laws. The multivariable frequency domain approach is seen as essential if satisfactory decoupled performance is to be maintained in the presence of uncertain high frequency dynamics and disturbances. Here we report on the piloted simulation and off-line assessment of a controller designed by the first two authors under the terms of that agreement. The main purpose of the agreement was to enable an in-depth computer simulation study, backed up by periods of piloted simulation, that would help to assess further the role that advanced control theory might play in improving the handling qualities of future military helicopters. Our latest work follows on from earlier collaboration dating back to the mid 1980's between DRA Bedford and the second author [1,2,3], perhaps the most notable achievement of which was the piloted helicopter simulation of a multivariable control system designed using H-infinity optimal control theory [3].

The main achievement of the last three years work has been the significant improvements that have been obtained in relation to earlier
results [3,4], particularly during the last twelve months, in terms of wide-envelope decoupled performance, robust stability and compliance with ADS-33C [5]. This paper focuses on some of these latest results.

Description of the mathematical model

The mathematical model of the Lynx used for this study was the DRA Bedford Rationalised Helicopter Model (RHM) [6] which was used for both analysis and piloted simulation. The RHM models the separate aerodynamic force and moment contributions of the main rotor, tail rotor, fuselage, fin and horizontal stabilizer with the main rotor model consisting of rigid constant chord blades hinged with stiffness in flap at the centre of rotation. A constant lift slope and uniform induced flow are assumed and unsteady aerodynamic effects are ignored. A third order engine model defines torque and rotor speed degrees of freedom. Correlation with flight data is, in general, satisfactory and qualitative pilot comment has been favourable. Research is continuing to further improve the modelling fidelity of the rotor dynamics.

The same model was used for real-time piloted simulation and off-line handling qualities assessment.

Robustness

The equations governing the motion of the helicopter are complex and impossible to formulate with absolute precision. Consequently any mathematical model used for control synthesis will inevitably be inaccurate to some degree. Robustness means in essence the insensitivity of a feedback system to model error, parameter variations and non-linearities. Robust control theory provides methods of designing controllers that are insensitive to the errors and approximations present in the models that are available to the designer. Numerous design methods have been proposed over the last three decades which can to varying degrees accommodate robustness constraints. Here, a method based on H-infinity optimization was used.

The starting point for our designs was a set of five eighth-order linear differential equations modelling the small-perturbation rigid body motion of the aircraft about five trimmed conditions of straight-and-level flight in the range 0 to 80 knots. The controller designs were first evaluated on the eighth-order models used in the design, then on twenty-one state linear models, and finally using the full nonlinear model. The robust design methodology used in the controller design did turn out to provide excellent robustness with respect to non-linearities and time delays simulated although not explicitly included in the linear design process.

OBJECTIVES AND DESIGN METHOD

The main design objectives were:

- Robust stabilization of the aircraft with respect to changes in flight condition, and model uncertainty and non-linearity.
- High levels of decoupling between primary controlled variables.
- Compliance with the ADS-33C Level 1 criteria.

Design method

The method that was used to synthesize the control law was based on the H-infinity open loop methods that have been widely documented recently [7]. It is not intended to discuss the design techniques in detail here, but it is worth noting that the procedure adopted led to a two degree-of-freedom multivariable controller that robustly stabilized the aircraft over a wide range of flight conditions, whilst simultaneously
forcing the closed loop system to approximate the behaviour of a specified transfer function model. It has also been found that the ADS-33C bandwidth requirements impact directly on the cross-over frequency of the loop shape weighting functions used in the design process. The overall control law was actually comprised of five controllers, designed at a range of flight conditions between 0 and 80 knots, each one having a Kalman filter-like structure. As the dynamics of the open-loop aircraft vary with speed, so too did the controllers obtained at each operating point. Therefore, these controllers could be scheduled with forward speed if required, to give wide-envelope performance.

Response type

The basic aim of the design was to synthesize a full-authority controller that robustly stabilized the aircraft and provided a decoupled Attitude-Command/Attitude Hold (ACAH) response type that closely approximated the behaviour of a simple transfer-function model.

The outputs to be directly controlled were:
- Heave velocity
- Pitch attitude
- Roll attitude
- Heading rate

With a full authority control law such as that proposed here, the controller has total control over the blade angles, and is interposed between the pilot and the actuation system. The pilot flies the aircraft by issuing appropriate demands to the controller. These demands, together with the sensor feedback signals, are fed to the flight control computer which generates appropriate blade angle demands. Other than that we make no assumptions about the implementational details.

The controller was designed to operate on six feedback measurements: the four controlled outputs listed above and the body-axis pitch and roll rate signals. The other inputs to the controller consisted of the 4 pilot inceptor inputs.

The control law output consisted of four blade-angle demands:
- Main rotor collective
- Longitudinal cyclic
- Lateral cyclic
- Tail rotor collective

These demands were passed directly to the actuator model.

Controller scheduling

The controller was designed to run in either of two modes: (i) fixed gain, (ii) interpolated. In fixed gain mode, the closest controller for the given flight condition would be switched in and provide control. This controller would remain operative until the mode was de-selected. If the interpolated mode was engaged, the controllers would be interpolated smoothly as a function of airspeed to compensate for variation in dynamics. To implement for real would require an accurate measurement (or estimate) of forward airspeed.

Outer-loop modes

To enhance the handling qualities provided by the basic ACAH response of the inner loop H-Infinity controller, three outer loop modes were also implemented:
- Turn coordination: this was provided by augmenting the heading rate demand as a function of bank angle at moderate/high speed. This enabled a coordinated turn to be effected as a single axis task
- Automatic trimming: this was achieved using a trim-map to offset the linear inner loop controller with the appropriate trim attitude.
Figure 1 - Pitch axis step response
Figure 2 - Roll axis step response
Hover acquisition/hold: this mode enabled the pilot to acquire and hold hover automatically. Longitudinal and lateral velocity state estimates were needed to achieve this.

During the piloted trials, the first two modes were used continuously, but insufficient time was available to evaluate the hover acquisition utility.

Step response analysis

The response of the closed loop system (comprising controller and full nonlinear model) to step input demands on pitch and roll channels are shown in Figures 1 and 2. These show, respectively, an acceleration from hover and the commencement of a coordinated turn at 60 knots. In both cases there is seen to be minimal cross-coupling.

HANDLING QUALITIES ANALYSES

Reference [5] details the latest requirements specification for combat helicopters which is intended to ensure that mission effectiveness will not be compromised by deficient handling qualities. The requirements are stated in terms of three limiting "levels" of acceptability of one or more given parameters. The levels indicate performance attributes that equate with pilot ratings on the Cooper-Harper scale. A MATLAB Handling Qualities Toolbox [8] was used as a supplement to existing computer aided control system design packages in order to integrate handling qualities assessment into the complete design and analysis cycle. The dynamics of the closed loop vehicle were assessed against the dynamic response requirements specified in sections 3.3 and 3.4 of [5] using the off-line simulation model. A selection of the results are reproduced here.

Short term response

The bandwidth ($\omega_{bw}$) and phase delay ($\tau_p$) parameters were calculated using frequency sweep inputs on pitch, roll and yaw axes to determine the frequency responses of the closed loop system. The values obtained at 0 and 50 knots are given below.

<table>
<thead>
<tr>
<th></th>
<th>$\omega_{bw}$ (rad/sec)</th>
<th>$\tau_p$ (sec)</th>
<th>Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pitch</td>
<td>4.88</td>
<td>0.1156</td>
<td>1</td>
</tr>
<tr>
<td>Roll</td>
<td>6.44</td>
<td>0.1211</td>
<td>1</td>
</tr>
<tr>
<td>Yaw</td>
<td>2.60</td>
<td>0.1002</td>
<td>2</td>
</tr>
</tbody>
</table>

These values are plotted for pitch and yaw axes in Figures 3 and 4, with the level 1, 2, and 3 boundaries superimposed. The high roll-axis bandwidth parameters fell outside the plotting range.

Mid-term response

To satisfy level 1 handling qualities criteria, a damping factor of at least 0.35 is required in pitch and roll axes. The following values were calculated by analysing the transient responses to pulse attitude demands in pitch and roll channels.

Table II - Bandwidth and phase delay (50 knots)

<table>
<thead>
<tr>
<th></th>
<th>$\omega_{bw}$</th>
<th>$\tau_p$</th>
<th>Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pitch</td>
<td>4.93</td>
<td>0.1223</td>
<td>1</td>
</tr>
<tr>
<td>Roll</td>
<td>6.53</td>
<td>0.1220</td>
<td>1</td>
</tr>
<tr>
<td>Yaw</td>
<td>2.35</td>
<td>0.0936</td>
<td>2</td>
</tr>
</tbody>
</table>
Figure 3 - Pitch axis short-term response

Figure 4 - Yaw axis short-term response
Figure 5 - Agility parameter (0 and 50 knots)
(Moderate amplitude response)
These values comfortably satisfy level one requirements.

Moderate amplitude response

Using step inputs of varying sizes, compliance with the moderate amplitude criteria was assessed. Again, level 1 requirements were easily satisfied on pitch and roll axes. Figure 5 displays this information for both channels. The figure shows the agility parameter (\(\gamma_{\text{max}}/\Delta\theta\) versus \(\Delta\theta\) and \(p_{\text{max}}/\Delta\phi\) versus \(\Delta\phi\)) for a range of pitch and roll attitude changes at hover and 50 knots, with the boundaries which demarcate levels 1, 2 and 3 superimposed.

Inter-axis coupling

The ADS-33C level 1 requirement is that pitch-to-roll and roll-to-pitch coupling be less than 25%. The hover interaction levels are given in Tables IV and V.

Table IV - Pitch to roll coupling (Hover)

<table>
<thead>
<tr>
<th>(\theta_{\text{max}})</th>
<th>(\phi_{\text{max}})</th>
<th>(\phi_{\text{max}}/\theta_{\text{max}}) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>9.99°</td>
<td>0.77°</td>
<td>7.9</td>
</tr>
<tr>
<td>19.74°</td>
<td>1.58°</td>
<td>8.1</td>
</tr>
<tr>
<td>31.24°</td>
<td>2.03°</td>
<td>6.9</td>
</tr>
</tbody>
</table>

Table V - Roll to pitch coupling (Hover)

<table>
<thead>
<tr>
<th>(\theta_{\text{max}}) (deg)</th>
<th>(\phi_{\text{max}}) (deg)</th>
<th>(\theta_{\text{max}}/\phi_{\text{max}}) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.41°</td>
<td>10.07°</td>
<td>4.1</td>
</tr>
<tr>
<td>0.99°</td>
<td>20.32°</td>
<td>4.9</td>
</tr>
<tr>
<td>1.90°</td>
<td>30.48°</td>
<td>6.2</td>
</tr>
</tbody>
</table>

PILOTED SIMULATION ON THE DRA BEDFORD LARGE MOTION SIMULATOR

The simulation model was written in FORTRAN and run on an Encore Concept-32 computer with an integration step of 20 mS. A Lynx-like single seat cockpit was used, mounted on the AFS large motion system which provides ±30 degrees of pitch, roll and yaw, ±4 metres of sway and ±5 metres of heave motion. Also, the pilot's seat was dynamically driven to give vibration and sustained normal acceleration cues. The visual display was generated by a Link-Miles IMAGE IV CGI system and gave approximately 48 degrees field of view (FOV) in pitch and 120 degrees FOV in azimuth with full daylight texturing. A three axis side-stick was used to control pitch, roll and yaw together with a conventional collective for heave.

Handling qualities were assessed for three hover/low speed mission task elements (sidestep, quick-hop, bob-up) and three moderate/high speed tasks (lateral jinking, hurdles, yaw pointing) using CGI databases developed by DRA [9] for the Euro-ACT programme [10]. The pitch and roll tasks were originally developed in flight trials and to maintain correspondingly representative control strategy, task aggression and task performance, the simulation visual databases are enhanced with additional artificial cues.
(a) Sidestep task

(b) Quick-hop task

(c) Hurdles / Bob-up task

(d) Lateral jinking task

Figure 6
Two DRA test pilots took part in the trial, both with significant experience of Lynx and the AFS. For each task in turn, the pilot performed two or three familiarisation runs before performing a definitive evaluation run, at the end of which the simulation was paused so that comments and handling qualities ratings could be recorded.

**Sidestep task description**

With reference to Figure 6a, the objective was to translate sideways through 150' from a hover at a height of 30' above ground level in front of one diamond and square sighting arrangement, to acquire and maintain a stable hover in front of the next sighting system. Maintaining any two of the diamond points within the square satisfied the desired ±10' lateral position and height tolerances. Task aggression was determined via initial bank angle, with 10', 20' and 30' corresponding to low, moderate and high levels of aggression. Figure 7 shows a time history of one particular sidestep manoeuvre.

**Quick-hop task description**

The quick-hop task (Figure 6b) is the corresponding longitudinal task to the sidestep, requiring a re-position from hover over a distance of 500'. Again, similar levels of initial pitch attitude were used to determine the task aggression. The task was flown down a walled alley to give suitable height and lateral position cues and the terminal position tolerance was increased to ±30' to allow for the reduced FOV over the nose.

**Bob-up task description**

The bob-up task was performed in front of one of the V-notch hurdles (Figure 6c). From a hover aligned with the bottom of the V-notch, the pilot had to acquire and maintain a new height denoted by the bottom of the black tips. Task aggression was determined subjectively by the pilot based on magnitude of collective displacement.

**Lateral jinking task description**

The lateral jinking task concerned a series of 'S' turns through slalom gates followed by a corresponding line tracking phase (Figure 6d). The task had to be flown whilst maintaining a speed of 60 knots and a height of 25' AGL. Once more, bank angle was used to determine task aggression with 15, 30 and 45 denoting low, moderate and high levels of aggression. Figure 8 shows the time history of one particular manoeuvre.

**Hurdles task description**

Using the same V-notch hurdles as seen for the bob-up task, a collective-only flight path re-positioning task was flown at 60, 75 and 90 knots to represent increasing task aggression. From an initial height aligned with the bottom of the V-notch, the pilot had to pass through each hurdle at the height denoted by the bottom of the black tips and then regain the original speed and height as quickly as possible.

**Yaw pointing task description**

Whilst translating down the runway centre line at 60 knots, the pilot was required to yaw to acquire and track one of a number of offset posts. Task aggression was determined by the magnitude of the initial offset.

Table VI is a compilation of one of the pilot's questionnaires.
<table>
<thead>
<tr>
<th>Task</th>
<th>Level of aggression</th>
<th>Pilot comment</th>
<th>HQR</th>
<th>Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Side-step</td>
<td>Low</td>
<td>Loads of spare capacity</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Moderate</td>
<td>Task workload still minimal, response perfect</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>Increased level of aggression does not increase workload. Very easy.</td>
<td>2</td>
<td>(Low)</td>
</tr>
<tr>
<td>Quick-hop</td>
<td>Low</td>
<td>Desired performance easily achieved. Slight right drift. 3-axis task. A lot of model inertia. Control law good.</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Moderate</td>
<td>Easier at higher aggression because less anticipation required. No problems.</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Hurdles</td>
<td>Low</td>
<td>Desired performance achieved satisfactorily. Yaw coupling only problem, but some spare capacity.</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>At top of hurdle, control activity high and little spare capacity. &gt; 10° coupling into heading.</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>Lateral jinking</td>
<td>Low</td>
<td>Stacks of spare capacity. Minimal control activity. Single axis task. No cross-coupling.</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Moderate</td>
<td>...</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>...</td>
<td>3</td>
<td>(Low)</td>
</tr>
<tr>
<td>Yaw pointing</td>
<td>V. low</td>
<td>Adequate performance achieved with difficulty. Control activity high. Not much spare capacity. Precision difficult.</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Low</td>
<td>PIO problems. Very high yaw inertia. Low sensitivity, possibly some lag. Maximum rate O.K. but needs to be tighter.</td>
<td>7</td>
<td>3</td>
</tr>
</tbody>
</table>
Figure 7 - Sidestep task data
Figure 8 - Lateral jinking task data
CONCLUSIONS

Results have been presented for the piloted simulation and handling qualities analysis of a multivariable control law design for a typical combat helicopter. Through this study we have been able to demonstrate:

- Assimilation of handling qualities requirement specifications into control law design parameters.
- Robust stabilization of the aircraft with respect to changes in flight condition, model uncertainty and non-linearity.
- High bandwidth attitude command response with almost total decoupling between primary controlled outputs.
- Level 1 Cooper-Harper pilot ratings for a number of aggressively performed mission task elements.
- Compliance with many ADS-33C Level 1 requirements.

The controller has been subjected to significant and challenging tests that have shown that multivariable synthesis techniques offer considerable potential in the rotorcraft field.
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Abstract

Flying Qualities standards are formally set to ensure safe flight and therefore reflect minimum, rather than optimum, requirements. Agility is a flying quality but relates to operations at high, if not maximum, performance. While the quality metrics and test procedures for flying, as covered for example in ADS33C, may provide an adequate structure to encompass agility, they do not currently address flight at high performance. This is also true in the fixed wing world and a current concern in both communities is the absence of substantiated agility criteria and possible conflicts between flying qualities and high performance. AGARD is sponsoring a working group (WG19) titled ‘Operational Agility’ that deals with these and a range of related issues. This paper is condensed from contributions by the three authors to WG19, relating to flying qualities. Novel perspectives on the subject are presented including the agility factor, that quantifies performance margins in flying qualities terms; a new parameter, based on manoeuvre acceleration is introduced as a potential candidate for defining upper limits to flying qualities. Finally, a probabilistic analysis of pilot handling qualities ratings is presented that suggests a powerful relationship between inherent airframe flying qualities and operational agility.

Introduction

Good flying qualities are confered to ensure that safe flight is guaranteed throughout the Operational Flight Envelope (OFE). Goodness, or quality, in flying can be measured on a scale spanning three Levels (Ref 1). Aircraft are normally required to be Level 1 throughout the OFE (Ref 2); Level 2 is acceptable in failed and emergency situations but Level 3 is considered unacceptable. Level 1 quality signifies that a minimum required standard has been met or exceeded in design and can be expected to be achieved regularly in operational use, measured in terms of task performance and pilot workload. Compliance flight testing involves both clinical open loop measurements and closed loop mission task elements (MTE). The emphasis on minimum requirements is important and is made to ensure that manufacturers are not unduly constrained when conducting their design trade studies.

Two issues arise out of this quality scale and assessment. First, the minimum requirements reflect and exercise only moderate levels of the dynamic OFE, rather than high or extreme levels. Second, the assessments are usually made in 'clean' conditions, uncluttered by secondary tasks or the stress of real combat. Beyond the minimum quality levels there remains the question of the value of good flying qualities to the overall mission effectiveness. For example, however much more effective is an aircraft that has, say, double the minimum required (Level 1) roll control power? More generally, however much more mission effective is a Level 1 than a Level 2 aircraft when the pilot is stressed? The answers to these questions cannot be found in flying qualities criteria. At higher performance levels, very little data are available on helicopter flying qualities and, consequently, there are no defined upper limits on handling parameters. Regular and safe (carefree) use of high levels of transient performance has come to be synonymous with the attribute agility. The relationship between flying qualities and agility is important because it potentially quantifies the value of flying qualities to effectiveness. This is the subject of the paper.

The issues that this paper addresses then concern the flying qualities that are important for agility, in both an enabling and limiting context, and how far existing flying qualities requirements go, or can be extended to embrace agility itself. The answers are developed within a framework of deterministic flying qualities criteria coupled with the probabilistic analysis of success and failure. The definition of flying qualities by Cooper & Harper (Ref 1) provides a convenient starting point:

'those qualities or characteristics of an aircraft that govern the ease and precision with which a pilot is able to perform the tasks required in support of an aircraft role'.

The pilot subjective rating scale and associated flying qualities Levels introduced by Cooper & Harper (Fig 1) will be used in this paper in the familiar context of quality discernment and will be developed to make the link with agility and mission effectiveness.

Flying 'Quality' can be further interpreted as the synergy between the internal attributes of the air vehicle and the external environment in which it operates (Fig 2). The internals consist typically of the air vehicle (airframe, powerplant and flight control system) response characteristics to pilot inputs (handling qualities) and disturbances (ride qualities) and the key elements at the pilot/vehicle interface eg cockpit controls and displays. The key factors in the external environment which influence the flying qualities requirements are:

1) the mission, including individual mission task elements (MTE) and the required levels of task urgency and
### ADEQUACY FOR SELECTED TASK OR REQUIRED OPERATION

<table>
<thead>
<tr>
<th>AERODYNAMIC CHARACTERISTICS</th>
<th>DEMANDS ON THE PILOT IN SELECTED TASK OR REQUIRED OPERATION</th>
<th>PILOT RATING</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excellent</td>
<td>Pilot compensation not a factor for desired performance</td>
<td>1</td>
</tr>
<tr>
<td>Very Good</td>
<td>Pilot compensation not a factor for desired performance</td>
<td>2</td>
</tr>
<tr>
<td>Inadequate</td>
<td>Minimal pilot compensation required for desired performance</td>
<td>3</td>
</tr>
<tr>
<td>Minor but annoying</td>
<td>Desired performance requires moderate pilot compensation</td>
<td>4</td>
</tr>
<tr>
<td>Moderately objectionable</td>
<td>Adequate performance requires considerable pilot compensation</td>
<td>5</td>
</tr>
<tr>
<td>Very objectionable but</td>
<td>Adequate performance requires extensive pilot compensation</td>
<td>6</td>
</tr>
<tr>
<td>Tolerable deficiencies</td>
<td>Adequate performance not attainable with maximum tolerable pilot compensation</td>
<td>7</td>
</tr>
<tr>
<td>Major deficiencies</td>
<td>Considerable pilot compensation is required for control</td>
<td>8</td>
</tr>
<tr>
<td>Major deficiencies</td>
<td>Intense pilot compensation is required to retain control</td>
<td>9</td>
</tr>
<tr>
<td>Major deficiencies</td>
<td>Control will be lost during some portion of required operation</td>
<td>10</td>
</tr>
</tbody>
</table>

**Fig 1** The Cooper-Harper Handling Qualities Rating Scale

**Mission-Oriented Flying Qualities make the Link**

- **air vehicle response**
- **controls/displays synergy**
- **cockpit ergonomics**
- **mission task element**
- **urgency level**
- **external environment**

**Internal Attributes**

**External Factors**

**Fig 2** The Synergy of Flying Qualities
divided attention dictated by the circumstances governing individual situations, eg threat level.

iii) the external environment, including the usable cue environment (UCE) and level of atmospheric disturbance.

Flying qualities, as seen by the pilot who is ultimately the judge of quality, therefore change as the external world changes, for example, with weather conditions and flight path constraints and other task demands. Mission oriented flying qualities requirements, like those for fixed-wing aircraft, MIL STD 1797 (Ref 3), and, more particularly, helicopters, ADS33C (Ref 2), try to set quality standards by addressing the synergy of these internal attributes and external factors. ADS33C defines the response types required to achieve Level 1 and 2 handling qualities for a wide variety of different mission task elements, in different usable cue environments for normal and failed states, with full and divided pilot attention. At a deeper level, the response characteristics are broken down in terms of amplitude and frequency range, from the small amplitude, higher frequency requirements set by criteria like equivalent low order system response or bandwidth, to the large amplitude manoeuvre requirements set by control power. With these developments now mature, one would expect that any 'special' flying characteristics, like agility, could be embraced by the flying qualities requirements, or at least that the flying qualities criteria should be an appropriate format for quantifying agility.

The Flight Mechanics Panel of AGARD (Advisory Group for Aeronautical Research and Development) is currently sponsoring a working group (WG19) under the title 'Operational Agility', tasked with reporting the status of requirements and design capabilities for operational agility for aeroplanes and rotorcraft. The authors of this paper are members of WG19 and the work reported here is developed from their contribution to this group; the association and debate with fixed wing engineers and pilots has provided much fruitful discussion and comparison with the rotary wing world and some of this is embodied in the paper. While speed and manoeuvre envelopes and associated limits for aeroplanes and rotorcraft are quite different, often paradoxically so, they share the essence of agility and operational effectiveness. Agility requirements for the two vehicle types have traditionally stemmed from two quite different drivers; close combat of air-superiority fighters in the open skies contrasting with stealth of anti-armour helicopters in the nap-of-the-earth. While both still feature large in the two worlds, it is now recognised that agility is relevant to a wider range of roles including aircraft recovering to ships, transport refuelling, support helicopters delivering loads into restricted areas and, more recently, helicopter air-to-air combat.

AGARD WG19 is considering operational agility in the broader context of the total weapon system, encompassing sensors, mission systems, pilot, airframe/engine, flight control system and weapon; the concept is that the total system can only be as agile as the slowest element and that all elements need to work concurrently to be effective. AGARD will report on this activity in 1993. This paper focusses on the vehicle and the pilot centred agility requirements of the airframe, engine and flight control system elements. The next Section discusses the nature of operational agility, outlining some of the WG19 background and motivation and setting the scene for the following Section which addresses the relationship between flying qualities and agility. The principal innovations of this paper are contained here where the agility factor is introduced and related to quantitative handling criteria; the subjective quality scale (Cooper Harper) for pilot-perceived handling qualities is interpreted in a probabilistic fashion to indicate the likelihood of mission success or failure with a given level of flying qualities. Techniques for including flying qualities attributes in combat models are also discussed.

The Nature of Operational Agility

Operational agility is a primary attribute for effectiveness. Within the broader context of the total weapon system, the Mission Task naturally extends to include the actions of the different cooperating (and non-cooperating) subsystems, each having its own associated time delay (Ref 4). We can imagine the sequence of actions for an air-to-air engagement - threat detection, engagement, combat and disengagement; the pilot initiates the action and stays in command throughout, but a key to operational agility is to automate the integration of the subsystems - the sensors, mission systems, airframe/engine/control system and weapon, to maximise the concurrency in the process. Concurrency is one of the keys to Operational Agility. Another key relates to minimising the time delays of the subsystems to reach full operational capability and hence effectiveness in the MTE. Extensions to the MTE concept are required that encompass the functions and operations of the subsystems, providing an approach to assessing system operational agility. WG19 is addressing this issue. Minimising time delays is crucial for the airframe, but flying qualities can suffer if the accelerations are too high or time constants too short, leading to jerky motion.

Later in this paper we examine how well existing flying qualities requirements address agility; to set the scene for this, we first consider a generalised definition of agility;

"the ability to adapt and respond rapidly and precisely with safety and with poise, to maximise mission effectiveness"

Agility requirements for helicopters falls into four areas - stealthy flying to avoid detection, threat avoidance once detected, the primary mission engagement (eg threat engagement) and recovery and launch from confined area; MTEs can be defined within each category. The key attributes of airframe agility, as contained in the above defintion are,

i) rapid - emphasising speed of response, including any transient or steady state phases in the manoeuvre change; the pilot is concerned to complete the manoeuvre change in the shortest possible time; what is possible will be bounded by a number of different aspects.
ii) precise - accuracy is the driver here, with the motivation that the greater task precision eg pointing, flight path achievable, the greater the chance of a successful outcome.

iii) safety - this reflects the need to reduce piloting workload, making the flying easy and to free the pilot from unnecessary concerns relating to safety of flight, eg respecting flight envelope limits.

iv) poise - this relates to the ability of the pilot to establish new steady state conditions quickly and to be free to attend to the next task; it relates to precision in the last moments of the manoeuvre change but is also a key driver for ride qualities that enhance steadiness in the presence of disturbances.

v) adapt - the special emphasis here relates to the requirements on the pilot and aircraft systems to be continuously updating awareness of the operational situation; the possibility of rapid changes in the external factors discussed above (eg threats, UCE, wind shear/vortex wakes) or the internals, through failed or damaged systems, make it important that agility is considered, not just in relation to set piece manoeuvres and classical engagements, but also for initial conditions of low energy and/or high vulnerability or uncertainty.

Flying qualities requirements address some of the agility attributes implicitly, through the use of the handling qualities ratings (HQR), that relate the pilot workload to task performance achieved, and explicitly through criteria on response performance, eg control power, bandwidth, stability etc. The relationship has been fairly tenuous however, and the rotorcraft community can learn from fixed-wing experience in this context.

**Flying Qualities - the Relationship with Agility**

*Fixed-Wing Perspectives*

The original concern sprang from the notion that flying qualities specifications, as guardians of transient response, should embrace agility, since it too resides by definition in the transient domain. Initial thoughts on this theme appeared in Refs 5 and 6. Reference 5 indicated the interactions between agility, operational capability and flying qualities and listed some of the flying qualities requirements that, because of their treatment of the transient response, clearly crossed into the realm of agility. At that time, it was hypothesized that simply increasing the available agility, in terms of accelerations, rates etc, would lead to diminishing operational returns, since an over-responsive vehicle would not be controllable. That point was considered worth making because some combat analyses were being performed using computer tools that approximated the transient response only in a gross fashion. These models resulted in aircraft which had unquestionably high agility but did not account for the interaction of the vehicle with the pilot and, in fact, due to the approximations made in the interests of computational tractability, did not obey the laws of motion in their transient responses. In Ref 6, the Control Anticipation Parameter, CAP from the USAF Flying Qualities requirements (Ref 3), was quoted as an example of a criterion defining over-responsiveness, since an upper limit is specified for it. Artificially high pitch agility could, according to CAP, correspond to excessive pitch acceleration relative to the normal load factor capability of the aircraft. Performance constraints are also suggested by the tentative upper limits set on pitch bandwidth in Reference 3, although it is suspected that this is a reflection of the adverse acceleration effects associated with high bandwidth/control power combinations.

About that time, Riley et al at McAIR began a series of experiments on fighter agility. In Ref 7 it was emphasised that the definition of the categories in the Cooper-Harper pilot rating scale precluded the idea of an operationally useful vehicle with a rating worse than Level 2, using the US Military Specifications and Standard for flying qualities. In Level 3, the operational effectiveness of the vehicle is compromised, so increasing performance would add little as the pilot could not use it safely. In Refs 7, 8 and 9, Riley and Drajeske describe a fixed-base simulation in which the maximum available roll rate and roll mode time constant were independently varied and the pilot's time to bank 90 degrees and stop was measured. Care was taken in the experiment to allow sufficient time for learning and to generate large numbers (10 to 15) of captures for analysis. The start of the maneuver was when the stick deflection began, and the end was defined as when the roll rate was arrested to less than 5 degrees/second, or 5% of the maximum rate used, whichever was greater. Therefore a realistic element of precision was introduced into the protocol. The results from that experiment, in which the aircraft banked from -45 degrees to +45 degrees, are shown in Figure 3. The lower curved surface summarizes calculated time responses for a step lateral input and shows the expected steady increase in agility, ie a decrease in the time to bank with increasing roll rate. The upper surface in the plot summarizes the bank - to - bank and stop data obtained in the piloted cases. The references to controllability on that surface are from the pilot ratings and comments that were collected. The time to complete the maneuver actually increases for the higher available roll rates because the pilot could not adequately control the maneuver. The data therefore show that flying qualities considerations do limit agility. Though the data are from fixed-base simulation, we can speculate that in - flight results might show still more dramatic results. In Ref 9 the authors suggest that the effects of motion would in fact change the shape of Figure 3 to look like Figure 4.
In MIL STD 1797, upper limits on lateral flying qualities are almost exclusively set by tolerable levels of acceleration at the pilot station, in the form of lateral g per control power; the Level 1 boundary at about 2g for a typical fighter seems extraordinarily high, but Reference 3 does state that "in order to achieve the needed roll performance it may be necessary to accept some uncomfortable lateral accelerations". There is considerable discussion on lateral control sensitivity in Reference 3, but as with helicopters, the criteria are strongly dependent on controller type and only guidance is given. Clearly there will always be upper limits to sensitivity but it seems a desirable goal to design the pilot/vehicle interface so that agility is not inhibited by this parameter.

The Agility Factor

One of the most common causes of dispersion in pilot HQRs stems from poor or imprecise definition of the performance requirements in a mission task element, leading to variations in interpretation and hence perception of achieved task performance and associated workload. In operational situations this translates into the variability and uncertainty of task drivers, commonly expressed in terms of precision but the temporal demands are equally important. The effects of task time constraints on perceived handling have been well documented (Refs 10, 11, 12), and represent one of the key external factors that impact pilot workload. Flight results gathered on Puma and Lynx test aircraft at DRA (Refs 12, 13) showed that a critical parameter was the ratio of the task performance achieved to the maximum available from the aircraft; this ratio gives an indirect measure of the spare capacity or performance margin and was consequently named the agility factor. The notion developed that if a pilot could use the full performance safely, while achieving desired task precision requirements, then the aircraft could be described as agile. If not, then no matter how much performance margin was built into the helicopter, it could not be described as agile. The Bedford agility trials were conducted with Lynx and Puma operating at light weights to simulate the higher levels of performance margin expected in future types (eg up to 20-30% hover thrust margin). A convenient method of computing the agility factor was developed as the ratio of ideal task time to actual task time. The task was deemed to commence at the first pilot control input and complete when the aircraft motion decayed to within prescribed limits (eg position within a prescribed cube, rates < 5 deg/s) for re-positioning tasks or the accuracy/time requirements met for tracking or pursuit tasks. The ideal task time is calculated by assuming that the maximum acceleration is achieved instantaneously, in much the same way that aircraft models work in combat games. So, for example, in a sidestep re-positioning manoeuvre the ideal task time is derived with the assumption that the maximum translational acceleration (hence aircraft roll angle) is achieved instantaneously and sustained for half the manoeuvre, when it is reversed and sustained until the velocity is again zero.

The ideal task time is then simply given by

$$T_i = \sqrt{4S/a_{\text{max}}}$$

where S is the sidestep length and $a_{\text{max}}$ is the maximum translational acceleration. With a 15% hover thrust margin, the corresponding maximum bank angle is about 30deg, with $a_{\text{max}}$ equal to 0.58g. For a 100ft sidestep, $T_i$
then equals 4.6 seconds. Factors that increase the achieved task time beyond the ideal include,

i) delays in achieving the maximum acceleration (eg due to low roll attitude bandwidth/control power)

ii) pilot reluctance to use the max performance (eg no carefree handling capability, fear of hitting ground)

iii) inability to sustain the maximum acceleration due to drag effects and sideways velocity limits

iv) pilot errors of judgement leading to terminal re-positioning problems (eg caused by poor task cues, strong cross coupling)

The higher agility factors achieved with Lynx are principally attributed to the hingeless rotor system and faster engine/governor response. Even so, maximum values of only 0.6 to 0.7 were recorded compared with 0.5 to 0.6 for the Puma. For both aircraft, the highest agility factors were achieved at marginal Level 2/3 handling; in these conditions, the pilot is either working with little or no spare capacity or not able to achieve the flight path precision requirements. According to Fig 5, the situation rapidly deteriorates from Level 1 to Level 3 as the pilot attempts to exploit the full performance, emphasising the 'cliff edge' nature of the effects of handling deficiencies. The Lynx and Puma are typical of current operational types with low authority stability and control augmentation; while they may be adequate for their current roles, flying qualities deficiencies emerge when simulating the higher performance required in future combat helicopters.

Fig 5 Variation of HQR with 

Cliff-Edge of Handling Deficiencies

To establish the kinds of agility factors that could be achieved in flight test, pilots were required to fly the Lynx and Puma with various levels of aggression, defined by the maximum attitude angles used and rate of control application. For the low speed re-positioning Sidestep and Quickhop MTEs, data were gathered at roll and pitch angles of 10, 20 and 30 degs corresponding to low, moderate and high levels of aggression respectively. Fig 5 illustrates the variation of HQRs with agility factor.

Fig 6 Variation of HQR with Af for Different Notional Configurations

The different possibilities are illustrated in Fig 6. All three configurations are assumed to have the same performance margin and hence ideal task time. Configuration A can achieve the task performance requirements at high agility factors but only at the expense of maximum pilot effort (poor level 2 HQR); the aircraft cannot be described as agile. Configuration B cannot achieve the task performance when the pilot increases his aggression and Level 3 ratings are returned; in addition, the attempts to improve task performance by increasing aggression have led to a decrease in agility factor, hence a waste of performance. This situation can arise when an aircraft is PIO prone, is difficult to re-trim or when control or airframe limits are easily exceeded in the transient response. Configuration B is certainly not agile and the proverb 'more haste, less speed' sums the situation up. With configuration C, the pilot is able to exploit the full performance at low workload; he has spare capacity for situation awareness and being prepared for the unexpected.
Configuration C can be described as truly agile. The inclusion of such attributes as safeness and poise within the concept of agility emphasises its nature as a flying quality and suggests a correspondence with the quality Levels. These conceptual findings are significant because the flying qualities boundaries, that separate different quality levels, now become boundaries of available agility. Although good flying qualities are sometimes thought to be merely "nice to have", with this interpretation they can actually delineate a vehicle's agility. This lends a much greater urgency to defining where those boundaries should be. Put simply, if high performance is dangerous to use, then most pilots will avoid using it.

Conferring operational agility on future helicopters, emulating configuration C above, requires significant improvements in handling, but research into criteria at high performance levels and innovations in active control are needed to lead the way. There are two remaining links to be connected to assist in this process. First, between the agility factor and the operational agility or mission effectiveness and second between the agility factor and the flying qualities metrics themselves. If these links can be coherently established, then the way is open for combat analysts to incorporate prescribed flying qualities into their pseudo-physical models through a performance scaling effect using the agility factor. These links will now be developed.

Quality - Objective Measurement

Figure 7 provides a framework for discussing the influence of an aircraft's clinical flying qualities on agility.

![Fig 7 Response Characteristics on the Frequency-Amplitude Plane](image)

Figure 8 shows derived quickness parameters for a sidestep MTE gathered on the DRA Lynx (Ref 13) and configuration T509 flown on the DRA Advanced Flight Simulator (AFS) (Ref 14).
A quickness is calculated for every rate peak in the attitude time histories. The Lynx line on Fig 8 represents the upper boundary of all data gathered for a range of aggressiveness and sidestep sizes. The data includes the cases plotted in Figure 5 showing that at the highest agility factors/quickness, poor Level 2 ratings were awarded. The AFS data corresponds to a 150ft sidestep flown at the three levels of aggressions shown; although the roll bandwidth of the AFS configuration T509 was less than the Lynx (~3 rad/s compared with ~5 rad/s for the Lynx), the control power was similar (~100deg/s) and similar levels of quickness were achieved by the pilots across the full amplitude range. Also shown on Figure 8 are the Level 1/2 boundaries for tracking and other MTEs from ADS33C. There are several points worth making about this data that impact on agility.

1) the shape of the quickness boundaries reflect the shape of the response capability limits on Fig 7. The quickness has generic value and forms the link between the bandwidth and control power but is not, in general, uniquely determined by them.

2) the result of increased aggressiveness is to increase the achieved quickness across the amplitude range.

3) the cluster of quickness at small amplitude correspond with the pilot applying closed loop control in the terminal re-positioning phase and attitude corrections during the accel/decel phases.

4) at low amplitude, the quickness corresponds to the open loop bandwidth except when a pure time delay is present (as with the AFS configuration) when the bandwidth is lower than the quickness.

5) the lower ADS33C quickness boundaries at high amplitude correspond to the lower minimum control power requirements (50deg/s) of Ref 2.

From considerations of control power, quickness and bandwidth alone, Lynx and T509 are Level 1 aircraft. In practice, at the higher aggressiveness when the highest quickness is recorded, both are Level 2. Some of this degradation can be accounted for by simulated visual cue deficiencies with T509 and severe cross couplings with the unaugmented Lynx. The data in Figure 8 is a useful benchmark for the kind of quickness required to achieve high agility factors in low speed MTEs, but it does not provide strong evidence for an upper boundary on quickness (or bandwidth and control power). The AFS rate response configuration T509 was implemented in the DRA's Conceptual Simulation Model (Ref 15) as a simple low order equivalent system of the form;

\[
\frac{\tau}{\eta_{1c}} = K \frac{\omega_a}{\omega_m} e^{-\frac{\tau s}{\omega_a}} \left( \frac{\omega_a}{\omega_m} - 1 \right) \left( \frac{\omega_a}{\omega_m} - 1 \right)
\]

where \( \eta_{1c} \) is the pilot's lateral cyclic stick displacement (rad/s), \( \omega_m \) is the fundamental first-order break frequency or roll damping (rad/s) and \( \omega_a \) is a pseudo-actuator break frequency (rad/s). K is the steady state gain or control power (rad/s, unit \( \eta_{1c} \)) and \( \tau \) is a pure time delay.

Figure 9 illustrates the effects of the various parameters in the CSM on the maximum achievable quickness. In particular the actuator bandwidth has a powerful effect on quickness in the low to moderate amplitude range. Maximising the actuation bandwidth and minimising delays in the achievement of maximum acceleration is in accordance with maximising the agility factor.

![Fig 9 Effect of CSM Parameters on Roll Quickness](image)

The sensitivity of agility factor with the parameters of the CSM is relatively easy to establish. If we consider the same bank and stop MTE discussed in the fixed-wing context earlier, some useful insight can be gained. A pulse type control input will be assumed, although in practice pilots would adopt a more complex strategy to increase the agility factor. To illustrate the primary effect we consider the case where the 'secondary' time delays are set to zero (i.e. \( \tau = 0, \omega_a = \infty \)). For a roll angle change of \( \Delta \phi \), the ideal time is then given by assuming the time to achieve maximum rate is zero.

\[ T_1 = \frac{\Delta \phi}{K} = \Delta t \]

where \( \Delta t \) is the control pulse duration.

The time to reduce the bank angle to within 5% of the peak value achieved is given by.

\[ T_\alpha = \Delta t - \ln(0.05) / \omega_m \]
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The agility factor is then given by,

\[ A_f = \frac{T_i}{T_a} = \frac{\omega_m \Delta t}{\omega_m \Delta t - \ln(0.05)} \]

Figure 10 illustrates the variation of \( A_f \) with \( \omega_m \Delta t \). The bandwidth \( \omega_m \) is the maximum achievable value of quickness for this simple case and hence the function shows the sensitivity of \( A_f \) with both bandwidth and quickness. The normalised bandwidth is a useful parameter as it represents the ratio of aircraft to control input bandwidth, albeit rather crudely. For short, sharp control inputs, typical in tracking corrections, high aircraft bandwidths are required to achieve reasonable agility factors. For example, at the ADS33C minimum required value of 3.5 rad/s and with 1 second pulses, the pilot can expect to achieve agility factors of 0.5 using simple control strategies in the bank and stop manoeuvre. To achieve the same agility factor with a half second pulse would require double the bandwidth. This is entirely consistent with the argument that the ADS33C boundaries are set for low to moderate levels of aggression. If values of agility factor up to 0.75 are to be achieved, Fig 10 suggests that bandwidths up to 8 rad/sec will be required; whether this is worth the 30% reduction in task time can only be judged in an overall operational context.

This simple example has many questionable assumptions but the underlying point, that increasing key flying qualities parameters above the ADS33C boundaries has a first order effect on task performance, still holds. But it provides no clues to possible upper performance boundaries set by flying qualities considerations. As stated earlier, ADS33C does not address upper limits directly. Also, practically all the upper boundaries in Mil Stan 1797 are related to the acceleration capability of the aircraft. As noted earlier, there are tentative upper limits on pitch attitude bandwidth, but it is suspected that these are actually a reflection of the high control sensitivity required to maintain the minimum level of control power required, rather than the high values of bandwidth per se. Control sensitivity itself (rad/s2/in) is a fundamental flying qualities parameter and is closely related to the pilot's controller type; while some data exists for helicopter centre and side sticks, more research is required to establish the optimum characteristics including shaping functions. Mil Stan 1797 provides a comprehensive coverage of this topic for fixed-wing aircraft, rather more as guidance than firm requirements.

Another fruitful avenue appears to lie in the extension of the quickness parameter to the acceleration phase of an MTE. The fixed wing CAP already suggests this as the ratio of pitch acceleration to achieved normal 'g' (effectively, pitch rate). The DRA CSM used in the AFS trials offers a good example to explore and develop the concept of rate quickness. Setting the pure delay term in the CSM to zero for this study, the magnitude and time constant of the peak roll acceleration, for a step control input, can be written in the form:

\[ P_{pk} = \frac{K m}{\gamma} e^{-\omega_a \eta} \]

\[ \omega_a = \frac{\log \gamma}{1-\gamma}, \quad \gamma = \omega_m/\omega_a \]

The rate quickness can then be written in the form,

\[ \frac{P_{pk}}{\Delta p} = \frac{\omega_m}{\gamma} e^{\frac{\log \gamma}{1-\gamma}} \]

and this is plotted in normalised form in Figure 11. During the AFS handling qualities trial described in Ref 14, the lag bandwidth \( \omega_a \) was set at 20 rad/s to satisfy the pilot's criticism of jerky motion. This gave \( \gamma \) of 0.5 at the highest bandwidth flown (TS09). Corresponding values of rate quickness and time to peak acceleration were 0.5 and 0.7, both relative to the damping \( \omega_m \). Intuitively there will be upper and lower flying qualities bounds on both of these parameters. Hard and fast may be as unacceptable as soft and slow, both leading to low agility factors; the opposite extremes may be equally acceptable when referred to the maximum quickness. This suggests closed boundaries delineating the quality levels on the Figure 11 format. More systematic research is required to test and develop this hypothesis further.
Fig 11 Variation of Rate Quickness with Acceleration Time Constant

Quality - Subjective Measurement

Flying quality is ultimately determined by pilot subjective opinion. The 'measurement scale' and understanding for this continue to stimulate vigorous debate but the Cooper-Harper handling qualities rating (HQR or CHR) provides the most widely accepted standard. The operational benefit of good flying qualities has never really been properly quantified using the CHR approach, however. The benefits to safety have been addressed in References 16 and 17, using the Cooper-Harper pilot rating scale as a metric (Fig 1). These references consider the pilot as a vital system component who can fail (be stressed to failure) in an operational context. The authors point out that if a normal distribution of ratings is assumed, then the probability of control loss, $P_{LOC}$, can be calculated for various mean ratings and dispersions (Fig 12). $P_{LOC}$ is the probability of obtaining a rating greater/worse than 9.5, which in turn is simply proportional to the area under the distribution to the right of the 9.5 rating. Thus the probability of flight, and hence mission failure, due to flying qualities can be estimated. For the case studied in Ref 16 and depicted in Fig 12, operating a Level 1 aircraft can be seen to reduce the probability of a crash by an order of magnitude relative to a Level 2 aircraft. This result immediately raises the question - what is the probability of mission success or failure and can the same comparisons be made between aircraft with different mean flying qualities?

Figure 13 shows a notional distribution of ratings, with the regions of desired, adequate and inadequate performance clearly identified. The desired and adequate levels can be considered as reflecting varying degrees of mission (task element) success while the inadequate level corresponds to mission (task element) failure. Effectively the mission is composed of a number of contiguous MTEs, each having a virtual HQR assigned on the basis of performance and workload that the situation demands and allows respectively. If a particular MTE was assigned a Level 3 rating, then the pilot would either have to try again or give up on the particular MTE. Loss of control has obvious ramifications on mission success. The probability of obtaining a rating in one of the regions is proportional to the area under the distribution in that region. Note that, as discussed in Refs 16 and 17, we include ratings greater than 10 and less than 1 in the analysis. The rationale is that there are especially good and bad aircraft or situations, whose qualities correspond to ratings like 13 or minus 2. However, the scale enforces recording them as 10 or 1.

Note too, that the scatter produces, even with a good mean rating, a large probability of merely adequate performance and even a finite probability of total loss of control and crash. We have said in the introduction to this paper that flying qualities are determined by the synergy between internal attributes and external influences. It follows then that sources of scatter originate both internally and externally. Internals include divided attention, stress and fatigue, pilot skill and experience. Externals include atmospheric disturbances, changing operational requirements and timelines, threats etc. The flying qualities community has done much to minimise scatter by careful attention to experimental protocol (Ref 18) but, in operational environments, the effective pilot rating scatter is omnipresent.

Fig 14 shows the probability of obtaining ratings in the various regions when the standard deviation of the ratings is unity. This curve, which we have labelled as preliminary, has some interesting characteristics. First, the intersections of the lines fall close to, or exactly at, the ratings 4.5, 6.5 and 9.5, as expected. Also it turns out that for a mean rating of 7, the probability of achieving inadequate performance is, of course, high, and we can also see that the probability of achieving desired performance is about the same as that for loss of control - about one in a hundred. Improving that rating to 2, lowers the probability of loss to $10^{-13}$ (for our purposes zero) and ensures that performance is mostly at desired levels. Degrading the mean rating from 2 to 5 will increase the chances of mission failure by three orders of magnitude.

We describe these results as preliminary because we assume that there is a rational continuum between desired performance, adequate performance and control loss. For example, desired and adequate performance may be represented by discrete touchdown zones/velocities on the back of a ship and loss of control might be represented by, say, the edge of the ship or hanger door. On a smaller ship (or bigger helicopter), the desired and adequate zones may be the same size, which puts the deck-edge closer to the adequate boundary, or represent a similar fraction of the deck size, hence tightening up the whole continuum. This raises some fundamental questions about the underlying linearity of the scale.
Fig 12 Relationship Between Mean CHR (HQR) and $P_{loC}$

Fig 13 Notional Distribution of Pilot Handling Qualities Ratings for a Given Aircraft
With the servo-model of piloting behaviour, for example, we can always define a desired level of flight path task performance so demanding that, whatever the aircraft attitude bandwidth, pilot induced oscillations will result.

Though these questions remain, pilot rating and mission success or failure are powerfully related through the preliminary data in Fig 14. Flying qualities alone can determine whether operational agility is flawless or whether control is lost.

**Flying Qualities Effects in Combat Models**

The results highlighted in this paper suggest ways by which the effects of flying qualities can be incorporated into unmanned combat mission simulations. Such models are regularly used to establish the effectiveness of different weapon system attributes or tactics, but the human element is usually absent for obvious reasons. The aircraft are therefore assumed to have perfect flying qualities and the models are often configured to ignore the transient responses, effectively assigning an agility factor of unity to each manouevre change or MTE. The impact of these assumptions is twofold; first, that there is no way that flying qualities or their enabling technologies can be included in the trade studies conducted with such models. Second, the implied perfect flying qualities may give a false impression of the importance or the value of mission performance enhancements. The key steps to embodying the key flying qualities effects are suggested as follows;

1) through objective design and assessment establish the level of flying quality and hence the effective mean HQR

2) describe the mission in terms a series of contiguous MTEs, selectable in the same way that set manoeuvres are in combat models

3) establish a MTE hazard weighting on the basis of threat, divided attention and other internal/external factors, that will define the effective HQR for the MTE. This will vary as the mission develops.

4) establish a time scaling for each MTE, on the basis of the maximum achievable agility factor

5) overlay the time scaling on the mission profile; there will be an option for each MTE to fly at reduced agility factor with level 1 HQR or to fly at the higher agility factor at a poorer HQR.

---

Fig 14 Relationship Between Mean CHR (HQR) and Probability of Mission Success, Failure or Crash - Preliminary Results
Improvements or degradations in flying qualities can then be explored through variations in the achievable agility factors and mean HQR for the aircraft and can be linked directly to the enabling control technologies. There are, of course, some fundamental questions associated with this approach. How can we assign the mean rating and the standard deviation? How do we classify the hazards resulting from the various degrading influences? How are the maximum agility factors derived? These and others will need to be addressed if this approach is to be taken further; the benefits are potentially high however, both in terms of clarifying the value of active control to effectiveness and, conversely, establishing the cost of flying qualities limitations to operational agility.

Conclusions and Recommendations

Operational agility is a key attribute of any weapon system and its subsystems from sensors, through the airframe elements, to the primary mission element, eg weapon. The total system can only be as agile as its slowest element and maximising the concurrency within the subsystems is a key method for enhancing agility. AGARD Working Group 19 is currently examining this topic and will report in 1993; the present paper is assembled from material reviewed and developed within this activity. The focus of the paper is the airframe and its primary enabling attribute - its flying qualities. The adequacy of existing flying qualities criteria for providing agility is addressed along with the benefits to agility of good flying qualities and the penalties of poor flying qualities. The following principal conclusions can be drawn.

1) Existing flying qualities criteria provide a useful framework for describing and quantifying agility; however, the quality boundaries are only minimum standards and do not reflect or quantify the desirable characteristics at high performance levels. Indeed, there are no boundaries defined that set upper limits on usable performance.

2) The agility factor provides a measure of usable performance and can be used to quantify the effects of flying qualities on agility; agility factors up to 0.7 can be achieved with current aircraft types operated with high performance margins, but handling deficiencies typically lead to HQRs in the poor level 2/level 3 region. Moreover, the degradation from Level 1 to 3 is rapid. High agility factors achievable with Level 1 flying qualities should be a goal for future operational types.

3) Extensions of the ADS33C innovation, the quickness, into the acceleration response is suggested as a potentially useful parameter for setting flying qualities limits on performance. Flight and simulation data needs to be gathered and analysed systematically to test this hypothesis.

4) It is argued that even a Level 1 aircraft will degrade to Level 2 and 3 in unfavourable situations. In this context, a probablistic analysis can be used to highlight the benefits of improved flying qualities on operational agility and mission effectiveness. Operating a Level 2 aircraft is shown to increase the chances of mission failure by three orders of magnitude, compared with a Level 1 aircraft. The results are preliminary and dependent on a number of underlying assumptions, but indicate a powerful relationship. Experimental results are needed to substantiate the results; these could include learning runs and trials with varying degrees of external influences.

5) Considering the mission as a series of contiguous mission task elements enables the agility factor and probability of success/failure to be overlayed on non-piloted combat mission simulations. This should allow flying qualities to be included in such exercises and flight control technologies to be integrated into mission effectiveness trade studies.

6) The key to ensuring that future projects are not susceptible to performance shortcomings from flying quality deficiencies would appear to be in the development of a unified specification for flying qualities and performance, with a clear mission orientation in the style of ADS33C.
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ABSTRACT

A proof-of-concept hand controller for controlling lateral and longitudinal cyclic pitch, collective pitch and tail rotor thrust was developed. The purpose of the work was to address problems of operator fatigue, poor proprioceptive feedback and cross-coupling of axes associated with many four-axis controller designs. The present design is an attempt to reduce cross-coupling to a level that can be controlled with breakout force, rather than to eliminate it entirely. The cascaded design placed lateral and longitudinal cyclic in their normal configuration. Tail rotor thrust was placed atop the cyclic controller. A left/right twisting motion with the wrist made the control input. The axis of rotation was canted outboard (clockwise) to minimize cross-coupling with the cyclic pitch axis. The collective control was a twist grip, like a motorcycle throttle. Measurement of the amount of cross-coupling involved in pure, single-axis inputs showed cross-coupling under 10% of full deflection for all axes. This small amount of cross-coupling could be further reduced with better damping and force gradient control. Fatigue was not found to be a problem, and proprioceptive feedback was adequate for all flight tasks executed.

INTRODUCTION

A major factor in the design of conventional helicopter controls was the need to provide the pilot sufficient mechanical advantage to overcome aerodynamic and mechanical forces that resist the movement of control surfaces. The conventional control design uses long, large displacement levers as control manipulanda. Cyclic pitch and roll control are on a lever between the pilot's legs. Collective pitch control is on a lever on the pilot's left side, along with a twist grip throttle. Anti-torque control is on pedals.

New technology has provided an impetus to change the conventional control arrangement. Increased pilot tasking associated with new mission equipment requires greater use of the pilot's hands for tasks other than flight control. The development of new flight control technologies has allowed redesign of the flight controls to support this need. For example an automatic throttle can eliminate or greatly reduce the need for the pilot to make inputs through the mechanical throttle twist grip.

The development of servo-actuated control surfaces has permitted significant change in the pilot-control interface. In fly-by-wire systems the pilot's control input consists of a change in line voltage which is interpreted by a logic circuit or computer in order to drive a control surface servo. Fly-by-wire systems offer a number of advantages over mechanical systems. These advantages include more sophisticated input schedules (e.g., variable gain, automatic coordination) and reduction in the size and travel of the control manipulanda, themselves.

¹ Dr. De Maio is currently Research Manager at the U.S. Army Aeroflightdynamics Directorate
Ames Research Center
Moffett Field, CA

² Opinions expressed herein are solely those of the authors and do not reflect those of the U.S. Army nor of McDonnell Douglas Helicopter Co.
The improvements that come from fly-by-wire allow a number of changes in the control manipula in the cockpit. Fly-by-wire control systems can support compact, small displacement controllers. They also permit the combining of control axes on a single manipulandum. Three- and four-axis controller configurations have been implemented with varying degrees of success. Common designs have been cascaded, that is, the multiple axes have been placed one atop the other (see Figure 1). In the most usual designs cyclic pitch and roll have been placed at the bottom of the controller in a configuration analogous to the conventional cyclic controller. Yaw, or anti-torque, control has been placed on a rotational axis of the grip. In four-axis designs collective input has been made through a translational movement of the grip.

![Figure 1. Cascaded Multi-axis Controller](image)

Multi-axis controllers have had a number of problems with interface to the pilot. The quality of feedback on the size and direction of inputs has been poor. A related problem has been fatigue associated with sustained use. Also cross-coupling between axes has led to inadvertent control inputs (Prouty, 1992).

The usual approach to addressing these problems has been to attempt to minimize them by adjusting breakout force and force/input schedules. This approach has had limited success. The RAH-66 Comanche program has proposed 4-axis controller (Harvey, 1992), but this approach is now questionable.

Another approach to minimizing the negative characteristics of multi-axis controllers has been to alter the flight control laws to reduce the need for the pilot to make cross-coupled or fatiguing inputs. This approach has also been used to some extent on helicopters with conventional or hybrid control systems. Examples are the AH-64 Apache, command trim switch, and the OH-58 Kiowa, intermixing bell crank. The command trim switch allows the pilot to "center" the cyclic and pedals at the current position at the time of switch depression. This reduces pilot fatigue by eliminating the need for the pilot hold inputs. The intermixing bell crank is a mechanical system that trims cyclic pitch to compensate for the pitch up moment induced by increasing collective pitch, again reducing pilot fatigue.

Fly-by-wire allows even greater adjustment of the flight control laws because the flight control computer can interpret a single pilot input to command coordinated movement of several control surfaces. For example the Advanced Digital Optical Control System (ADOCS, Landis and Glusman, 1986) interprets a "cyclic roll" input to mean either commanded side slip rate or commanded coordinated turn rate, depending upon airspeed. This approach does not directly address the controller design problem, but it could reduce their effects by reducing the need to
make or sustain certain inputs. In practice this approach has experienced difficulty in defining control laws that are comfortable and intuitive to pilots and that support the full aircraft performance envelop.

THE TEST CONTROLLER

The problems of fatigue, poor precision and cross-coupling associated with cascaded multi-axis arise because the geometry of the controller is incompatible with that of the wrist. This incompatibility can cause cross-coupling within the wrist during multi-axis movements. The twisting anti-torque input is particularly prone to cross-coupling. Also certain input motions can place an excessive load on muscle groups that are easily fatigued. The lifting collective input is particularly fatiguing.

The design objective for the test controller was to minimize the negative characteristics of a cascaded, multi-axis controller design by orienting the axes in a way more compatible with the geometry of the wrist. Two aspects of the design supported this goal. The first aspect was a change in the orientation of the grip to place the hand in a more relaxed and natural position. The second aspect was to allow the hand to be positioned on the grip in a way that would facilitate isolated inputs.

A design drawing for the controller is shown in Figure 2. The cyclic pitch and roll were placed in the usual configuration on a universal joint at the base. Anti-torque ("pedals") is on a pivot atop the cyclic control. Two adjustments were provided at this point to allow for optimum ergonomic configuration. A rotational adjustment (not shown) allowed the grip to pivot in the plane of cyclic roll. This adjustment changed the position of the hand and wrist from horizontal to 45 deg. from horizontal. The second adjustment let the grip translate relative to the anti-torque pivot. This adjustment positioned hand over the roll/pitch pivot. The thrust (collective pitch) control was a motorcycle-type twist grip. Twisting the grip forward increased thrust. There was no separate throttle control.

The actual device was both simple and inexpensive. Centering was accomplished by means of opposite acting coil springs. Force gradient could be adjusted by replacing the springs. No damping was provided. A friction lock on the thrust control could be adjusted so that an input could be held or the control would return to the null position. The thrust control adjusted both forward and aft from the null, so that inputs could be either commanded thrust (forward only) or deltas from the current value (fore and aft).

CONTROLLER EVALUATION

Two evaluations were performed. One evaluation consisted of making full deflection inputs on one axis and measuring the cross-coupled output on the other axes. The second evaluation consisted of installing the controller in a limited fidelity flight simulator and evaluating it subjectively.

The controller was installed in a limited fidelity flight simulator at McDonnell Douglas Helicopter Company for both evaluations. For evaluation of cross-coupling the virtual prototyping computer system for generating flight instrumentation was programmed to simulate a four-channel oscillograph. The display in the cockpit was masked to prevent the subject's seeing his input. After data collection began, the subject made a full deflection input on one control axis. This input consisted of a movement from the null position to one stop back to the other stop and finally to the null position. Output of all four axes was recorded.

Typical controller output is shown in Figures A1 through A8. Two recordings are shown for each control axis. One shows an example of a small cross-
coupled controller response, and one shows a relatively large cross-coupled response. In the worst cases cross-coupling is about 10% of full deflection output. Typically it is under 5%, and in the best cases it is around 1% or less. The worst cross-coupling appears in cyclic pitch response to thrust inputs.

Interestingly, cross-coupling between roll and pitch axes is of about the same size as other cross-couplings. Roll and pitch are not problem axes in this type of controller configuration. The observed cross-coupling was very likely a result of the limited engineering design of the proof-of-concept device. Centering, control of breakout force and force displacement schedule were imprecise and there was no control of damping. Improvements in these areas should greatly reduce cross-coupling.

The simulator used for the subjective evaluation was a limited fidelity device having a two channel Sogitec computer generated out-the-window visual scene and a 9 inch CRT panel instrument display. In addition to the test controller, it contained conventional controls from an SH-53. Two aircraft models were used. The AH-64 model had stability augmentation as in the Apache. The MD-500 model had no stability augmentation. Both models had an autothrottle.

Simulation engineers, familiar with both the AH-64 and MD-500 simulated flight characteristics, performed a variety of flight tasks using both the conventional and test controls. These tasks included high speed flight, low speed flight, hover and hovering flight and "pedal" turns. Based on the...
subjective opinions of the
engineer/pilots the test controller was
found to be comparable to the
conventional controls in all modes of
flight.

The most demanding task for the test
controller was high speed flight with the
MD-500 aircraft model. This model had
no stability augmentation, coordination
or command trim. Therefore the pilot
had to make and hold anti-torque and
anti-pitch inputs. The pilots were able
to make the inputs as accurately with
the test controller as with the
conventional controls, but they found
them more fatiguing due to the higher
force gradients and lack of trim control
in the proof-of-concept device.

CONCLUSIONS

The proof-of-concept, cascaded, four-
axis controller showed cross-coupling
between control axes that was small
enough to be potentially applicable for
helicopter applications.

While cross-coupling was intrinsic to
the cascaded design, the quality of design
and fabrication contributed significantly
to the amount of cross-coupling.
Improvements in breakout, force
gradient and damping could greatly
reduce cross-coupling.

The device was found to be accurate and
easy to use in simulation. Control of the
simulated helicopter was subjectively
comparable to conventional controls.
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Abstract
The motivation for research into helicopter agility stems from the realisation that marked improvements relative to current operational types are possible, yet there is a dearth of useful criteria for flying qualities at high performance levels. Several research laboratories are currently investing resources in developing second generation airborne rotorcraft simulators. The UK's focus has been the exploitation of agility through active control technology (ACT); this paper reviews the results of studies conducted to date. The conflict between safety and performance in flight research is highlighted and the various forms of safety net to protect against system failures are described. The role of the safety pilot, and the use of actuator and flight envelope limiting are discussed. It is argued that the deep complexity of a research ACT system can only be tamed through a requirement specification assembled using design principles and cast in an operational simulation form. Work along these lines conducted at DRA is described, including the use of the Jackson System Development method and associated Ada simulation.

Introduction
The central issue when setting requirements for in-flight simulation involves the trade-off between performance and safety. The integrity of the experiment, from the very concept being tested through to its implementation in software and hardware, determines the achievable flight performance level. The greater the uncertainty in the behaviour of the simulated aircraft, then the higher the risk of misbehaviour; likewise, the lower the reliability of the experimental system, then the greater the risk of failure and consequent misbehaviour. It follows that the higher the inherent performance of the aircraft and its experimental system, the higher is the risk that misbehaviour will lead to an accident. Operational constraints and regulations usually dictate that this dilemma is resolved in favour of safety, hence compromising performance, or making it very expensive to achieve. These ideas are not new of course, and have featured large in the aircraft systems field for many years; the disciplines of modern design, test and implementation methods now ensure a degree of confidence in solutions to well defined problems. The compounding dilemma is that research into new and improved flying qualities contains the problem definition itself, and defining the flying qualities boundaries requires gathering data with Level 2 and 3 configurations.

The development of full authority, flight critical, active control technology (ACT) for helicopters has been proceeding apace for more than ten years with nine experimental aircraft in the form of research and technology demonstrators having flown in the western world. In the search for the quantum change in helicopter flying quality, a variety of solutions to the performance/safety tradeoff have been employed, including constrained experimental flight envelopes, multiple redundant hardware and limited performance actuation systems. All experimental systems have employed a Safety Pilot whose cockpit controls are back-driven, providing the primary cue on the behaviour of the system; experience has shown that the Safety Pilot is the most critical safety element. Along with ground-based simulators, these first generation variable-stability, active control helicopters have been used extensively to explore novel control methods and to build the database from which the ADS33C flying qualities criteria have been developed and substantiated.

Several Nations are now looking forward and planning the development of second generation ACT helicopters with a range of new research objectives in mind, centred on the need for greater levels of automation;

i) to extend operations in degraded visual cue environments,

ii) through the provision of carefree handling, enabling safe exploitation of the full operational flight envelope (OFE),

iii) through the integration of flight with fire control, engine control and mission systems to provide greater concurrency and hence operational effectiveness.

Research into these aspects of helicopter ACT needs to deliver solutions that will increase performance and safety in harmony. Ironically, as noted above, when exploring a new idea in flight, performance and safety attributes can conflict, and there is a potential problem that development of ACT and its operational benefits will be hindered by this dilemma. Recognition that a certain level of risk is inevitable is the first step towards resolving this problem; establishing well formulated operating procedures that contain the risks during the exploration of new concepts is the second. Adopting an approach to specification and design, that tame the complexity of the integration of the flight control system with the vehicle, its subsystems and
the pilot, is the important third step in this process and will feature as one of the key themes of this paper.

The paper reviews the UK DRA (formerly RAE) programme to define the requirements for and to build a high performance flight research system, designated ACT Lynx. Taking the performance/safety tradeoff as a starting point, a number of topics are addressed.

1) The performance requirements and the driving research objectives will be outlined; the emphasis from the outset has been to achieve high agility at low pilot workload.

2) The safety constraints and how they reflect on system architecture and airframe health will be addressed. The role of the safety pilot will be described and issues surrounding intervention times following failures will be addressed, drawing on results from an exploratory ground-based simulation conducted at DRA. Experience with other experimental ACT helicopters are discussed and (non-attributed) examples of the kind of failures that safety pilots have had to cope with in the past will be highlighted.

3) A vital key to confidence that an experimental flight control system will perform as required lies in the development of the functional requirements as an integral part of the system design. This has been achieved in the ACT Lynx project by the incremental development of an Ada simulation of the triplex redundant system using the Jackson System Development (JSD) methodology. The approach focusses attention on the interface of the experimental system with the outside world, eg operations at the pilot vehicle interface (PVI), the actuation system, sensor system etc. The behaviour of the system is considered from a constructional/design, rather than a hierarchical/descriptive, viewpoint. This distinction is crucial at an early stage to capture all the nuances of the intended behaviour. In addition, many of the human factors issues at the pilot/vehicle interface can be examined in detail through simulation. This approach is described.

4) The methodology for control law design and assessment is described. An important concern is the validation of the behaviour of the implemented control law; early in its life it will be immature and made up of several, limited flight-envelope, un-integrated functions. The development towards continuous, full flight envelope, agility enhancing control functions involves a gradual expansion of the envelope and actuator authority, using ground based simulation to pave the way for the flight tests. The philosophy will be described, including the role of the curtain limiter, a device for moderating the control inputs to the experimental actuators.

The UK programme is currently at a hiatus due to funding limitations, but sufficient ground has been covered to provide some clear messages for others striving for similar goals. The UK continues to collaborate with the key players in the research field - US Army/NASA, NRC and DLR - and this paper presents the opportunity to stimulate discussion, with the wider manufacturing and research community, on some of the trade-offs in this important area.

Harmonising Safety and Performance

Research Objectives

A companion paper at this Conference (Ref 1) has highlighted situations where current operational helicopters lack agility, such that when operated at high performance levels, flying qualities deteriorate and lead to high piloting workload. Figure 1 reflects this through the variation in pilot handling qualities ratings (HQR) with Agility Factor - the ratio of ideal task time to actual task time in a mission task element (MTE). As the pilot increases performance, the degradation from level 1 to poor level 2)level 3 ratings is rapid, making the use of high performance potentially quite dangerous.

![Pilot Handling Qualities Ratings vs Agility Factor for Lynx](image)

**Fig 1 Pilot Handling Qualities Ratings vs Agility Factor for Lynx**

The results shown in Figure 1 were gathered on the research Lynx at DRA Bedford, flown at much higher weights than in normal operational Service, to simulate the higher performance margins expected of future types; the results are considered to be typical of all current Service aircraft and indicate a clear goal for research into improved flying qualities. A primary objective of ACT Lynx was therefore aimed at demonstrating the achievement of Level 1/2 flying qualities at high agility factors as shown in Fig 1. This and other key research objectives are summarised in question form as follows;
1) Can level 1 flying qualities be achieved at high agility factors? Research to answer this question would produce a database from which carefree handling functions could be defined and potential upper flying qualities boundaries identified.

2) Can multi-axis sidesticks be used effectively in such circumstances and what level of automation is required to facilitate their use? This research would address the ergonomic aspects of sidesticks and define the optimum feel characteristics and sensitivities; it would also address the use of such controllers with reversionary, less well augmented, modes.

3) Can high performance be achieved in the presence of strong disturbances? Disturbance rejection and ride-control functions can be designed to operate effectively at considerably higher bandwidths than handling-control functions and this research would define those control functions and associated sensor requirements.

4) What are the critical control augmentation/display trade-offs in degraded visual conditions? Research would address the integration aspects of displays and response types for different usable cue environments (UCE), blending issues and identify critical parameters in the controls/displays trade-off.

5) How can ACT be exploited to enhance functional integration between the flight control system and mission systems eg fire, engine, navigation? This question would direct research towards maximising concurrency between the flight and mission management systems, leading ultimately to the potential for fully automated flight.

Objectives 1, 2 and 3 require the high-fidelity environment of an in-flight simulator, able to operate in realistic scenarios close to the visual-cue-rich environment of natural terrain and cover, whereas considerable progress towards Objectives 4 and 5 can be made with ground-based simulation. In addition, the displays and integration research require considerably more on-board equipment. Hence the initial foci of ACT Lynx were to be the three high performance objectives.

**Performance & Safety - The Conflict**

The operational flight envelope for the Lynx Mk 7 represents the baseline ACT Lynx envelope. Key features are given in Table 1. The high values of attitude quickness and bandwidth stem from the hingeless rotor on the Lynx with its 13° effective flap hinge offset. The rotor provides a high natural damping and control moment capability enabling higher levels of agility to be exploited than with articulated rotor helicopters. Figure 2 illustrates the envelopes of roll and pitch quickness achieved in the Lynx for Sidestep and Quickhop re-positioning MTEs (Ref. 2). The envelope covers the full attitude range to illustrate the high bandwidth (low amplitude) and control powers (high amplitude) achieved even in these, non-tracking, MTEs.

<table>
<thead>
<tr>
<th>Performance Aspect</th>
<th>Lynx Mk 7 Flight Envelope for ACT Lynx</th>
</tr>
</thead>
<tbody>
<tr>
<td>hover thrust margin</td>
<td>&gt; 20% (sea level, 20 deg C)</td>
</tr>
<tr>
<td>roll, pitch, yaw control power</td>
<td>&gt; 100 deg/s, 60 deg/s, 60 deg/s</td>
</tr>
<tr>
<td>quickness for 10 deg attitude change</td>
<td>&gt; 4 rad/s (roll), 2 rad/s (pitch)</td>
</tr>
<tr>
<td>attitude bandwidth in hover</td>
<td>&gt; 5 rad/s (roll), 3 rad/s (pitch)</td>
</tr>
<tr>
<td>low speed side velocity envelope</td>
<td>30 kn</td>
</tr>
<tr>
<td>load factor</td>
<td>&gt; 2 g, 0 g</td>
</tr>
<tr>
<td>Vmax</td>
<td>&gt; 140 kn (sea level, 20 deg C)</td>
</tr>
</tbody>
</table>
The control laws are able to exploit categories; but this does not appear to have a sound theoretical foundation. In reality, both the above software failures are deterministic and context dependent and unless the testing happens to include the particular conditions, the error is likely to be missed.

The Safety Pilot

Failures in both categories can be expected to occur throughout the life of an ACT research vehicle and give rise to a variety of different behaviour including fast/slow hardover, oscillatory or frozen actuator demands. Acknowledging this, the next set of questions relate to the integrity of the system, the related tolerance to failures and the means of protection. All ACT research helicopters operated over the last ten years have included one principal element in common in this regard - they have all had a Safety Pilot, whose controls are back driven by the research actuators. The latter have either been special purpose, dual mode (electro-mechanical) type (Refs 3, 4, 5) or connected in parallel with existing power control units (Refs 6, 7, 8). All types have been full authority, high rate actuators. The safety pilot, with his backdriven controls providing an immediate and instinctive cue as to the health of the system and the experiment, is generally regarded as the most important and vital safety element. A well trained safety pilot will be able to identify misbehaviour through the motions of his backdriven controls, and can take rapid action to preserve flight safety. However, very special skills are required to make a good safety pilot, among which is the ability to judge when and when not, to disengage and how to recover to a safe flight condition. It is a very demanding role and any help that the system can provide will reduce the workload and lessen the risk of a loss of control.

Help can be provided in the form of a fail-safe or fail-operate system configuration. Fail-safe normally relies on a monitor system running concurrently with the flight control system, either sampling and comparing dual channels or comparing the signals in a single lane with that from a model. If the comparator detects a difference, outside a defined threshold, the system will be tripped out and control will be returned to the safety pilot with appropriate alert signals. Fail-operate signifies that the system can continue operation following one or more failure; through monitoring and voting, faults can be detected and isolated. The remaining healthy system components continue to function as normal, but the crew is alerted to the fault. For a single fail-operate system, the system degrades to fail-safe following a failure. Operational fly-by-wire fixed wing aircraft are normally designed with a two fail-safe capability with respect to hardware failures to achieve the necessary overall system integrity. This requires a triplex-monitored or quadruplex system architecture. The research helicopters operated over the last ten years have a variety of different solutions implemented. The NRC's Bell 205 (Ref 3) and DLR's BO105 (Ref 6) are both single string systems with a limited fail-safe capability centred on the fly-by-wire actuator input/output relationship. Rotor flapping is monitored in the 205 and hub moment in the 105 with

---

**Fig 2b Pitch Attitude Quickness**

The quickness is a direct measure of agility, closely related to the time to achieve an attitude change. At the two amplitude extremes the achieved quickness values are well above the ADS33C Level 1 requirements for bandwidth and control power and there is a generous margin in the moderate amplitude range, even relative to the tracking MTE boundary. Combined with a moderate hover thrust margin, maximum 'g' capability and wide speed envelope, these performance characteristics make Lynx well suited as an ACT testbed. But the performance is only useful if control laws are able to exploit fully the OPE and this raises fundamental safety issues concerning the aircraft behaviour following ACT system failures.

System failure can be loosely classified under two categories:

1) hardware failures; these are usually assumed to be random in nature, hence only predictable in a statistical sense, eg one failure expected within $10^7$ operating hours. The usual method of protecting against such failures is to build in hardware redundancy together with comparators and monitors, effectively to increase n.

2) software failures; two ways that a software implementation can 'fail' or misbehave follow from either the correct programming of the wrong reaction or failure to take certain situations into account. It is sometimes claimed that the probability of a software error occurring can be related statistically to the degree of testing carried out,
both having limits which, if exceeded, trips the systems out. The ADOCS demonstrator (Ref 4) included a triplex fly-by-light hardware configuration and an independent (analogue) monitor. The latter was designed to model the behaviour of the primary flight control system (PFCS), hence automatic flight control system (AFCS) inputs were signalled as errors by the comparator; the thresholds were set to allow moderately aggressive flying. This, so-called DOCS monitor, was designed to catch software and other common mode failures. The AVOS research aircraft (Ref 8) comprised a dual-duple architecture providing, in principal, a two-litl operate capability. The concept included flight envelope limiting features within the control system. Most of these aircraft also featured a trip when the engine/rotor system torque exceeded a prescribed value.

From this very brief review of some of the current designs it is clear that help can be provided to the safety pilot in a multitude of ways; it is also clear that current wisdom suggests that he does need help, particularly in the detection of rapid, potentially rotor damaging, control inputs. The dilemma comes from trying to distinguish between a system failure and a genuine ACT system command; both can look very similar at the actuation stage. Failures from hardware faults can be detected and isolated through fail-safe or fail-operate architectures; software failures are considerably more difficult to detect. As noted above, software errors in both the categories discussed above are likely to be a regular occurrence in the development of a control law. Examples (non-attributed) of software failures that have occurred on ACT helicopters include,

1) 3-axis hardover caused by divide by zero - excursions of 20 deg pitch, 35 deg roll and 20 ft height loss during recovery,

2) control modes not referencing to correct flight condition, leading to position error and roll into turn,

3) integrators not inhibited at control stops, leading to time delay in response to following input,

4) no priority given when engage/disengage pressed simultaneously

All led to a transfer of control to the safety pilot, although there was inevitably some delay in recovery due to failure recognition problems. It should be stressed that no accidents have occurred on ACT research helicopters to date.

Safety Pilot Simulation

To gain a better understanding of the kind of behaviour that Lynx would exhibit in response to failures and the resulting safety pilot reaction, an exploratory simulation trial was carried out on the Advanced Flight Simulator at DRA (Ref 9), using the small motion system. A Lynx, augmented with an ACT system, providing Level 1 flying qualities, was flown through a range of mission task elements. The safety pilot occupied the cockpit on the motion base, with the 'evaluation' pilot flying from the control desk.

Fig 3 Statistical Summary of Excursions During Failures and Safety Pilot Recovery
Hardover failures were injected in combinations of axes at various points during the flying, and the safety pilot's task was to disengage the ACT system and recover the aircraft without exceeding limits and, of course, avoid the ground and obstacles. Following disengage, the aircraft configuration was Lynx with limited authority stability augmentation, as envisaged for ACT Lynx. This initial investigation had several related objectives including an evaluation of alternate disengage and alert mechanisms. A total of 61 failure events were flown with three evaluation pilots. With the preferred 'force' disconnect system, all disconnects were achieved in less than 0.3 second; 'button' disconnects resulted in longer times, up to 1 second. Figure 3 shows a statistical summary of the peak values of critical aircraft states recorded during recovery relative to the flight envelope limitations, including the height loss. The 3g peak occurred following a right cyclic/pedal runway in a right turn, when a height loss of 63 feet was also recorded. The load factor limit was exceeded on this occasion to avoid hitting the ground. The main rotor torque and rotorspeed limits were both exceeded once, the former following a sympathetic positive collective failure in a bob-up. The results of the work reported in Reference 9 are tentative. The AFS simulation cues were limited and the Lynx aircraft model has known deficiencies particularly in the off-axis responses and in hard turns. Also, worst cases may not have been evaluated and instinctive, trigger disengage mechanisms were not evaluated. Nevertheless, the potential for very rapid flight envelope exceedances during failures, when operating close to limits, was demonstrated and the dangers of vertical flight-path excursions during recovery were highlighted.

**Protection Devices**

Protection against such occurrences needs to take into account that responses to failures can be similar to the response to an aggressive pilot-input applied to maximise agility. An approach used in the past has been to restrict the inputs to the rotor through employing both limited authority series actuators (as normally found in a conventional SCAS) and parallel actuators with reduced rates. Figure 4 illustrates the roll kinematics and pilot's lateral cyclic command during a sidestep manoeuvre on a phase plane. The shaded areas correspond to the excluded region if series/parallel, frequency-splitting, actuation had been used with typical 20% (20%/s) authority. The manoeuvre would have been severely compromised. Fig 5 illustrates the control/actuation quickness or 'attack' for the Lynx sidesteps showing values up to the PFCU bandwidth of 15 rad/s at small amplitude and quite high values extending out to large control inputs. The superimposed lines correspond to boundaries set by different actuation rates. The Lynx actuation system is able to achieve values greater than 200%/s in single lanes. Any actuation rate limiting below this would clearly deprive the pilot of performance, but no systematic investigation of this aspect was carried out. Actuation limiting in such a crude manner can be effective but needs to be implemented in software if the limits are to be extended as confidence grows in the behaviour of a control law. This is effectively what happens with ADOCS, although in that implementation (Ref 4) the DOCS monitor tripped the ACT system out if rates and amplitudes from the AFCS were too high. For ACT Lynx, a scheme based on this approach was suggested, illustrated conceptually in Fig 6. The so-called 'Curtain Functions' would be defined in the software that limited the actuator inputs as shown in Fig 6. Initially, for a new control law, the curtain would be well closed, offering maximum protection following failures. As the control law developed and confidence grew in its behaviour, the curtains would be opened incrementally, until full performance was available. The concept has yet to be evaluated in simulation but potentially offers a safe route through to high agility.

As noted earlier, the ACT helicopters that have been operated over the last 10 years have adopted many different approaches to this protection question. It is believed that three main factors contribute to the 100% safety record in the operation of research ACT helicopters.

a) the reliance on an experienced, well trained and highly skilled safety pilot

b) the adoption of operating procedures that emphasise flight safety

c) the use of flight envelope monitors or restrictions that inhibit agility, particularly in low level trials.

For ACT Lynx, it was always considered that the practices in categories a) and b) developed by organisations like DLR, NRC and NASA would be fully adopted. The focus on agility research, however, meant that issues associated with c) had to be faced squarely and an alternate strategy developed that enabled a way forward. A fail-operate/fail safe (FOFS) architecture was selected to provide full protection against hardware failures, with the argument that in safety critical situations, even the safety pilot may not have sufficient time to recover with only a fail-safe system. Methodologies that ensure comprehensive verification and validation of the software system elements would be vigorously pursued. It was recognised that there would be two components to the embedded software, a high integrity 'core', including consolidation, monitoring, voting and actuator drive functions that would remain essentially fixed during the development of a control law, and the control law itself and its attendant curtain function, that would regularly change in structure and data input. The control law was envisaged as the most appropriate place for the envelope limiting to be incorporated, in the form of carefree handling functions. Ultimately, the control law would need to function without independent monitoring, to enable the high agility testing to be realised. For both kinds of software it was considered that a high investment in the requirements capture and definition process would pay off in high system integrity; these issues are developed further in later sections.

**Airframe Fatigue Usage**

Before discussing these aspects, there is one additional consideration regarding safety that was addressed with ACT
Lynx - the question of the impact of ACT flying on airframe fatigue. It was always recognised that an agility research aircraft would spend a greater proportion of flight time in high-fatigue-usage manoeuvres, than its operational counterparts. Also, the effects of the ACT control functions on control linkage and rotor loads was relatively unknown. A third issue stemmed from the recognition that the existing aircraft's OFE was defined with a margin relative to the safe flight envelope and that carefree handling functions would, in principle, allow some of this additional performance to be used with safety. Some form of load monitoring in this regime would be essential. The critical structural areas were identified by the manufacturer and comprised components on the main/tail rotor hub and blades, control links, fuselage frame and gearbox, tail cone and fin. These components have since been strain-gauged for non-ACT purposes and are undergoing in-flight calibrations at the time of writing. The data from the strain gauges are processed in two different ways. First, via a telemetry link to a ground station to enable real-time monitoring of loads and, second, to the on-board recorder system for post-flight analysis and fatigue usage calculations. From a safety standpoint, the fatigue usage monitoring task was seen as an integral part of the comprehensive approach taken with the ACT Lynx concept.
As a bonus, much valuable data on the different airframe load spectra experienced with the ACT system would be gathered and, ultimately, the load measurements would be available to the ACT system itself in the pursuit of envelope-expanding carefree handling functions.

In summary, the achievement of high performance with ACT Lynx was to be enabled through the incorporation of several layers of 'safety net'. The hardware would be designed to exhibit fail-operate/fail-safe reliability. The 'fixed' software would be designed and tested to be fault free. The control law software would operate within the constraints of the actuator curtain and be developed to a fault free state for testing in flight critical regimes. The safety pilot would be the ultimate protection against damaging flight path excursions and limit exceedances. Fatigue monitoring and accounting would protect against the consequences on airframe health of unconventional manoeuvres and control activity and provide a check for greater than usual fatigue life consumption. These safety nets were autonomous by design, yet it was recognised that only through their proper integration into the ACT Lynx concept would the performance targets be achievable. A comprehensive requirement specification was needed for the total system, developed through simulation, that defined the range of interacting functions and their operations.

**Requirement Specification & Incremental Simulation**

**Preliminary Design Evaluation**

The ACT Lynx design concept evolved from a number of preliminary studies which carefully explored the feasibility of modifying the DRA Research Lynx into a variable stability, active control, research helicopter.

**Fig 7 The ACT Lynx Concept**

Practical issues addressed in these initial studies included a confirmation that the installed power and actuator system were sufficient to test to the limits of the desired ACT Lynx flight envelope, and that the mechanical linkages could be modified to allow backdriving by a set of high performance parallel actuators. Additional equipment such as sidestick controllers and advanced sensors were specified and an outline of the system architecture proposed in terms of a triple flight control computer and a dual duplex actuator drive and monitoring unit. An entirely triple architecture would have satisfied the fail-operate/fail-safe
requirement but, in the case of the ACT Lynx, a final component having a dual duplex arrangement was deemed to be more appropriate to connect harmoniously with the duplex hydraulic systems and primary flight control units (PFCUs). The ACT Lynx concept is illustrated in Figure 7.

A further aspect that received some preliminary design consideration was the nature of the pilot interface - that is, the displays, switches, buttons etc, that the pilot would require in order to engage and operate the facilities of the new system. These items were analysed and their likely functionality and appearance described in outline. When, in the light of these preliminary studies, the prospects for the ACT Lynx project seemed favourable, attention turned to developing a high quality specification (Refs 10, 11).

**Specification Structure**

In the design team there was a genuine commitment to avoid the pitfalls of many other projects and leave nothing to chance in the specification of the new system. In particular, there was a determination that the requirements specification must solve all of the significant design issues. That is, it must be correct, it must be complete, and it must be validated.

Such considerations placed a considerable challenge upon the team in the preparation of the requirements specification since there had to be sufficient detail to be totally unambiguous; that is, the implementation had to be clear, while at the same time there had to remain a high level of visibility of the design concepts and what the system was trying to do and why. These requirements are often incompatible since the very accumulation of a morass of detail imparts a complexity that militates against understanding. It is such complexity which needed to be tamed by an appropriate design and specification method, and which led to the decision to use modern software design methods for application to the whole diverse system. It was also recognised that hierarchically organised descriptions could be an effective technique for reducing complexity and in this case a decomposition of the system into its major functional elements seemed to be the most natural. This decomposition was the only one that was imposed on the system a priori. The outcome is shown in Figure 8, where the square and rectangular components are those relevant to the specification exercise. The bold rectangles are referred to as processing elements to be embodied in a Flight Control Computer (FCC), although such terminology was not used in the written specification. The elements of the system are described in the order of the primary flow of the signal information as illustrated by the arrows in Fig 8.

(i) Sensor Element (SE). This leading element contains the aircraft motion sensors - attitude and rate gyro and accelerometers, and also the air data units for obtaining velocity components, pressure and temperature information.

(ii) Crew Station Element (CSE). The other leading element incorporates the conventional controls for the safety pilot and a versatile sidestick controller facility for the evaluation pilot. For convenience these inceptor components were grouped together as an Inceptor Element (IE). The CSE also contains the various interfaces for the pilot to engage, operate and be cued by the ACT system as follows:

(a) Pilots Control Panel (PCP) - used by the Evaluation Pilot for engagement and disengagement and also for conducting the system-test sequence. Engage and Disengage operations would normally be performed using switches on the pilot's controls.

(b) Repeater Panel (RP) - provides a copy of the displays for the Safety Pilot.

(c) Menu Panel (MP) - provides other ACT interactions, such as selecting one of the available control laws and sets of parameter values. The same panel provides the interface for injecting preprogrammed disturbances into the system, as part of a flight-test facility used, for example, in gathering data for the validation of the helicopter simulation models and in demonstrating compliance with flying qualities requirements of new control laws.

(d) Mode Select Panel (MSP) - available for in-flight selection of control modes, for example, height-hold, speed-hold, hover hold.

(iii) Control Law Input Support Element (CLISE). This element has the main purpose of processing and managing the information from the Crew Station and Sensor Elements. It also contains the function for scheduling of a comprehensive system test.

(iv) Control Law Element (CLE). This element is supplied with inceptor, sensor, mode selection and related information by the CLISE. The CLE is the raison d'être of the ACT Lynx since it hosts the experimental control laws which are to be evaluated. It is this element that the user of the ACT Lynx, the flying qualities engineer, will interact with. Carefully verified and validated control law software will be plugged into and unplugged from this element. Typically, six control laws will be selectable by the experimental pilot with an additional choice of up to six sets of parameters within each law.

(v) Control Law Output Support Element (CLOSE). The element following the CLE interfaces the demands produced to the remainder of the system. It also provides a selectable limiter on the demands produced by the control law as additional protection against immature software.

(vi) Actuator Drive and Monitoring Element (ADME). The final element to provide processing takes the demands from the CLOSE and produces drive signals for the parallel actuators resident in the Actuator Element, and the series actuators in the PFCU. The ADME also manages the
Fig 8 The ACT Lynx Logical Elements

Engagement of the ACT system through the energising of the parallel actuators, and supplies a normal autostabilisation function when the ACT system is not engaged.

(vii) Actuator Element. The parallel actuator system is last in the sequence. The parallel actuators are connected to the conventional control runs from the safety pilot; when the actuators are engaged (hydraulically powered), the controls are back driven to provide the safety pilot with essential control position cues and to aid in recoveries, and forward driven to the Lynx PFCUs.

(viii) External System Support Element (ESSE). In support of the above network of elements is an element which essentially provides a catchment for all of the significant data in the system. It interfaces with the on-board data acquisition system and also with the experimental helmet mounted or head down displays. A record of all system related events such as engagement, disengagement and diagnostic messages is retained in a System Journal.

The specification takes each of the elements identified above and provides a detailed description. Each element is described in detail under the headings Type, Function, Operation, Performance, Inputs & Outputs, Interfaces, Testing and Failure reporting & recovery. Where a particular element is composed of replicated units, so that several units together comprise an element, the replication of units in the element is stated and the unit itself is described under the same headings. For example, the CLISE is a triple element composed of three identical CLISUs (Control Law Input Support Units).

In the event, this primary decomposition harmonised with the subsequently developed techniques for coping with the system's complexity. Hierarchies can lose their simplifying property if the structures become too deep; for the ACT Lynx project only three levels were employed, with quite different specification techniques and associated tools at each level:

(i) The top level is the written structured text. It is manipulated and maintained by commercial text processing software.

(ii) The middle level is the capture of the specification in a Jackson System Development (JSD - Refs 12, 13) design, using CASE tools such as Speedbuilder (Refs 14, 15).

(iii) The lowest level is the Ada code. It is generated automatically from the JSD design using a CASE tool such as Adacode, and is acted on by a conventional compiler. The simulation so produced is an ideal vehicle for validation of the specification.
Thus each level has its own formalism and there is no decomposition from one level to another. The first consideration, as in many design problems, is deciding where to start; one advantage of the Jackson JSD approach is that the starting point is well defined: one must use the narrative text of the specification to begin the modelling phase.

**Jackson System Development**

Jackson System Development is a method of analysing a written specification for a computer system to produce a formally executable specification. The method was jointly developed by Michael Jackson and John Cameron in the early 1980s (Refs 12, 13). It consists of three stages: modelling, network and implementation. There is considerable emphasis placed on the modelling stage in order to establish, unequivocally, the information available from the world outside the system being designed, with which the system interacts.

**Modelling and Entities:** A model, in JSD, is a description of the real world as it appears to the system. Entities are objects in the real world which have to be modelled by the system, and of particular interest in the modelling activity are those entities which perform discrete actions. For example, a press of the ARM button by the evaluation pilot is an action to which the system must respond. The modelling phase requires that the actions be allocated to specific entities, and the main task is to identify viable entities and allocate the relevant actions to them. For each entity, the time ordering of the actions must be then be specified and, conventionally, a tree diagram is used for this purpose. As an example, consider the truncated list of actions from the ACT Lynx system shown in Figure 9. Some of these are related to the pilot entity in his role of engaging the ACT System, they may be identified and their time-ordering expressed as a tree diagram using Jackson Structured Programming (JSP) notation (Ref 13). The diagram is shown in Figure 10 where the root is named after the entity which performs the actions, and the leaves (the lowest level boxes which are named rather than numbered) hold the names of the individual actions. The intermediate nodes or boxes describe the possible types of behaviour: sequence, selection (o) and iteration (*), as denoted by the symbol in the top right hand corner of the box. The numbers in the lowest level boxes refer to changes in the state of the object (entity) as shown in the table in Figure 10.

Thus Figure 10 expresses a model of the Pilot Engagement entity as a repetition of occurrences of Engagement Cycles. An Engagement Cycle can either be a Normal Cycle, composed of a sequence of Arm, Armed, Engage, Disengage, or alternatively an Early Disengage, composed of only part of the normal sequence followed by a Disengage. The appropriate changes of state are indicated by the numbered operations for each action, and it can be seen that, prior to any action, the engagement state is initialised to DISENGAGED by operation 13.
The same type of modelling is applied to the other components of the CSE such as the activities associated with the Menu Panel and the Mode Control Panel, to obtain the full complement of model descriptions. In a completed modelling exercise, the total set of tree diagrams describes all of the time orderings of the actions plus the changes in system state. In real-time systems it is often only the activities at the man-machine interface which require this type of modelling and much of the real world is modelled simply by polling sensor information. In the ACT Lynx application, for example, the Lynx helicopter is modelled kinematically by polling data from inertial and air motion sensors. The tree diagrams in these cases are simply iterations of polling actions. The inceptor displacements are conveniently treated in this manner too.

It is fundamental to the JSD method that the model structure in Figure 10 can be used as a program structure for a process to control the engagement of the ACT system. Once operations have been added to read incoming action-messages then all that is required is for the operations to be expressed in the required language. The iterations can be expressed as loops and the selections as conditional statements with appropriate conditions. The result is that the tree diagram can be converted to code mechanically either by hand or, as in the current work, automatically.

Network and Implementation Following on from the modelling stage is the development of the network. Processes derived from the entities defined in the modelling stage are called model processes. Other processes are needed to make use of the data stored by the model processes in order to generate the outputs which provide the required functionality of the system. More details can be found in Reference 11.

JSD Summary The principal aim of the JSD method is to create a specification which can be usefully viewed from both above and below. The modelling stage is an object oriented analysis of the real world which produces a description which the user can readily grasp, because the result is described in terms of objects familiar to the user. The tree diagrams of the method also provide important detail about the model of the real world. The network stage uses two descriptions: (a) Data flows, which can be presented to the user to indicate the architecture of the system and (b) Tree diagrams, which the analyst can use to express the design of a particular function. The resulting specification can be viewed by the user from above in terms of the interface with the real world and, simultaneously, the specification contains enough detail for the implementers below to perform their task. It is this general property that makes JSD particularly attractive and encouraged a determined assault on the difficulties associated with the application of JSD to the complete ACT Lynx System.

Specification Structure

Even with the brief review of the JSD method contained above, it should be clear that the envisaged application to the ACT Lynx presented substantial technical challenges.

The primary difficulty was how to adapt the method to a system which had a diversity of types of component. For example, how was a hydraulic actuator to be specified using JSD and, in this context, what was the interpretation of data streams and state vector inspections - the JSD inter-process communication methods? A further complication was how to include the replication associated with the embedded redundancy without the occurrence of a commensurate increase in complexity. It was clear that the JSD method itself, although offering a desirable development route, did not, on its own, offer the reduction of complexity which was considered essential for the ACT Lynx requirements specification. As a compositional method, JSD eschews a top-down approach to system development. The rationale is argued at length by its proponents and a convincing case can be made for it in software development; however, for more general systems, the physical architecture can impose a natural decomposition. This decomposition may then be harnessed and used to guide the development of those enhancements to JSD which are necessary to reduce the complexity of the system specification. This recourse to a decomposition based on the underlying hardware was adopted for the ACT Lynx system and led directly to a significant conceptual and practical reduction in the descriptive complexity.

JSD enhancements The next step in resolving the complexity of the system is to recognise that each identifiable element can be viewed as an independent system communicating in a limited way with other elements. For elements which are composed of replicated units, each unit is treated as independent.

![Fig 11 Top Down View of Control Law Unit](image)

Figure 11 shows an example of such a top down view. The data stream into the CLU is a frame time-grain-marker, and the only inter-unit connections are state vector inspections. Each box represents a unit and JSD is applied in a conventional manner to that unit. The limitation of inter-unit communication to state vector inspections is crucial to the exploitation of the decomposition into elements. The absence of data-stream connections means that there are no inter-unit messages and consequently there
there is no requirement to design complex process structures to handle the incoming and outgoing messages. Therefore, the complexity of a unit is determined solely by its internal functionality and, moreover, the effects of any redesign has limited impact on the rest of the system. The simplification which results from this is so significant that it justifies additional terminology, and the term JSD unit has been adopted.

The problem of the diversity of the system is resolved by transferring the specification to the software context. For those aspects of the system which are not expected to be digital, such as the actuator element, a simulation of that element is specified using the methods described above. Naturally, care has to be taken to ensure that all of the relevant functional properties of the real element are included in the simulation specification with due authenticity. The integrity of replacing the real element in a specification by a simulation depends not only on an authentic duplication of its relevant functions, but also on ensuring that the remainder of the system only has access to that data which the real system can provide. In the case of the actuator element, for example, the actuator positions are not directly available to the ADMUs; one of the four simulated position pick-off signals for each control lane which must be used. Another example is the engagement state of the actuator: signals corresponding to appropriate sensors mounted on the actuator must be used to determine whether the actuator is hydraulically energised or not. As a consequence, the actuator entity must be modelled within the ADMU using JSD principles. The need for modelling one element within another is a natural consequence of the imposed decomposition into elements (Ref 16).

When system elements consist of replicated units, for example triplex or dual duplex, it is clearly undesirable to compose a JSD network diagram for each unit individually. At best, it duplicates effort, and at worst introduces errors caused by accidental differences in the individual networks. What is needed is to reflect the written specification and to describe a single unit in detail through a network diagram in the normal manner, supplemented by a formal description of the element in terms of its component units. Such a formal description is shown in Figure 12 (a) and (b) which depict descriptions of units of the Inceptor and Control Law Elements respectively as held on the CASE database. After some standard information (STD-INFO), consisting of its identifier and optional background detail, the MAIN-PART of the description includes a number of options such as:

(i) the type of unit - whether the unit is analogue or digital.
(ii) the number of units - here both are simplex units replicated three times.
(iii) Whether the units run synchronously or not.

To complete the description a list is required of all the JSD processes which belong to that unit, and thus need to be replicated; the final entry (UNIT-SID), being blank, shows that the name of the list on the database defaults to the name of the unit.

A similar format is provided for the description of the connections between elements as shown by the example in Figure 12 (c). The relevant fields are the source, destination and whether the connection is unit to unit individually (ONE-TO-ONE), or completely cross connected (BROADCAST). The connection description also holds some information relating to the fault tolerance implementation.

![Fig 12 CASE Database Formal Descriptions](image-url)
Incremental Implementation

The compositional, or "middle out", nature of the JSD method has the property that once a model has been built, every new function added to it provides a, potentially deliverable, working system. In fact, at any stage of the development of the network, it can be implemented. Incremental development takes advantage of this natural property of JSD and phases development of a system over a number of increments. The added functionality required from each increment is defined initially in outline and, as each increment is completed, it is reviewed and the contents of future increments re-examined in the light of any modifications or additions that have been found to be necessary. The development of a system is thus responsive to an evolving specification but at the same time allows the project to be managed on the basis of milestones actually achieved.

The ACT Lynx simulation was developed over six increments distributed as follows:

Increment 1: A model of the pilot/system interaction including engagement of the ACT system andceptor movement, the Repeater Panel and a display of the control run position.

Increment 2: A model of the pilot/system interaction as regards System Test, Control Law Selection, Disturbance Selection, Mode Selection, Parameter Set Selection, the Menu Panel, Mode Control Panel and Pilot's Control Panel.

Increment 3: A definition of a hardware description language for units and connections, and development of associated tools. The functionality of Increments 1 and 2 is based on the specified hardware, including fault tolerance. Provision for injection of errors.

Increment 4: Completion of the Control Law Input Support Element, including the development of a tool for building a System Test process from a non-procedural definition. The Aircraft Motion Sensor and the Air Data Elements.

Increment 5: Completion of the Control Law Element and the Control Law Output Support Element.

Increment 6: Completion of the Actuator Drive and Monitoring Element and the Actuator Element. Further development of the System Test Builder.

The simulation also includes a simple model of a Lynx helicopter to provide sensor data and the actuator displacements.

From the distribution of material in the six increments it can be seen that the primary concern was to establish an acceptable model of the pilot's interface. One of the early lessons was that different readers of a specification can place different meanings on the same words, and, for example, the sequencing of the lamps relating to engagement and system test on the Repeater Panel needed to be revised. The reference to system test in Increment 6 is indicative of the difficulties encountered in specifying a comprehensive test. The contribution from Increment 4 was not sufficient and more work had to be included in the final increment.

During the development of the simulation no fundamental flaw or omission has been discovered in the written specification. Nevertheless, a wealth of additional detail has been accumulated mainly to reinforce inadequate descriptions or to compensate for minor omissions. The most significant inadequacy was the omission of a description about how to apply the consolidation algorithm of Reference 17 to replicated units in a fault tolerant manner (additional voting was included).

Implementation of the Simulation

Ada was selected as the implementation language; its selection was determined by a number of considerations. First, Ada is a US DoD mandated language, and was also "highly recommended" by the UK MOD, which has resulted in a number of very high quality compilers being available. In addition, packages and tasks are language features which have been very important in implementing the system. Finally, the code generation tool Adacode, described below, was already available in prototype form to serve as a basis for the project.

Complexity Overview

The question of complexity has been addressed from several viewpoints. The JSD method incorporates in its modelling phase a powerful technique for grasping the fundamentals of system development and provides a solid platform for subsequent work. On its own, however, it is not sufficient for resolving the complexity of a diverse system which has inbuilt redundancies. It is necessary to introduce additional features, JSD units and connections, to reduce the complexity of whole system to a manageable size. These conceptual advances are of little practical use without associated support from CASE tools. A database must be able to accept and manipulate the unit definitions, and code generation tools must be able to access this information in order to build the final system. The whole JSD-unit based approach gives rise to a management of the complexity of the system to the extent that it may be considered tamed. The verification which is embedded in the various stages of the development of the specification, and its resultant validation through operation of the simulation ensure that any rogue aspects of the specification have been eliminated.

At the heart of this complex specification, the detailed requirement for the control law element was left blank; for initial clearance this would be a unity transfer function followed by a digital representation of the Lynx analogue
AFCS. But the experimental control laws were the *raison d'etre* for the ACT Lynx project, and needed a different approach to their development.

**Control Law/Concept Evaluation - Envelope Expansion**

Recognising that immaturity would be a normal part of the development of ACT Lynx laws, a Control Law Life Cycle Model and associated working practices and procedures were developed at DRA to ensure a disciplined path to full control law validation (Ref 18, 19). The development cycle was formalised to ensure that when control laws were ultimately exercised in safety critical areas, there would be no possibility of them failing. Thus, along with the hardware redundancy, the system would have a truly comprehensive fail-operative capability. The cycle comprises four phases (Fig 13):

i) The Conceptual Phase (CP) evaluates basic concepts in a form that can capture the operational requirements. It includes simple modelling, design and analysis activities and piloted-in-the-loop simulation. Outputs from this phase include knowledge of the response types and system characteristics required to achieve the various Levels of flying quality.

ii) The Engineering Design Phase (EDP) takes results from the CP and involves full control law design with a representative vehicle model and includes refinements to control system architectures via detailed modelling and extensive piloted simulation.

iii) The Flight Clearance Phase (FCP) consolidates results from earlier stages and achieves a verified implementation for the target flight control computer. Validation of the design, including loads and stability analysis, is a key activity in the Clearance phase. The techniques of 'Inverse Simulation' (Ref 20), with prescribed MTEs, offer a convenient and efficient method for exercising the control law in a wide range of representative conditions prior to flight.

iv) The Flight Test Phase (FTP) evaluates the control system in full scale flight and appropriate operational MTEs. Experiments in this phase will be 'replicas' of tests conducted in ground-based simulation and changes to control laws would cover only those regimes mapped out in the Conceptual and Engineering Design phases. An incremental approach to safety critical, high risk, flight conditions would be normal practice.

The phases are sequential but also iterative, acknowledging that growth in knowledge can lead to a change in the requirement or criteria format, often the objective of the research itself. At all stages, the discovery of a fault, design error or uncertainty will generally require the return to a previous phase. Special care needs to be taken when 'imposing' a procedural discipline on research, that creativity is not inhibited, but the discipline needs to cut even deeper with well defined working practices and activities, if it is to have any real meaning as a safeguard against errors or faults being designed in. Fig 14, taken from Ref 18, illustrates a process structure diagram for the CP with the three principal tasks - problem expression,
Fig 14 Structure Diagram for the Conceptual Phase

design and review. The JSD notation is again used, ie sequence, iteration (*) and selection (o), with the activities corresponding to the lowest level 'leaves' on each branch. Typically, documentation is required as each new piece of knowledge is accumulated and this is reflected in the right hand leaf of the branches.

**Conceptual Phase**

Examples of research in the Conceptual Phase can be found in References 21, 22 and 23. The archetypal DRA conceptual simulation model (CSM) was developed in Reference 21, which reported comparative results with different response types and autopilot modes. In Reference 22, the first conceptual results from the DRA/Westland research into carefree handling systems were published, indicating the significant benefits of direct intervention control laws. More recently, the first helicopter trials on the DRA Large Motion Simulator reported the achievement of Level 1 handling qualities for rate response types (Ref 23). Fig 15 shows one set of results from Reference 23, with pilot handling qualities ratings plotted against roll attitude bandwidth for a slalom task. The wide spread of ratings with each configuration illustrate the change in perceived handling as performance is increased, the poorest ratings generally corresponding to the highest levels of pilot aggressiveness.

Fig 15 HQRs for Slalom MTE Flown With DRA Conceptual Simulation Model
The ADS33C Level 2 bandwidth boundary for non-tracking tasks is 2 rad/s, corresponding with the lowest level of aggressiveness flown in the AFS trials. The degradation at higher performance levels is consistent with flight results (Ref 2), but pilots tend to be more sensitive to task cues and critical of simulator deficiencies as aggressiveness increases. Flying at large attitude angles near the ground is particularly demanding on the fidelity of the simulated visual cues; the limited vertical field of view and texture on the current AFS visual system must be a major factor in the inability to achieve Level 1 at high performance. This deficiency, along with modelling uncertainties, common to all ground-based simulators, is, of course, a primary reason for the vigorous pursuit of high performance in-flight simulators.

**Engineering Design Phase**

This phase consists of mapping the required characteristics from the CP onto the simulated target aircraft. As in the CP, problem expression, design and review cover activities in the Engineering Design phase. However, the level of detail will be considerably greater, including environmental constraints and robustness criteria. Internal control system loop performance requirements and stability of uncontrolled airframe modes will form parts of the problem expression. The design sub-phase contains the modelling and evaluation activities, as in the CP, but also includes significant new activities under the synthesis label (Ref 18). The desired flying qualities requirements, embodied in handling and ride quality functions, will be cast in functional form and the associated 'error' cost functions minimised with respect to control system gains and filter frequencies. This is the essence of the synthesis at the centre of control law design and a number of different techniques are available for working the optimisation, involving craft-like skills and trading performance and robustness to achieve the best controller. Examples of results from the Engineering Design phase are reported in Refs 24, 25 and 26.

**Clearance and Flight Test Phases**

Activities within this phase have not been well developed at DRA for the helicopter application. The clearance activities will include software verification and a degree of validation using more comprehensive models than in earlier 'real-time' evaluations, with the control law now embedded in the target hardware. Flight tests represent the ultimate research evaluation, although ironically, there is little scope for design innovation and creativity. Flight test is essentially a knowledge gathering exercise, but there is considerable scope for innovation in experimental design. A procedure sequence in the evaluation of a control law might take the form:

i) engage ACT system when in required flight condition,

ii) build up task complexity and aggressiveness incrementally

iii) curtain function cleared for minimum flight envelope initially (low aggressiveness)

iv) open curtain incrementally as aggressiveness increased

v) test control law at safe altitude initially with representative task gain (e.g., using helmet display)

vi) test control law at low altitude with representative natural task cues

Throughout this process, regular reviews of the documented results with results from previous phases will be required. A fully developed control law, enabling Level 1 flying qualities at high agility levels, should never experience a software 'failure'. Hardware failures will be protected against to a high reliability through redundancy. Inadvertent excursions beyond flight envelope limits will be protected against with built-in carefree handling functions, working as an integral part of the control law.

**Conclusions and Recommendations**

With the aim of developing a high performance ACT research helicopter, the DRA has developed the ACT Lynx concept; focus has been on research at high agility levels to explore carefree handling concepts and the expansion of the helicopter's usable flight envelope. The inherent high agility of the Lynx, with its hingeless rotor, makes it an excellent airframe for establishing requirements for future types. This paper has reviewed this project from the standpoint of the conflict between safety and performance; we can see a way through but a number of concurrent safety nets need to be combined.

1) A highly skilled and motivated safety pilot with back-driven conventional controls is the most important safety net; exploratory simulation studies conducted at DRA have focussed on recoveries to common mode hardover failures. The results have highlighted recovery times generally consistent with past flight experience although torque, rotorspeed and 'g' limits can easily be exceeded.

2) System redundancy providing a fail-operate/fail-safe capability provides the strongest and most effective safety net against hardware failures.

3) A comprehensive requirement specification developed through simulation ensures that the integrated system is well understood and all functions and their operations are fully defined; this approach ensures that the 'fixed' software is coherent and fully validated, hence providing the most effective protection against common mode software failures.

4) Control laws developed within the framework of an iterative life-cycle, including ground-based simulation, ensures protection against software errors during the early development stages of this critical element of the system. The four phases - conceptual, engineering, clearance and flight - have been briefly described.
5) Curtain functions, limiting the actuator drive signals, can also be used to protect against immaturity in the control laws and can be opened incrementally to allow more agility to be exploited.

6) A commitment to carefree handling functions embedded within the control laws is considered to be an essential ingredient to ACT research if full agility is to be realised. Ultimately, together with the safety pilot and FOFS hardware, this should complete the triad of safety nets necessary for the synergy of performance and safety.

At the time of writing, the UK programme is at a hiatus due to funding limitations. In this paper the authors have attempted to provide a candid exposure of some of the issues surrounding the safety/performance conflict, to stimulate a continuing debate with collaborative partners pursuing similar goals. It is believed that flight research at high agility levels will only be possible, with acceptable risk, if these issues are squarely faced.
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COMPATIBILITY OF INFORMATION AND MODE OF CONTROL: 
THE CASE FOR NATURAL CONTROL SYSTEMS
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The operation of control systems has been determined largely by mechanical constraints. Compatibility with the characteristics of the operator is a secondary consideration, with the result that control may never be optimal, control workload may interfere with performance of secondary tasks, and learning may be more difficult and protracted than necessary. With the introduction of a computer in the control loop, the mode of operation can be adapted to the operator, rather than vice versa. The concept of natural control is introduced to describe a system that supports control of the information used by the operator in achieving an intended goal. As an example, control of speed during simulated approach to a pad by helicopter pilots is used to contrast path-speed control with direct control of global optical flow-pattern information. Differences are evidenced in the performance domains of control activity, speed, and global optical flow velocity.

"Smart" mechanisms for perception and control. It might be supposed that other flying animals have "smart" perceptual mechanisms (Runeson, 1977) for acquiring information that maps directly onto an action system specialized for controlling flight. In contrast, human flight must be mediated by a vehicle. Whereas the human's perceptual mechanisms may be sufficiently smart to pick up the relevant information, manipulation of the control surfaces is apt to be quite foreign to an animal whose effectivities (ways of being effective) and prior experiences involve adaptation to terrestrial locomotion. Smart action systems can evolve to support flight control by other flying animals, but for human control of flight they must be developed and tested. The flight environment demands that the principles be the same.

Accordingly, human guidance of flight can be described (a) in terms of the manipulation of controls, control surfaces, and power, (b) control of the path, speed, and orientation of the aircraft, or (c) control of the information which specifies where one is headed, at what speed and orientation, and the consequences of continuing without change. The last description has advantages for the development and evaluation of control systems because it keeps the variables to which the pilot is sensitive and the variables to be controlled in the same currency, i.e., in the domain of visual information. In performing a maneuver, the pilot cycles between sampling the information available and performing control adjustments to reduce deviations from desired optical conditions, repeating the perception-action cycle until satisfactory visual conditions have been achieved. As a consequence, the information
acquired by perceiving and the information controlled by acting must be the same. The compatibility between control adjustments and visual guidance of flight could be maximized by giving the pilot direct control of the informative variables. 

**The nature of information to be controlled.** A canonical assumption of the direct theory of visual perception (Gibson, 1979) is that detection and control of any property of self motion must be supported by information. This holds for selecting and modulating a control action, timing the initiation and termination of the action, and observing the consequences of the action. In the case of visual guidance, the information is assumed to be one or more invariants in the surrounding, transforming optic array along the path of motion. Applications have been extended to rotocraft flight (Owen, 1991), simulation research (Owen & Johnson, 1992; Warren & Owen, 1982), and transfer of training (Lintern, 1991).

The research approach first isolates variables in the optic array between the eye and environmental surfaces mathematically and operationally (through manipulation of scene-content and flight parameters). Second, experiments are conducted to determine which of the potential sources of visual information are functional, i.e., useful for detecting changes in speed and direction and for selecting and guiding a control action. To date, functional variables have been exclusively fractional rates of change characterized by higher-order ratios of such lower-order variables as speed, acceleration, altitude, climb or sink rate, and ground-texture-element size and spacing. The eyeheight of the observer above the ground is an optically privileged scaler for size, distance, and speed, and therefore fundamental to the perception and control of visual information. See Owen & Warren (1987) and Owen (1990) for summaries of the experiments.

**Control of optical variables.** If the criterion for skillful behavior is taken to be effective control of the informative structure of stimulation, then its study requires an active psychophysics that treats transformations and invariants in the ambient array as dependent variables (Owen & Warren, 1982; Warren & McMillan, 1984; Flach, 1990). Controlling self motion involves maintaining intended conditions of speed and direction of flight, as well as self orientation, relative to environmental surfaces. In the process, variables are linked and unlinked as speed, direction, and orientation change. With knowledge of the relevance of the different kinds of information to different kinds of flight tasks, the variables and their linkages can be controlled to achieve intended goals. The same ambient array properties which were independent variables in passive judgment experiments can be recorded as dependent variables in the study of active control.

**Direct or natural control.** Using the cyclic and collective, helicopter pilots currently make an average of 50 control adjustments per minute during an approach to hover above a place on the ground. Pilots are instructed to keep "visual streaming" constant at the rate of a brisk walk during an approach to hover. Control systems for helicopters and other
Aircraft have been designed primarily around mechanical constraints, including those of cables, levers, and hydraulic systems. The development of electronic and optical systems communicating between controls and control subsystems, including power, allows for the implementation of "smart" control systems designed to provide a match between the sensitivity of the human perceptual system and the effectivities of the human-vehicle action system. Thus, a computer in the control loop can allow a hybrid between manual and supervisory control: The pilot maintains higher-order control (e.g., over path slope), while the computer manages the lower-order control tasks (power, rotor variables).

The logic is similar to that employed by Roscoe and Bergman (1980) in developing a control system that reduced higher-order control loops for bank angle and vertical velocity to first-order control of heading and vertical position (altitude). Compared to normal flight control, their system reduced pilot errors by a factor of ten. Ratio control differs in providing direct control of the higher-order variables to which the pilot is sensitive. (A simple example is the Vernier log scale for acoustic volume control.) The computer can take inputs from the controls and sensors (e.g., radar altimeter, forward-looking radar, a signal transmitted from the ground or a ship) and make adjustments in speed and direction to match the informational properties of the event that the pilot intended to produce. For approach to the ground or to surfaces with vertical extent, a fractional rate controller can reduce speed in the same proportion as distance to the surface is decreased. The pilot selects a fractional rate which matches the task demands, e.g., a high rate when time is critical, a low rate when accuracy is important. A second mode of control is appropriate for path angle. Whereas magnitude controllers vary the numerator or denominator of the ratio of vertical speed to ground speed, a path-slope controller varies the ratio directly. Since path slope equals the "dip" angle of the point of optical expansion below the horizon, the path-slope controller gives the pilot control over what he intends to achieve visually. Similar ratio modes could be developed for rotational control.

Advantages of natural control. A control system designed around perception-action compatibility should reduce flight-control demands, freeing the pilot's attention for other workload. Maneuvers under difficult conditions should be simplified. Given that control is scaled in units of distance to the ground, fractional-rate control is particularly appropriate to approach, hover, and low-level contour and terrain following. Modes of control compatible with information acquisition should greatly simplify training and increase safety at low altitudes in cluttered environments and under difficult conditions, e.g., high work load or stress. Although experienced helicopter pilots have shown no sign of negative transfer when using ratio controllers, having a computer in the control loop means that traditional modes of control could be programmed and selected, if desired, by a pilot more comfortable with those modes.

A design criterion for some new aircraft is that "trainability" be taken into account during development of
the aircraft itself. Ratio controllers are relevant to this criterion, since training should be considerably simplified with a high compatibility system having independent modes of control, as compared to the current system involving complicated and sometimes arbitrary relationships between control adjustments and visual stimulation as well as interdependent relationships between the controls themselves. Lintern (1991) has discussed the role of optical information in manual control and transfer of training.

Kurlik (1991) proposed that experts make a task easier because they constrain the task in ways that make the variables controlled much simpler to skillfully control. One reason that the novice may have difficulty learning what to attend to and control is that information emerges during an event. The information which the skilled pilot uses to select, initiate, and terminate control actions may not come into existence until the environment is skillfully controlled (Kurlik, 1991). Ratio controllers should give novices an advantage in that they automatically isolate task-relevant optical variables that are transforming in a specificity relationship with the flight event. In this way, they embed a dimension of skillful performance in the control system itself. Automatic braking systems on automobiles perform a similar function by pulsing the brakes in an optimal fashion to achieve deceleration while avoiding locking up the wheels. Braking performance of a novice driver using the automatic pulsing system should be better than without it, even though the driver is unaware of the mode of operation. Just as information is ordinarily transparent to the perceiver of an event, the means by which control of an event is achieved via the direct control of information can be transparent to the controller of the event. The test is whether direct control of the variable an operator is sensitive to results in better performance than control of a task-relevant property of the self-motion event itself.

Experimental tests. Two experiments will be used to illustrate direct control of optical flow-pattern information. Experienced pilots with an average of 1,500 hours helicopter flight time participated. In the first experiment, each pilot controlled speed for 25 seconds during 136 simulated approaches to a pad along a linear flight path. In one session the pilot controlled path speed, and in the other he controlled global optical flow velocity (path speed/eyeheight). The approaches were made in 68 different environments designed to determine the relative influences of flow velocity and edge rate on speed control. In the second experiment, each pilot controlled vertical speed on a vertical path to maintain hover at 10 meters for 30 seconds, then descended to the ground while attempting to minimize vertical speed at touchdown. A total of 54 events were produced by combinations of disturbances in the three translational axes crossed with environments that isolated three types of information for change in altitude: change in the horizon ratio of a vertical surface, change in perspective angle of runway edges perpendicular to the horizon, and optical expansion and contraction of fields running parallel to the horizon. In one session, the pilot controlled path speed (sink and climb rate) and in the other he controlled global
optical flow velocity (vertical speed/eyeheight, or fractional change in altitude). Comparisons of the two control modes were made in three performance domains: control activity, speed, and global optical flow velocity.
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Abstract

This paper outlines the development of a mathematical model that is expected to be useful for rotorcraft flying qualities research. A computer model is presented that can be applied to a range of different rotorcraft configurations. The algorithm computes vehicle trim and a linear state-space model of the aircraft. The trim algorithm uses non linear optimization theory to solve the non linear algebraic trim equations. The linear aircraft equations consist of an airframe model and a flight control system dynamic model. The airframe model includes coupled rotor and fuselage rigid body dynamics and aerodynamics. The aerodynamic model for the rotors utilizes blade element theory and a three state dynamic inflow model. Aerodynamics of the fuselage and fuselage empennages are included. The linear state-space description for the flight control system is developed using standard block diagram data.

Introduction

In the past, rotorcraft flight control system preliminary design used mathematical models which assumed the fuselage to possess six degrees of freedom. The rotor dynamics were assumed to be substantially faster than the fuselage dynamics and were subsequently approximated as quasi-static. The process of fine tuning the flight control system was accomplished through an extensive flight test program comprised of a matrix of control system parameter variations. While fine tuning of the flight control system is still accomplished through flight testing the vehicle, significant improvements in the optimization process have been realized when high order dynamic rotorcraft models are utilized during the preliminary flight control system design stage.

Rotorcraft are now being designed with sophisticated electronic flight control systems. These complex control systems are utilized not only to satisfy standard flying qualities specifications but also to meet aerodynamic performance, vibration, and structural loads criteria. The design of modern rotorcraft flight control systems now stretches across many different individual disciplines and is indeed interdisciplinary. The general trend toward increased reliance on the flight control system for improving overall system performance has lead designers to consider higher bandwidth systems which rely on high levels of sensor feedback to yield desired aircraft stability. The main drawback of this approach is that increased levels of feedback, which in general improve the low frequency fuselage dynamic behavior, can destabilize higher frequency rotor blade motion. In order to make meaningful estimates of the impact of a particular flight control configuration on system requirements it has been found that a mathematical model which includes fuselage and rotor rigid body dynamics and rotor dynamic inflow is necessary [1].

The business of rotorcraft modeling for flight control system design and analysis support has been an active research area for many years. Deriving the equations of motion of a fully coupled fuselage and rotor system for a reasonably general configuration quickly becomes unwieldy due to complicated geometry including many matrix transformations and intricate logic branching. These complexities have lead engineers to develop digital computer programs which more or less relegate model computation to the computer and free the engineer to focus on analysis results.

Talbot, Tinling, Decker, and Chen [2] formulated a helicopter flying qualities model that includes fuselage dynamics and a three degree of freedom tip-path-plane representation for the main rotor flapping dynamics. Some simplifications are made in the analysis in order to formulate compact, analytical force

and moment expressions for the rotor forces and moments. Gibbons and Done [3] derived a numerical method to automatically generate rotorcraft equations of motion. The method uses Lagrange’s equations and relies on expressing inertial position vectors of the rotor blades as a matrix multiplied by the position vector in blade coordinates plus a term that is a function of the modal coordinates, time, and spanwise position. The required differentiations of the position vector to form the equations of motion are performed numerically. Miller and White [1] used concepts from Lytwyn [4] and Gibbons and Done [3] to automate generation of the equations of motion for rotorcraft handling qualities analysis. Miller and White [1] expressed all transformation matrices in complex variable form and were able to develop a compact algorithm to analytically obtain long strings of orthogonal transformation matrices along with all necessary derivatives to form nonlinear and linearized dynamic equations. Lagrange’s equations were used in the formulation. Zhao and Curtiss [5] derived a set of linearized equations by analytic linearization of a nonlinear model formulated using Lagrange’s equations. The symbolic manipulation computer program MACSYMA was used in forming the equations. Subsequent work by McKillip and Curtiss [6] has improved and extended the work by Zhao and Curtiss [5].

The work discussed in this paper derives a rotorcraft flying qualities model which has been implemented into a FORTRAN computer program. A fairly generic rotorcraft configuration, consisting of a rigid fuselage, two rotors, and an arbitrary number of fuselage fixed external surfaces has been assumed, as shown in Figure 1. It is important to note that the type of analysis carried out in this work can accommodate any arbitrary number of rotors in the configuration. The number of rotors has been chosen to be two since the majority of rotorcraft fall under this category. The fuselage possesses six degrees of freedom and the rotor blades have flap, lag, and pitch degrees of freedom. The rotor aerodynamic models are based on blade element theory and include three degree of freedom dynamic inflow. The equations of motion are formulated using Kane’s equations [7]. More importantly, derivatives of transformation matrices are formed using angular velocity expressions as opposed to numerical or direct differentiation. The rotor dynamic inflow equations are based on the Pitt and Peters model [5] and include hub motion perturbations. The residual of the equations of motion and the residual gradient expressions are derived analytically and trim is calculated using the residual and residual gradients in concert with a modified Newton’s method. The rotor trim variables are the rotor multiblade coordinates. A linear constant coefficient model of the composite airframe is formulated using a multiblade coordinate transformation with a subsequent constant coefficient approximation. The linear constant coefficient airframe model is coupled to the linear control system dynamic model to form the overall linear model. Linear analysis tools such as eigenvalues, eigen vectors, transfer functions, frequency response, and linear simulation are directly contained within the computer program.

**Airframe Dynamic Model**

As pictured in Figure 1, the airframe dynamic model consists of a rigid fuselage with the standard six degrees of freedom and two fully articulated rotor systems, each with dynamic inflow. The fuselage aerodynamic force and moment components are obtained in the wind axis from a two dimensional data table as functions of fuselage angle of attack and sideslip. The aerodynamic forces exerted on the external surfaces are obtained using standard lifting line theory. The rotor geometry details are shown in Figure 2. Provisions are made in the model to accommodate any of the six possible sequences of flap, lag, and pitch hinges for the rotor blades. Each hinge is accompanied by a linear torsional spring and damper. Each blade also has a non linear translational damper which is attached to the rotor blade from the rotor hub. Hingeless rotor systems can be approximately modeled using a virtual hinge representation. The aerodynamic forces exerted on the rotor blades are calculated using blade element theory. The blades on a rotor have identical yet arbitrary geometric and inertial properties.

The airframe nonlinear dynamic model is obtained using the flat and non-rotating earth assumption. Kane’s Equations are then written for each degree of freedom by taking into account the contributions of the generalized inertia forces, the generalized gravity forces, the generalized aerodynamic forces, and the generalized spring-damper forces.

\[
f_r(t) = f_{I_1}(t) + f_{G_1}(t) + f_{A_1}(t) + f_{SD_1}(t),
\]

\[
r = 1, \ldots, n_{RB} \quad (1)
\]

In equation 1, \( t \) denotes time and \( n_{RB} \) is the number of generalized speeds. The origin of each term on the right hand side of Equation 1 is discussed below.

The following nomenclature is introduced for deriving the generalized inertia forces. Let \( n_{R1} \) and \( n_{R2} \) denote the number of blades on rotor 1 and rotor
Let $m_F$ and $I_F$, $m_{R1,i}$ and $I_{R1,i}$, respectively, denote the masses and inertia matrices for the fuselage, rotor 1 blades, and rotor 2 blades. Let $\omega_F, \omega_{R1,i}$ ($i = 1, \ldots, n_{R1}$), and $\omega_{R2,j}$ ($j = 1, \ldots, n_{R2}$) represent the individual body axis components of the angular velocities of the fuselage, rotor 1 blades, and rotor 2 blades, respectively. Let $v_F$ and $a_F$, $v_{R1,i}$ and $a_{R1,i}$ ($i = 1, \ldots, n_{R1}$), and $v_{R2,j}$ and $a_{R2,j}$ ($j = 1, \ldots, n_{R2}$) represent the individual body axis components of the velocity and the angular velocities of the fuselage, rotor 1 blades, and rotor 2 blades, respectively. Then the generalized inertia forces acting on the configuration can be written as,

$$f_I(t) = m_F \left( \frac{\partial v_F}{\partial u_r} \right)^T a_F + \sum_{i=1}^{n_{R1}} m_{R1,i} \left( \frac{\partial v_{R1,i}}{\partial u_r} \right)^T a_{R1,i} + \sum_{i=1}^{n_{R2}} m_{R2,i} \left( \frac{\partial v_{R2,i}}{\partial u_r} \right)^T a_{R2,i}$$

$$+ \sum_{i=1}^{n_{R1}} \left( \frac{\partial \omega_{R1,i}}{\partial u_r} \right)^T \{ I_{R1,i} \omega_{R1,i} + S(\omega_{R1,i})I_{R1} \omega_{R1,i} \} + \sum_{i=1}^{n_{R2}} \left( \frac{\partial \omega_{R2,i}}{\partial u_r} \right)^T \{ I_{R2,i} \omega_{R2,i} + S(\omega_{R2,i})I_{R2} \omega_{R2,i} \}$$

where an overdot denotes differentiation with respect to time and $S(\cdot)$ is the standard cross product skew-symmetric matrix operator (Appendix). $u$ is the vector of generalized speeds. Letting $g$ be the acceleration due to gravity, the generalized gravity forces can be written as,

$$f_G(t) = -m_F g \frac{\partial (v_F)^3}{\partial u_r} - \sum_{i=1}^{n_{R1}} m_{R1,i} g \frac{\partial (v_{R1,i})^3}{\partial u_r} - \sum_{i=1}^{n_{R2}} m_{R2,i} g \frac{\partial (v_{R2,i})^3}{\partial u_r}$$

$$r = 1, \ldots, n_{RB} (2)$$

The generalized aerodynamic forces are discussed next. Let $v_F$ and $F_F$ and $M_F$ be respectively the body axis components of the velocity and the generalized force and moment acting on the fuselage. Let $v_{R1,i,j}$ and $F_{R1,i,j}$ ($i = 1, \ldots, n_{R1}, j = 1, \ldots, n_{F1}$) and $v_{R2,k,l}$ and $F_{R2,k,l}$ ($k = 1, \ldots, n_{R2}, l = 1, \ldots, n_{F2}$) be the individual body axis components of the velocity and the aerodynamic force acting on rotor 1 blades and rotor 2 blades, respectively. Let $v_{F1}$ and $F_{F1}$ and $M_{F1}$ be respectively the body axis components of the velocity and the aerodynamic force acting on the external surfaces. The generalized aerodynamic forces acting on the configuration can then be written as,

$$f_A(t) = - \sum_{i=1}^{n_{R1}} \sum_{j=1}^{n_{F1}} \left( \frac{\partial v_{R1,i}}{\partial u_r} \right)^T \{ F_{R1,i} + S(\omega_{R1,i})I_{R1} \omega_{R1,i} \} + \sum_{i=1}^{n_{R2}} \sum_{j=1}^{n_{F2}} \left( \frac{\partial v_{R2,i}}{\partial u_r} \right)^T \{ F_{R2,i} + S(\omega_{R2,i})I_{R2} \omega_{R2,i} \}$$

$$r = 1, \ldots, n_{RB} (3)$$

The generalized spring-damper forces are discussed next. Figure 2 shows the typical spring-damper attachment geometry for a typical blade. Let $v_{R1,i,j}$ and $F_{R1,i,j}$ and $M_{R1,i,j}$ ($i = 1, \ldots, n_{R1}, j = 1, \ldots, n_{F1}$) and $v_{R2,k,l}$ and $F_{R2,k,l}$ and $M_{R2,k,l}$ ($k = 1, \ldots, n_{R2}, l = 1, \ldots, n_{F2}$) be the individual rotor hub axis components of the velocities and the forces acting on the translational damper attachment points for rotor 1 blades and rotor 2 blades, respectively. Let $\omega_{R1,i,j}$ and $M_{R1,i,j}$ ($i = 1, \ldots, n_{R1}, j = 1, \ldots, 4$) and $\omega_{R2,k,l}$ and $M_{R2,k,l}$ ($k = 1, \ldots, n_{R2}, l = 1, \ldots, 4$) denote the individual body axis components of the angular velocities and the torsional spring-damper moments acting on the hub, link 1, link 2, and the blade for rotor 1 blades and rotor 2 blades, respectively. Then the generalized spring-damper forces can be expressed as,

$$f_{SD}(t) = - \sum_{i=1}^{n_{R1}} \sum_{j=1}^{2} \left( \frac{\partial v_{R1,i}}{\partial u_r} \right)^T \{ F_{R1,i,j} + S(\omega_{R1,i,j})I_{R1} \omega_{R1,i,j} \} + \sum_{i=1}^{n_{R2}} \sum_{j=1}^{2} \left( \frac{\partial v_{R2,i}}{\partial u_r} \right)^T \{ F_{R2,i,j} + S(\omega_{R2,i,j})I_{R2} \omega_{R2,i,j} \}$$

$$r = 1, \ldots, n_{RB} (4)$$
The partial derivatives \( \frac{\partial \omega}{\partial u_r} \) and \( \frac{\partial \omega}{\partial u_r} \) in Equations 2 through 5 are known as partial velocities and partial angular velocities, respectively. The generalized coordinates vector \( q \) and the generalized speed vector \( u \) are defined as follows:

\[
q = \left\{ (q_F)^T, (q_{R1,1})^T, (q_{R1,2})^T, \ldots , (q_{R1,n_{RR}})^T, (q_{R2,1})^T, (q_{R2,2})^T, \ldots , (q_{R2,n_{RR}})^T \right\}^T
\]

\[
u = \left\{ (u_F)^T, (u_{R1,1})^T, (u_{R1,2})^T, \ldots , (u_{R1,n_{RR}})^T, (u_{R2,1})^T, (u_{R2,2})^T, \ldots , (u_{R2,n_{RR}})^T \right\}^T
\]

The subscripts \( F \), \( R1 \), and \( R2 \) refer to fuselage, rotor 1, and rotor 2 variables, respectively. Further,\[ q_F = \{ x, y, z, \phi, \theta, \psi \}^T \]

\[ q_{R1,i} = \{ \alpha^{(1)}_{R1,i}, \alpha^{(2)}_{R1,i}, \alpha^{(3)}_{R1,i} \}^T, \quad i = 1, \ldots , n_{R1} \]

\[ q_{R2,i} = \{ \alpha^{(1)}_{R2,i}, \alpha^{(2)}_{R2,i}, \alpha^{(3)}_{R2,i} \}^T, \quad i = 1, \ldots , n_{R2} \]

\[ u_F = \{ u, v, w, p, q, r \}^T \]

\[ u_{R1,i} = \{ \alpha^{(1)}_{R1,i}, \alpha^{(2)}_{R1,i}, \alpha^{(3)}_{R1,i} \}^T, \quad i = 1, \ldots , n_{R1} \]

\[ u_{R2,i} = \{ \alpha^{(1)}_{R2,i}, \alpha^{(2)}_{R2,i}, \alpha^{(3)}_{R2,i} \}^T, \quad i = 1, \ldots , n_{R2} \]

The quantities \( \alpha^{(1)} \), \( \alpha^{(2)} \), and \( \alpha^{(3)} \) are one of lag, flap, and pitch angles, depending on the rotor blade hinge sequence.

A brief description of the analysis involved in calculating the terms on the right hand sides of Equations 2 through 5 is given in the following. For simplicity, the analysis for the rotor terms will be restricted to rotor 1; the analysis for rotor 2 terms is analogous.

**Generalized Inertia Forces**

The six terms comprising the generalized inertia forces, Equation 2, are discussed here. The orientation of the fuselage with respect to inertial axes and the orientation of the rotors with respect to the fuselage can be described using transformation matrices. Each transformation matrix is composed of one, two, or three single axis transformation matrices. Referring to Figure 2, let \( T_F \) be the matrix of transformations from the fuselage axes to inertial axes. The following five matrices are defined for rotor 1. \( T_{S1} \) is the matrix of transformations from shaft axes to fuselage axes, \( T_{R1,i} \) \( (i = 1, \ldots , n_{R1}) \) is the matrix of transformations from rotating hub axes to shaft axes, \( T_{R2,i} \) \( (i = 1, \ldots , n_{R1}) \) is the matrix of transformations from link 1 axes to rotating hub axes, \( T_{R3,i} \) \( (i = 1, \ldots , n_{R1}) \) is the matrix of transformations from link 2 axes to link 1 axes, and \( T_{R4,i} \) \( (i = 1, \ldots , n_{R1}) \) is the matrix of transformations from blade axes to link 2 axes. The transformation matrices are expressed as follows:

\[
T_F = \left[ E_1(\phi)E_2(\theta)E_3(\psi) \right]^T
\]

\[
T_{S1} = \left[ T_{S1,1}(\Gamma_{S1,1})T_{S1,2}(\Gamma_{S1,2}) \right]^T
\]

\[
T_{R1,i} = \left[ E_1(\pi - \psi_{R1,i}) \right]^T
\]

\[
T_{R2,i} = \left[ T_{R1,i}(\alpha_{R1,i}) \right]^T
\]

\[
T_{R3,i} = \left[ T_{R2,i}(\alpha_{R2,i}) \right]^T
\]

\[
T_{R4,i} = \left[ T_{R3,i}(\alpha_{R3,i}) \right]^T
\]

In Equation 16, \( \psi_{R1,i} = \Omega_{R1} + \Delta \Omega_{R1} (i - 1) \), where \( \Omega_{R1} \) is the rotor 1 hub rotational speed. It is assumed that the shaft is inclined with respect to the fuselage by first a rotation with the angle \( \Gamma_{S1,1} \) and then a rotation with the angle \( \Gamma_{S1,2} \). Depending on the sequence of rotation, \( T_{S1,1} \) and \( T_{S1,2} \) are one each among \( E_1 \) and \( E_2 \). \( E_1 \), \( E_2 \), and \( E_3 \) are single axis transformation matrices about \( z \), \( y \), and \( z \) axes, respectively (Appendix). Clearly, \( T^{(1)} \), \( T^{(2)} \), and \( T^{(3)} \) are each one among \( E_1 \), \( E_2 \), and \( E_3 \), depending on the respective blade hinge sequence.

The body axis components of the angular velocity of the fuselage, \( \omega_F \), can be written as,

\[
\omega_F = \{ p, q, r \}^T
\]

Using the transformation matrices defined above, the body axis components of the angular velocity of the \( i \)th rotor 1 blade can be written as,

\[
\omega_{R1,i} = \left[ T_{S1}T_{R1,i}T_{R1,i}T_{R1,i}T_{R1,i} \right] \omega_F + \left[ T^{(1)} T^{(2)} T^{(3)} \right] \{ 0, 0, -\Omega_{R1} \}^T + \left[ T^{(2)} T^{(3)} \right] b_{R1,i}^{(1)} + \left[ T^{(3)} \right] b_{R1,i}^{(2)} + b_{R1,i}^{(3)}
\]

The unit vectors \( b_{R1}^{(1)} \), \( b_{R1}^{(2)} \), and \( b_{R1}^{(3)} \) have been introduced to allow a general rotor blade hinge sequence. For example, if rotor 1 blades undergo a lag, flap, and pitch rotation sequence, then \( b_{R1}^{(1)} = \{ 0, 0, 1 \}^T \), \( b_{R1}^{(2)} = \{ 0, 1, 0 \}^T \), and \( b_{R1}^{(3)} = \{ 1, 0, 0 \}^T \).
has been obtained using the concept of simple angular velocities [7].

The body axis components of the fuselage c.g. velocity are given as,

\[ v_B = \{u, v, w\}^T \]  \hspace{1cm} (22)

The inertial axis components of the fuselage and blade c.g. velocities can be written as,

\[ v_{F*} = TFv_B \]  \hspace{1cm} (23)

\[ v_{R1,i*} = v_{F*} + TF S(\omega_F)\hat{r}_{F1} + TF T_{S1} S(\omega_{S1})\hat{r}_{H1} + TF T_{S1} T_{H1,i} S(\omega_{H1,i}^{(1)}) \hat{r}_{R1}^{(1)} + TF T_{S1} T_{H1,i} T_{R1,i} S(\omega_{R1,i}^{(2)}) \hat{r}_{R1}^{(2)} + TF T_{S1} T_{H1,i} T_{R1,i} T_{R1,i} S(\omega_{R1,i}^{(3)}) \hat{r}_{R1}^{(3)} \]  \hspace{1cm} (24)

In Equation 24, \( \omega_{S1} \) represents the body axis components of the angular velocity of rotor 1 shaft. \( \omega_{H1,i}^{(1)} \) and \( \omega_{R1,i}^{(2)} \) are the individual body axis components of the angular velocities of the rotating hub, link 1, and link 2, respectively. The expressions for these angular velocities are given as follows:

\[ \omega_{S1} = [T_{S1}]^T \omega_F \]  \hspace{1cm} (25)

\[ \omega_{H1,i} = [T_{H1,i}]^T \omega_{S1} + \{0, 0, -\Omega_{R1}\}^T \]  \hspace{1cm} (26)

\[ \omega_{R1,i}^{(1)} = [T_{R1,i}^{(1)}]^T \omega_{H1,i} + b_{R1,i}^{(1)} \hat{r}_{R1}^{(1)} \]  \hspace{1cm} (27)

\[ \omega_{R1,i}^{(2)} = [T_{R1,i}^{(2)}]^T \omega_{R1,i}^{(1)} + b_{R1,i}^{(2)} \hat{r}_{R1}^{(2)} \]  \hspace{1cm} (28)

The angular acceleration vectors \( \dot{\omega}_F \) and \( \dot{\omega}_{R1,i} \) appearing in Equation 2 are obtained by a time-differentiation of the right hand sides of Equations 20 and 21, respectively. Similarly, the translational acceleration vectors \( a_F \) and \( a_{R1,i} \) appearing in Equation 2 are obtained by a time-differentiation of the right hand sides of Equations 23 and 24, respectively. While the equations for the rotor blade acceleration vectors are lengthy and omitted here, it is noticed from an inspection of Equations 20 through 24 that obtaining these equations is straightforward once the expressions for the time-derivatives of the transformation matrices has been obtained. The Appendix gives the derivation of a formula for calculating the time-derivative of a matrix in terms of a matrix product. Using this formula, the following are obtained:

\[ \dot{T}_F = TF S(\omega_F) \]  \hspace{1cm} (29)

\[ \dot{T}_{S1} = 0 \]  \hspace{1cm} (30)

\[ \dot{T}_{H1,i} = T_{H1,i} S(\{0, 0, -\Omega_{R1}\})^T \]  \hspace{1cm} (31)

\[ \dot{T}_{R1,i}^{(1)} = [T_{R1,i}^{(1)}]^T \hat{r}_{R1}^{(1)} \]  \hspace{1cm} (32)

\[ \dot{T}_{R1,i}^{(2)} = [T_{R1,i}^{(2)}]^T \hat{r}_{R1}^{(2)} \]  \hspace{1cm} (33)

\[ \dot{T}_{R1,i}^{(3)} = [T_{R1,i}^{(3)}]^T \hat{r}_{R1}^{(3)} \]  \hspace{1cm} (34)

Generalized Gravity Forces

The partial velocities \( \frac{\partial\mathbf{v}_F}{\partial u}, \frac{\partial\mathbf{v}_{R1,i*}}{\partial u}, \) and \( \frac{\partial\mathbf{v}_{R1,i*}}{\partial u} \) obtained in the computation of generalized inertia forces are used to compute the generalized gravity forces given by Equation 3.

Generalized Aerodynamic Forces Due to Fuselage

The first term in Equation 4 represents the generalized aerodynamic forces due to the fuselage. The quantities comprising this term are obtained as follows. The body axis components of the velocity of the fuselage aerodynamic center (a.c.) can be written as,

\[ v_F = v_B + S(\omega_F)\hat{r}_{AC} \]  \hspace{1cm} (35)

where \( \hat{r}_{AC} \) is the position vector from the fuselage c.g. to the fuselage a.c., expressed in body axes. Equation 35 is used to compute the partial velocity \( \frac{\partial v_F}{\partial u}, \frac{\partial v_{R1,i*}}{\partial u}, \) and \( \frac{\partial v_{R1,i*}}{\partial u} \) using the wind-axis components of the aerodynamic force and moment acting at the fuselage a.c. are usually given as a function of fuselage angles of attack and sideslip:

\[ L = L_1(\alpha) + L_2(\beta) \]  \hspace{1cm} (36)

\[ D = D_1(\alpha) + D_2(\beta) \]  \hspace{1cm} (37)

\[ M = M_1(\alpha) + M_2(\beta) \]  \hspace{1cm} (38)
These forces and moments are scaled with respect to the local dynamic pressure and can be in the form of a two dimensional data table or fitted analytical expressions to wind-tunnel data. The force and moment components in the body axes are given as,

\[
F_F = \tilde{q}E_2(\alpha)E_3(-\beta)\left\{-D_1, Y, -L\right\}^T \tag{42}
\]

\[
M_F = \tilde{q}E_2(\alpha)E_3(-\beta)\left\{I, M, N\right\}^T \tag{43}
\]

The fuselage velocities, for purposes of calculating the aerodynamic variables \(\alpha, \beta, \text{ and } \dot{q}\), include the effect of rotor 1 downwash:

\[
\bar{v} = v_F - w_{R1,0}\tilde{f}_{R1}(\chi_{R1}) \tag{44}
\]

where \(w_{R1,0}\) is the rotor 1 collective inflow, and \(\chi_{R1}\) is the rotor 1 wake skew angle. In absence of more sophisticated data, \(f_{R1}\) assumes the value \([0,0,1]^T\) or \([0,0,0]^T\), depending on whether the a.c. is within or outside of rotor 1 wake. \(\chi_{R1}\) is given as,

\[
\chi_{R1} = \tan^{-1}\left(\frac{\mu_{R1}}{-\lambda_{R1}}\right) \tag{45}
\]

where \(\mu_{R1}\) and \(\lambda_{R1}\) are, respectively, the rotor 1 advance ratio and rotor 1 inflow ratio. These quantities can be determined by computing the relative air velocity components at the rotor hub. Using Equation 44, the aerodynamic variables \(\alpha, \beta, \text{ and } \dot{q}\) can be readily computed:

\[
\alpha = \tan^{-1}\left(\frac{\tilde{v}_3}{\tilde{v}_1}\right), \quad \beta = \sin^{-1}\left(\frac{\tilde{v}_2}{|\tilde{v}|}\right) \tag{46}
\]

\[
\dot{q} = \frac{1}{2}\mu|\vec{v}|^2 \tag{47}
\]

**Generalized Aerodynamic Forces Due to Rotors**

The second term in Equation 4 represents the generalized aerodynamic forces due to rotor 1. Blade element analysis is used to calculate this term. As mentioned earlier, the rotor blades are allowed to have any arbitrary variation of twist, chord length, and airfoil characteristics along the span. The body axis components of the blade element velocity are given as,

\[
v_{R1,i,j} = \begin{bmatrix} T_{F1}T_{R1,i,j}^{(1)}T_{R1,i,j}^{(2)}T_{R1,i,j}^{(3)} \end{bmatrix}^T S(\omega_F)\tilde{f}_{R1} + \begin{bmatrix} T_{R1,i,j}^{(1)}T_{R1,i,j}^{(2)}T_{R1,i,j}^{(3)} \end{bmatrix}^T S(\omega_{R1})\tilde{f}_{R1} + \begin{bmatrix} T_{R1,i,j}^{(2)}T_{R1,i,j}^{(3)} \end{bmatrix}^T S(\omega_{R1})\tilde{f}_{R1} + \begin{bmatrix} T_{R1,i,j}^{(3)} \end{bmatrix}^T S(\omega_{R1})\tilde{f}_{R1} \tag{48}
\]

The only new quantity introduced in the preceding Equation is \(\tilde{f}_{R1,i,j}(j = 1, \ldots, b_{R1})\), which is the position vector from the root of the blade to the \(j\)th aerodynamic element, expressed in blade body axes. Equation 48 is used to obtain the partial velocity

\[
\dot{v}_{R1,i,j} = v_{R1,i,j} + \begin{bmatrix} T_{R1,i,j}^{(1)}T_{R1,i,j}^{(2)}T_{R1,i,j}^{(3)} \end{bmatrix}^T v_{A1,i,j} \tag{49}
\]

Figure 3 shows a typical \(j\)th element on the \(i\)th blade, and the lift and drag forces acting on it. \((y_{R1,i}, z_{R1,i})\) are the body axes of the blade. \(\theta_{R1,i}\) is the blade twist angle at the \(j\)th section. \(u_{R1,i,j}^p\) and \(u_{R1,i,j}^l\) are the components of the relative air velocity parallel and perpendicular to the zero lift line. The variables \(\alpha_{R1,i,j}, L_{R1,i,j}, \text{ and } D_{R1,i,j}\) have obvious meanings. The velocity of the \((i,j)\)th element with respect to air is given by the following equation,

\[
h_{R1,i,j} = \begin{bmatrix} v_{R1,i,j}^p \end{bmatrix} \tag{50}
\]

\[
u_{R1,i,j}^p = v_{R1,i,j}^p + \begin{bmatrix} T_{R1,i,j}^{(1)}T_{R1,i,j}^{(2)}T_{R1,i,j}^{(3)} \end{bmatrix}^T v_{A1,i,j} \tag{51}
\]

\[
where
\]

\[
w_{R1,0}, \text{ and } w_{R1,1c}\text{ are the sin and cos components of the rotor inflow and } R_{R1}\text{ is the rotor radius. The radial, tangential, and perpendicular components of the air velocity at the airfoil can be computed as,}
\]

\[
\begin{bmatrix} u_{R1,i,j}^p, -u_{R1,i,j}^l, u_{R1,i,j}^p \end{bmatrix}^T = E_i(\theta_{R1,i})\dot{f}_{R1,i,j} \tag{52}
\]

Using the air velocity components, the section angle of attack and Mach Number can be calculated as follows:

\[
\alpha_{R1,i,j} = \tan^{-1}\left(\frac{u_{R1,i,j}^p}{u_{R1,i,j}^l}\right) \tag{53}
\]

\[
M_{R1,i,j} = \frac{\sqrt{(u_{R1,i,j}^p)^2 + (u_{R1,i,j}^l)^2}}{c} \tag{54}
\]
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where \( c \) is the speed of sound at the altitude where the aircraft is operating. Airfoil lift and drag coefficients are usually specified as a function of the angle of attack and Mach Number. Thus,

\[
c_{R1,i,j} = c_{R1,i,j}(\alpha_{R1,i,j}, M_{R1,i,j})
\]

(55)

\[
c_{D1,i,j} = c_{D1,i,j}(\alpha_{R1,i,j}, M_{R1,i,j})
\]

(56)

The above data can be either in the form of a two dimensional data table or in the form of fitted analytical expressions to experimental data. However, in the absence of any data, simple analytical lift and drag models can be used. Based on reference [9], equations were generated for two simple models, one that ignored stall and compressibility effects and another that included the same. The section lift and drag forces are computed next:

\[
L_{R1,i,j} = \tilde{q}_{R1,i,j} c_{R1,i,j} c_{R1,i,j} (\Delta f_{R1,i,1}) \eta_{R1,i,1}
\]

(57)

\[
D_{R1,i,j} = \tilde{q}_{R1,i,j} c_{R1,i,j} c_{R1,i,j} (\Delta f_{R1,i,1})
\]

(58)

where

\[
\tilde{q}_{R1,i,j} = \frac{1}{2} \rho [(u_{R1,i,j})^2 + (u_{R1,i,j})^2]
\]

(59)

and \( c_{R1,j} \) and \( \eta_{R1,j} \) are, respectively, the chord length and lift efficiency factors at the \( j \)th section. The body axis components of the section aerodynamic force are given by:

\[
F_{R1,i,j} = E_1(\alpha_{R1,i,j} - \theta_{R1,j}) \{0, D_{R1,i,j}, -L_{R1,i,j}\}^T
\]

(60)

**Generalized Aerodynamic Forces Due to Surfaces**

The generalized aerodynamic forces due to the external surfaces are derived in much the same way as those due to the rotors. One difference, however, is that the radial drag force due to radial flow is considered here. It is assumed that every surface has a fixed (invariant with time) orientation with respect to the fuselage. The orientation can be specified uniquely in terms of rotation angles about three mutually perpendicular axes. In order to have consistency in describing surfaces with different orientations, the body axes for any surface are defined as follows. The \( z \) axis coincides with the zero lift line of the root section and is directed from the trailing edge of the surface to the leading edge of the surface (see Figure 4). The \( y \) axis is perpendicular to the \( z \) axis, passes through the aerodynamic center of the root section and is directed outboard. \( z \) axis completes the right handed set.

The objective is to evaluate the last term in Equation 4. For illustration purposes, the mathematical analysis involved is outlined for surface 1. Let the surface be oriented with respect to the fuselage by three successive rotations of angles \( \gamma_{S_1}, \delta_{S_1}, \) and \( \epsilon_{S_1} \) about mutually perpendicular axes. The sequence of rotations can be any of the possible six sequences. Let the matrices associated with the above transformations be \( T_{S_1}, T_{S_2}, \) and \( T_{S_3} \), respectively. The matrix \( T_{ES_1} = T_{S_1} (\epsilon_{S_1}) T_{S_2} (\delta_{S_1}) T_{S_3} (\gamma_{S_1}) \) transforms components of a vector from fuselage axes to surface 1 axes. Let \( \tilde{r}_{S_1} \) be the position vector from the fuselage c.g. to the surface 1 reference point, expressed in fuselage axes. Let \( \tilde{r}_{S_1,j} \) be the position vector from the surface reference point to the aerodynamic center of the \( j \)th section, expressed in surface axes. Then the velocity of the \( j \)th section can be expressed as,

\[
\tilde{v}_{S_1,j} = T_{ES_1} [v_B + S(\omega_F) \tilde{r}_{S_1} + S(\omega_F) [T_{ES_1}]^T \tilde{r}_{S_1,j}]
\]

(61)

This expression is used to obtain the partial velocity \( \frac{\partial \tilde{v}_{S_1,j}}{\partial u_{S_1,j}} \), which is needed for evaluating the generalized aerodynamic force contribution from surface 1.

For purposes of computing the aerodynamic force, the resultant section velocity with respect to air includes the effect of rotor 1 downwash:

\[
\tilde{v}_{S_1,j} = v_{S_1,j} - T_{ES_1} w_{R1,1} a_{S_1}(\chi_{R1})
\]

(62)

Similar to the case of the fuselage, in a simple analysis, \( f_{S_1} \) can be taken to be equal to \( \{0,0,1\}^T \) or \( \{0,0,0\}^T \), depending on whether the surface is within or outside of rotor 1 wake.

The effect of radial flow on a surface section is included in the same way as described in reference [10], where profile power is computed due to radial flow at blade sections. Let the free stream velocity at the \( j \)th section be yawed, as shown in Figure 5. An estimate of the normal and radial drag forces is desired, preferably in terms of the two dimensional sectional aerodynamic coefficients. It is assumed that the total viscous drag on the yawed section acts in the same direction as the free stream velocity. It is also assumed that the yawed section drag coefficient is given by the two dimensional unyawed airfoil characteristics. The normal section lift coefficient is assumed not to be influenced by yawed flow. The angle of attack and Mach Number for the unyawed and yawed sections are,

\[
\alpha_{S_1,j} = \tan^{-1} \left( \frac{\tilde{v}_{S_1,j} z}{\tilde{v}_{S_1,j} y} \right)
\]

(63)

\[
\alpha_{S_1,j} = \tan^{-1} \left( \frac{\tilde{v}_{S_1,j} z}{\sqrt{(\tilde{v}_{S_1,j} y)^2 + (\tilde{v}_{S_1,j} z)^2}} \right)
\]

(64)

\[
\alpha_{S_1,j} = \tan^{-1} \left( \frac{\tilde{v}_{S_1,j} z}{\sqrt{(\tilde{v}_{S_1,j} y)^2 + (\tilde{v}_{S_1,j} z)^2}} \right)
\]

(65)
The section lift and drag coefficients are given by:

\[ c_{L,j} = c_{L,j} \left( \alpha_{S,j}, \mathcal{M}_{S,j} \right) \]  
\[ c_{D,j} = c_{D,j} \left( \alpha_{S,j}, \mathcal{M}_{S,j} \right) \]

As mentioned for the case of rotor aerodynamics, in the absence of lift and drag coefficient data, simple analytical models for the coefficients can be used. The section lift and drag forces are given as,

\[ L_{S,j} = \bar{q}_{S,j} c_{S,j} c_{L,j} (\Delta \bar{r}_{S,j})_{2} \eta_{S,j} \]  
\[ D_{S,j} = \bar{q}_{S,j} c_{S,j} c_{D,j} (\Delta \bar{r}_{S,j})_{2} \]

where

\[ \bar{q}_{S,j} = \frac{1}{2} \bar{q} \left[ (\bar{v}_{S,j})_{j} + (\bar{v}_{S,j})_{3} \right] \]  
\[ \bar{q}_{S,j} = \frac{1}{2} \bar{q} \left[ (\bar{v}_{S,j})_{j} + (\bar{v}_{S,j})_{3} \right] \]

and \( \eta_{S,j} \) is the section lift efficiency factor. Finally, the body axis components of the section aerodynamic force are given as,

\[ R_{S,j} = \left( \frac{L_{S,j}}{\sqrt{(\bar{v}_{S,j})_{j}^{2} + (\bar{v}_{S,j})_{3}^{2}}} \right) \cdot \left\{ (\bar{v}_{S,j})_{3}, 0, -(\bar{v}_{S,j})_{j} \right\}^{T} + \left( \frac{D_{S,j}}{\sqrt{(\bar{v}_{S,j})_{j}^{2} + (\bar{v}_{S,j})_{3}^{2}}} \right) \cdot \left\{ -(\bar{v}_{S,j})_{1}, -(\bar{v}_{S,j})_{2}, -(\bar{v}_{S,j})_{3} \right\}^{T} \]

Generalized Damping Forces Due to Translational Dampers

As shown in Figure 2, one end of the blade translational damper is attached to the rotating hub while the other end is attached to the blade itself. The damper force is assumed to be given as a function of the relative speed between its two ends. The analysis associated with the first term in Equation 5, which is due to rotor 1, is developed in the following. The position vector from attachment point 1 to attachment point 2, expressed in the rotating hub axes, is given as,

\[ d_{R1,i} = \left( \bar{r}_{R1}^{(1)} - \bar{s}_{R1} \right) + T_{R1,i}^{(1)} \bar{r}_{R1}^{(1)} + T_{R1,i}^{(2)} \bar{r}_{R1}^{(2)} + T_{R1,i}^{(3)} \bar{r}_{R1}^{(3)} \]

\[ \bar{s}_{R1} \] is the position vector from the center of the hub to attachment point 1, expressed in hub axes. \( t_{R1} \) is the position vector from the blade root to attachment point 2, expressed in blade axes. The preceding equation is used to determine the velocity of attachment point 2 relative to that of attachment point 1, expressed in hub axes:

\[ \bar{v}_{R1,i} = S(\omega_{H1,i}) \left( \bar{r}_{R1}^{(1)} - \bar{s}_{R1} \right) + T_{R1,i}^{(1)} S(\omega_{H1,i}) \bar{r}_{R1}^{(1)} + T_{R1,i}^{(2)} S(\omega_{H1,i}) \bar{r}_{R1}^{(2)} + T_{R1,i}^{(3)} S(\omega_{H1,i}) \bar{r}_{R1}^{(3)} \]
the blade due to the spring-damper at hinge 3. These moments can be expressed as,

\[ M_{R1,i,1} = -b^{(1)}_{R1} \left( k_{P_{R1}} \alpha_{R1,i} + k_{D_{R1}} \alpha_{R1,i} \right) \]  
\[ M_{R1,i,2} = -b^{(2)}_{R1} \left( k_{P_{R1}} \alpha_{R1,i} + k_{D_{R1}} \alpha_{R1,i} \right) \]  
\[ M_{R1,i,3} = -b^{(3)}_{R1} \left( k_{P_{R1}} \alpha_{R1,i} + k_{D_{R1}} \alpha_{R1,i} \right) \]

where \( k_P \) and \( k_D \) denote stiffness and damping constants. The torsional spring-damper moments acting on the hub, link 1, link 2, and the blade, expressed in their individual body axes, are respectively given as,

\[ M_{R1,i,1}^D = -M_{R1,i,1} \]  
\[ M_{R1,i,2}^D = M_{R1,i,1} - M_{R1,i,2} \]  
\[ M_{R1,i,3}^D = M_{R1,i,2} - M_{R1,i,3} \]  
\[ M_{R1,i,4}^D = M_{R1,i,3} \]  

The matrix \( W_B \) is given as,

\[
W_B = \begin{bmatrix}
1 & 0 & -\sin \theta \\
0 & \cos \phi & \sin \phi \cos \theta \\
0 & -\sin \phi & \cos \phi \cos \theta
\end{bmatrix}
\]

\[ (96) \]

\[ \text{Multiblade Coordinate Transformation} \]

The airframe dynamic and kinematic models, given by Equations 1 and 93, respectively, are derived in the rotating system, with the rotor degrees of freedom describing the motion of individual rotor blades. However, the rotor usually responds as a whole to excitation and for physical insight it is desirable to work with the degrees of freedom which model the entire rotor system rather than the individual blades. To transform the equations of motion with respect to individual blade coordinates to rotor system coordinates, the method of multiblade coordinates is used [11]. Considering the example of rotor 1, for like degrees of freedom, the \( k \)th \((k = 1, \ldots, n_{R1})\) individual rotor blade degree of freedom is expressed as,

\[
\alpha_{R1,k} = \alpha_{R1,0} + \sum_{i=1}^{(n_{R1} - 1)/2} \left( \alpha_{R1,ic} \cos i\psi_{k} + \alpha_{R1,ic} \sin i\psi_{k} \right) + \alpha_{R1,e}(-1)^k
\]

for rotors with an odd number of blades and

\[
\alpha_{R1,k} = \alpha_{R1,0} + \sum_{i=1}^{(n_{R1} - 2)/2} \left( \alpha_{R1,ic} \cos i\psi_{k} + \alpha_{R1,ic} \sin i\psi_{k} \right) + \alpha_{R1,e}(-1)^k
\]

for rotors with an even number of rotor blades.

Let the generalized coordinate and generalized speed vectors in the multiblade or non-rotating coordinate system be represented by \( q' \) and \( u' \). Then the following substitutions are made in the airframe kinematic and dynamic model descriptions, given by Equations 93 and 1, respectively.

\[ q = T(t)q' \]  
\[ u = \dot{T}(t)q' + T(t)u' \]  
\[ \dot{u} = \ddot{T}(t)q' + 2\dot{T}(t)u' + T(t)u' \]

Then the resulting airframe kinematic and dynamic equations can be written as,

\[ f_{K_1}(q', \dot{q}', u') = 0, \quad i = 1, \ldots, n_{RB} \]
\[ f_{s_1}(q', u', \dot{u}', t) = 0, \quad i = 1, \ldots, n_{RB} \]  

\[ (102) \]  

\[ (103) \]
where the vector $w$ consists of the inflow coordinates of the two rotors:

$$w = \{w_{R1,0}, w_{R1,1s}, w_{R1,1c}, w_{R2,0}, w_{R2,1s}, w_{R2,1c}\}^T$$  \hspace{1cm} (104)

**Rotor Dynamic Inflow Model**

The rotor dynamic inflow model used in this work is based on the Peters and HaQuang [12] model which is in turn based on the work of Pitt and Peters [8]. The model includes three inflow degrees of freedom that yield the time-varying induced flow parallel to the rotor shaft. Based on the small perturbation potential flow equations, the model accounts for dynamic changes in collective inflow and first harmonic inflow azimuthally. Inflow along the blades varies linearly. The inflow distribution is given by Equation 50. For simplicity only the dynamic inflow model for rotor 1 will be described. The dynamic inflow model for rotor 2 is similar with obvious changes.

The basic model formulation is carried out in the rotor wind axis system and is later transformed to the rotor shaft axis system. The dynamic inflow equations are forced by the averaged (over rotor revolution) rotor thrust, rolling moment, and pitching moment in the shaft axes. The resulting equations can be written in the form,

$$\begin{bmatrix}
\dot{w}_{R1,0} \\
\dot{w}_{R1,1s} \\
\dot{w}_{R1,1c}
\end{bmatrix} + [A_{R1}] \begin{bmatrix}
w_{R1,0} \\
w_{R1,1s} \\
w_{R1,1c}
\end{bmatrix} = \begin{bmatrix}
-T_{R1} \\
-F_{R1} \\
-S_{R1}
\end{bmatrix}_{\text{sum}}$$  \hspace{1cm} (105)

where,

$$A_{R1} = A_{R1}(q', u')$$  \hspace{1cm} (106)

The blade element forces, given by Equation 60, are vectorially summed over all rotor blades to obtain the shaft axis components of the rotor thrust, rolling moment, and pitching moment. These forces and moments are then averaged over the period of revolution of the rotor and used in Equation 105.

The complete set of dynamic inflow equations for the two rotors can be functionally represented as,

$$g_i(q', u', w, \dot{w}) = 0, \ i = 1, \ldots, n_{DI}$$  \hspace{1cm} (107)

where $n_{DI} = 6$ since three state inflow models are being used for each rotor. It should be noted that Equation 107 is written using the multiblade or non-rotating coordinate system.

**Trim Algorithm**

Trim of an aircraft is defined as an equilibrium condition where the translational and rotational accelerations of the fuselage are zero. Hence in trim, $p = q = r = u = v = w = 0$. For straight and level flight, $p = q = r = v = 0$ as well. For a fixed wing airplane this definition is sufficient since one can generally regard an airplane as a single rigid body with six degrees of freedom. For rotorcraft the concept of trim is more complicated because the vehicle is represented as a multibody system consisting of a fuselage, many rotor blades, and a drive system. By virtue of the rotor rotational motion, the blades are always accelerating. For the rotor blade degrees of freedom, trim is considered to be an operating condition such that the individual rotor blades follow a periodic path. This implies that all the first and second derivatives of the rotor multiblade coordinates must be zero in trim. This will force individual blades to track the same periodic path each rotor revolution. However, it should be noted that for even bladed rotors this condition will not force every blade on a rotor to follow the same path. This is due to the warping multiblade coordinate mode for even bladed rotors.

There are many different methods for obtaining the trim condition of a coupled rotor and fuselage combination. Included in these methods are iterative fuselage trim and rotor trim, fully coupled autopilot trim, finite elements in time trim, nonlinear optimization trim, and Galerkin method trim. While no one method for trim is superior in all settings, all the methods are sufficiently different to have qualities which make them more or less attractive in different settings. In this work a nonlinear optimization trim technique is used.

In nonlinear optimization, one seeks to minimize or maximize a certain nonlinear function by iterating on the independent variables of the problem. Here the sum of the squares of the dynamic equation residuals will be minimized and the independent variables will be the system states and controls. A modified Newton's method, sometimes called a damped Newton's method or a quasi Newton method, is used as the nonlinear optimization algorithm to compute the trim state of the vehicle.

The trim algorithm begins by noting that in trim, $u' = 0$ and $w = 0$ necessarily. Hence in trim, the airframe dynamic equations (Equation 1) and the dynamic inflow equations (Equation 107) can be written as,

$$f_i(x, t) = 0, \ i = 1, \ldots, n_{RB}$$  \hspace{1cm} (108)

$$g_i(x) = 0, \ i = 1, \ldots, n_{DI}$$  \hspace{1cm} (109)
where
\[ x = \{ (q')^T, (u')^T, (w)^T \}^T \] (110)

Clearly, \( x \) is the state vector of the airframe dynamic model. Equation 108 contains a set of algebraic nonlinear equations which are periodic in time, with a period of \( \tau \). \( \tau \) is the period of revolution common to rotor 1 blades and rotor 2 blades. The goal of the trim algorithm is to minimize the residual of each equation in Equations 108 and 109 for all values of time.

A natural scalar function to minimize for trim is,
\[ J = \frac{1}{\tau} \int_0^\tau \sum_{i=1}^{n_{\text{eq}}} f_i(t) \, dt + \sum_{i=1}^{n_{\text{dis}}} g_i^2 \]
\[ \approx \frac{\Delta t}{\tau} \sum_{k=1}^{n_{\text{dis}}} f_i(t_k)^2 + \sum_{i=1}^{n_{\text{dis}}} g_i^2 \] (111)

where \( n_{\text{dis}} \) is the number of time points chosen for discretization. The function \( J \) is termed the cost function. Using the discretized form of the cost function, the gradient and hessian of the cost function can be formed.

For a local minimum of a quadratic function to exist, hessian matrix of the cost function must be positive definite. Assuming this is the case,
\[ \Delta x = -\left[ \frac{\partial^2 J}{\partial x^2} \right]^{-1} \frac{\partial J}{\partial x} \] (116)

The vector \( \Delta x \) is called the search direction because based on this direction a search to reduce the cost function shall be undertaken. For the local quadratic model of the cost function, the minimum is given by \( x + \Delta x \), of course if a minimum exists. A new iteration on the minimum of the actual cost function can now be made by with the equation,
\[ x_{\text{new}} = x_{\text{old}} + \alpha \Delta x \] (117)

The parameter, \( \alpha \), is the step length. It is used because the local model is only an approximation to the actual cost. \( \alpha = 1 \) corresponds to a full Newton’s method while \( \alpha < 1 \) implies a damped or modified Newton’s method. The parameter \( \alpha \) is determined at each trim iteration and is based on satisfying criteria for tracking sufficient decrease in the cost function at each iteration in the overall minimization problem. The process of determining the step length is called a step length procedure or line search strategy.

There are many criteria for determining sufficient decrease in the cost function at each iteration. Armijo’s rule is used here which can be stated as,
\[ J_0 - J_\alpha \geq -\mu \alpha \frac{\partial J}{\partial x} \Delta x \] (118)

where the constant \( \mu \) is a positive number. A back tracking strategy is used in the line search strategy. In this method, one always starts with \( \alpha = 1 \) and tries to use the full Newton’s method if possible. If the current \( \alpha \) does not fulfill the Armijo condition, then \( \alpha \) is divided by a factor and retried. Once an appropriate value for \( \alpha \) is obtained, new values for \( x \) are computed. Then a new local quadratic model is formed and the optimization procedure is again formed. It should be noted that in solving for the search direction a linear system must be solved. It is solved using a modified Choleski decomposition algorithm as described in reference [13].

**Linear Model of Airframe Dynamics**

Linearized rotorcraft dynamic models are extremely useful for flying qualities analyses. To this end, the composite airframe dynamic model consisting of the kinematic, dynamic, and dynamic inflow
models, given by Equations 102, 103, and 107, respectively, is linearized about an arbitrary trim state, \( x_0 \). The linear model can be written as,

\[
C_p(x_0,t)\delta \dot{x} = D_p(x_0,t)\delta x
\]  

(119)

The \((2n_{RB} + n_{DF}) \times (2n_{RB} + n_{DF})\) square matrices \( C_p \) and \( D_p \) are given as,

\[
C_p = \begin{bmatrix}
\frac{\partial f_k}{\partial \delta'} & 0 & 0 \\
0 & \frac{\partial f_k}{\partial \delta} & 0 \\
0 & 0 & \frac{\partial g_k}{\partial \delta}
\end{bmatrix}
\]

(120)

\[
D_p = \begin{bmatrix}
\frac{\partial f_k}{\partial \delta'} & \frac{\partial f_k}{\partial \delta} & 0 \\
\frac{\partial f_k}{\partial \delta'} & \frac{\partial f_k}{\partial \delta} & \frac{\partial f_k}{\partial \delta} \\
\frac{\partial f_k}{\partial \delta'} & \frac{\partial f_k}{\partial \delta} & \frac{\partial f_k}{\partial \delta}
\end{bmatrix}
\]

(121)

where

\[
f_k = \{f_{1k}, \ldots, f_{n_{RB}}\}^T
\]

(122)

\[
f = \{f_1, \ldots, f_{n_{RB}}\}^T
\]

(123)

\[
g = \{g_1, \ldots, g_{n_{DF}}\}^T
\]

(124)

In the ensuing analysis, the \( \delta \)'s in Equation 119 will be dropped and the perturbation state of the aircraft will be simply denoted as \( x_{ac} \).

### Transformation of the Airframe Linear Dynamic Equations

The multiblade coordinate transformation should be accompanied by a transformation of the equations of motion to the non-rotating coordinate system. This step is accomplished by taking linear combinations of the equations of motion given by Equation 119. The operations can be performed by premultiplying the dynamic equations by a transformation matrix, \( \tilde{T}(t) \). The fully transformed linear equations are,

\[
\tilde{T}(t)C_p(t)\dot{x}_{ac} = \tilde{T}(t)D_p(t)x_{ac}
\]

(125)

In rotorcraft handling qualities analysis, a linear time invariant system is most convenient to work with due to the powerful linear system analysis tools available. A standard approximation used in rotorcraft handling qualities work is to neglect the harmonic content in Equation 125 and hence obtain a linear time invariant system. This approximation is known as the constant coefficient approximation and it is used in the current effort.

The blade pitch control terms can be separated from the above equations by assuming that the multiblade coordinate blade pitch degrees of freedom do not possess dynamics. Appropriate rows of the dynamics matrix are deleted and the associated columns form the controls matrix. The final form of the airframe linear dynamic equations is,

\[
\dot{x}_{ac} = Ax_{ac} + B\dot{\theta}
\]

(126)

\[
y_{ac} = Cx_{ac} + D\dot{\theta}
\]

(127)

where the vector \( \dot{\theta} \) consists of individual rotor pitch control variables. This system can now be coupled to the flight control system to form the complete system.

### Linear Control System Model

Most aircraft flight control systems are given in block diagram form and there is no standard structure. Although for modeling purposes, a generic flight control system structure could be assumed such that all or at least a majority of current aircraft flight control systems could be accommodated, it is felt this approach may be too restrictive in some cases and far too general, hence inefficient, in other cases. It is desirable to have a flight control system modeling capability which does not assume a structure apriori but uses the input data deck to generate the model. This approach allows for greater flexibility and increased utility of the control system model. With these considerations in mind, a linear state-space flight control system modeling capability was developed that takes the basic block diagram data as input.

The flight control system is assumed to be comprised of an arbitrary number of filters, given in polynomial form. Each filter is a multi-input and single-output filter as shown in Figure 7.

The inputs to each filter can consist of pilot stick inputs, outputs of other individual filters, aircraft states, and derivatives of aircraft states. A state-space realization is computed for each individual filter in phase variable canonical form. The filters are then assembled into an overall state-space realization. The realization can be written as,

\[
\dot{x}_{cs} = A_u x_{cs} + B_u v_u
\]

(128)

\[
y_u = C_u x_{cs} + D_u v_u
\]

(129)

The subscript \( u \) signifies that the state-space matrices do not account for the filter coupling. A filter coupling matrix can be computed in the form,

\[
v_u = \zeta u v_u + \beta_u \delta + \gamma_u x_{ac} + \sigma_u \dot{x}_{ac}
\]

(130)

It should be noted that Equations 128, 129 and 130 can be constructed in a straight forward manner from the input block diagram data. Substituting Equation
130 into Equations 128 and 129, the coupled state-space model of the control system can be formed.

\[
\begin{aligned}
\dot{x}_{cs} &= Fx_{cs} + G\delta + Hx_{ac} + E\dot{x}_{ac} \\
\dot{x}_{ac} &= Px_{ac} + Q\delta + Rx_{ac} + Z\dot{x}_{ac}
\end{aligned}
\]  

(131)  

(132)

where,

\[
\begin{aligned}
F &= A_u + B_u \zeta_u S_u \\
G &= B_u \zeta_u U_u + B_u \beta_u \\
H &= B_u \zeta_u V_u + B_u \gamma_u \\
E &= B_u \zeta_u W_u + B_u \sigma_u \\
P &= X[C_u + D_u \zeta_u S_u] \\
Q &= X[D_u \zeta_u U_u + D_u \beta_u] \\
R &= X[D_u \zeta_u V_u + D_u \gamma_u] \\
Z &= X[D_u \zeta_u W_u + D_u \sigma_u] \\
S_u &= [I - D_u \zeta_u]^{-1} C_u \\
U_u &= [I - D_u \zeta_u]^{-1} D_u \beta_u \\
V_u &= [I - D_u \zeta_u]^{-1} D_u \gamma_u \\
W_u &= [I - D_u \zeta_u]^{-1} D_u \sigma_u \\
\end{aligned}
\]

(133)  

(134)  

(135)  

(136)  

(137)  

(138)  

(139)  

(140)  

(141)  

(142)  

(143)  

(144)

The matrix \(X\) restricts the overall control system outputs to be the aircraft blade pitch angles. It should be noted that if the matrix \([I - D_u \zeta_u]\) is singular, then there is not a valid state-space model for the system and the system is non-causal. This is due to the fact that the flight control system output can be written as,

\[
[y] = C_u x_{cs} + D_u \beta_u \delta + D_u \gamma_u x_{ac} + D_u \sigma_u \dot{x}_{ac}
\]

(145)

For a valid state-space realization the output must be uniquely determined from the state and control. Clearly when \([I - D_u \zeta_u]\) is singular this is not possible. This observation can be used for detecting input data errors.

**Airframe and Control System Coupling**

The linear airframe model which describes the rigid body aircraft motion and rotor dynamic inflow is given by Equations 126 and 127. The inputs to the airframe linear equations are blade pitch angles of the two rotor systems. The linear flight control system model is given by Equations 131 and 132. The outputs of the flight control system model are also the blade pitch angles of the two rotors. The linear airframe and control system models are coupled by noting that the output of the flight control system model is the input to the airframe model.

\[
\begin{bmatrix}
\dot{x}_{ac} \\
\dot{x}_{cs}
\end{bmatrix}
= \begin{bmatrix}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{bmatrix}
\begin{bmatrix}
x_{ac} \\
x_{cs}
\end{bmatrix}
+ \begin{bmatrix}
B_1 \\
B_2
\end{bmatrix}\delta
\]

\[
\{y\} = \begin{bmatrix}
C_1 & C_2
\end{bmatrix}
\begin{bmatrix}
x_{ac} \\
x_{cs}
\end{bmatrix}
+ [D_1]\delta
\]

(147)

where,

\[
\begin{aligned}
A_{11} &= A + B\Pi \\
A_{12} &= BT \\
A_{21} &= H + E(A + B\Pi) \\
A_{22} &= F + EBT \\
B_1 &= B\Xi \\
B_2 &= G + E\Xi \\
C_1 &= C + D\Pi \\
C_2 &= DT \\
D_1 &= D\Xi \\
\Pi &= [I - ZB]^{-1}(R + ZA) \\
T &= [I - ZB]^{-1}P \\
\Xi &= [I - ZB]^{-1}Q
\end{aligned}
\]
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(154)  

(155)  

(156)  

(157)  

(158)  
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**Concluding Remarks**

A linear coupled rotor-fuselage-control system dynamic model is presented in this paper. The model is expected to be useful for flying qualities studies, stability and control investigations, and control design parametric studies. Efforts are underway to produce numerical results for the validation of the model.
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The matrices $E_1$, $E_2$, and $E_3$ represent single axis transformations about $x$, $y$, and $z$ axes, respectively, and are defined as follows:

$$E_1(\kappa) = \begin{bmatrix} 1 & 0 & 0 \\ 0 & \cos \kappa & \sin \kappa \\ 0 & -\sin \kappa & \cos \kappa \end{bmatrix}$$

$$E_2(\kappa) = \begin{bmatrix} \cos \kappa & 0 & -\sin \kappa \\ 0 & 1 & 0 \\ \sin \kappa & 0 & \cos \kappa \end{bmatrix}$$

$$E_3(\kappa) = \begin{bmatrix} \cos \kappa & \sin \kappa & 0 \\ -\sin \kappa & \cos \kappa & 0 \\ 0 & 0 & 1 \end{bmatrix}$$

**Appendix**

**Skew-Symmetric Matrix Operator**

For a vector $a = [a_1, a_2, a_3]^T$, the matrix $S(a)$ is defined as,

$$S(a) = \begin{bmatrix} 0 & -a_3 & a_2 \\ a_3 & 0 & -a_1 \\ -a_2 & a_1 & 0 \end{bmatrix}$$

**Single Axis Transformation Matrices**
Figure 1: Generic Rotorcraft Configuration

Figure 3: $j$th Aerodynamic Element of the $i$th Rotor 1 Blade

Figure 4: External Surface Aerodynamic Sections

Figure 2: Rotor Blade Geometry

Figure 5: $j$th Aerodynamic Section of Surface 1 in Yawed Free Stream
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Figure 6: Trim Procedure Flowchart

\[ \begin{align*}
\text{n}_i(i) &= \text{Number of Inputs to } i^{\text{th}} \text{ Filter} \\
\text{n}_o(i) &= \text{Order of } i^{\text{th}} \text{ Filter} \\
y(i) &= \text{Output of } i^{\text{th}} \text{ Filter} \\
k_{i,j} &= \text{Gain Multiplying } j^{\text{th}} \text{ Input of } i^{\text{th}} \text{ Filter}
\end{align*} \]

Figure 7: \(i^{\text{th}}\) Flight Control System Filter
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ABSTRACT

The current aircraft assessment process typically makes extensive use of operational personnel during simulations and operational evaluations, with increased emphasis on evaluating the many pilot and/or operator/aircraft control loops. The need for a crew assessment in this broader arena has produced a variety of rating scales. The Cooper-Harper Rating Scale is frequently misused and routinely overlooked in the process, for these applications often extend the scale's use beyond its originally intended application. This paper agrees with the broader application of the Cooper-Harper Rating Scale and presents a concept for the development of a "use unique" Interpreted Cooper-Harper Scale to help achieve this objective. This interpreted scale concept was conceived during efforts to support an FAA evaluation of a night vision enhancement system. It includes descriptive extensions, which are faithful to the intent of the current Cooper-Harper Scale and should provide the kind of detail that has historically been provided by trained test pilots in their explanatory comments.

INTRODUCTION

The Cooper-Harper Pilot Rating Scale (CHPRS) has been very effective in handling qualities research and development applications, serving as an evaluation tool and communications medium in a community of trained experimental and R&D test pilots and engineers. The success of CHPRS has in some measure been due to the discipline involved in its use. This discipline has been instilled thorough training at test pilot schools, use of the scale in the military acquisition process, and because of adherence to the asterisk note which appears on the scale: "Definition of required operation involves designation of flight phase and sub-phases with accompanying conditions".

In Reference 1, Harper and Cooper emphasize the need to follow this stricture. While recognizing the difficulties in doing so, they also recognize the adverse impact of failure to treat this instruction in a comprehensive way.

Currently, the assessment process in new product development for aircraft has taken on a greater operational flavor. This is found both at the project initiation stage, where extensive simulations using operational personnel are becoming the rule, and at the final approval stage where operational personnel hold the final stamp. At the same time, the greatly increased integrated complexity of the pilot machine interface systems increases the emphasis on evaluating the many in-flight dynamic components of the pilot and/or operator/aircraft control loop. This complexity is amplified for rotorcraft, where the total flight regime includes the widest variety of flight path tasks.

The need for a rating scale in this broader arena has required the use of evaluation scales of some sort, and perhaps because piloting considerations are generally involved --- but not always --- the Cooper-Harper scale is frequently used. Sometimes it is misused in this broader context. Sometimes it is not applied because of concern for misuse, or a bureaucratic constraint or because it is simply not understood.

To those who have been trained in the use of the scale, it is clear and provides a concise and useful way for members of the handling qualities community to communicate. To many outside the handling qualities community, a reluctance to apply the scale is evoked by a lack of confidence in the use of subjective pilot evaluations. This group typically desires to use a pass fail criteria pilot (crew) evaluation or alternately base
decisions on quantitative measures alone. It appears that the reservations of some are reinforced by their unsuccessful attempts to use the scale. These attempts may have failed to observe the asterisked stricture of the CHPRS (see Figure 1).

A case can be made for using some other scale, or using the CHPRS with a second overlapping workload scale, or using no subjective scale at all. But because handling qualities are major components of all aircraft pilot/operator assessments, and because the scale has always included consideration of workload, it seems most appropriate to improve our understanding of the existing CHPRS and broaden its applications. To this end, this paper proposes that a well understood, expanded and interpreted version of the CHPRS would:

1. Help the aviation community define the factors which respond to the asterisk note on the CHPRS, minimizing variance in pilot ratings.
2. Include a concept which involves developing "application unique" extensions to the descriptive content of the scale to enhance its use by both trained engineering test pilots and by operational evaluation pilots. These expanded definitions will allow pilots to:
   a. Select a correct rating which may be a whole number or a half pilot rating (PR), and
   b. Provide additional comments which will help others understand the experience underlying the selected rating (in terms which include flying qualities, flying workload, cockpit management (CM) workload and relevant performance measures).
3. Better explain how experienced subject pilots can predict the suitability of an aircraft for operations in environments not specifically evaluated.

In summary, paper supports the broader application of the current CHPRS and it offers a concept for achieving this objective through the introduction of an use-specific, Interpreted Cooper-Harper Pilot Rating Scale.

**COOPER-HARPER RATINGS**

**Background**

The first widely used pilot rating scale was introduced in 1957 and known as the Cooper Scale (Reference 2). This was followed by an interim scale in 1966 (Reference 3) and finally in 1969 the Cooper-Harper rating scale, presented here as Figure 1, was published in NASA TN D-5153 (Reference 4).

The key to effective use of this scale lies in strict adherence to the guidelines contained in References 1 and 4, and in the thorough understanding of the scale's origins, strengths and limitations. In this regard, Harper and Cooper reported in Reference 1 that the "nearly universal use of the Cooper-Harper rating scale for handling qualities assessments is not commensurate with the general lack of access to and familiarity with NASA TN D-5153 (which gives background guidance, definition of terms, and recommended use)". In other words, everybody uses the scale, but few have studied Reference 4 and/or observe the counsel of Reference 4.

It is important to understand that most of the ideas and suggestions in this paper are not new. For the most part, they are over 30 years old and alluded to in the above references. This paper does provide suggested ways to implement the guidance of References 1 and 4 as well as expanding the application of the scale to address the current needs of the industry. In this regard, the following paragraphs quote, paraphrase, and amplify a number of key concepts and instructions contained in the primary references:

**A Communication Enhancement Tool**

There are two parts to the rating process: "The pilot's commentary on the observations he made, and the rating he assigned. ---- They are the most important data on the closed-loop pilot-airplane combination which the engineer has." (Reference 1). The rating numbers themselves are an aeronautical short hand developed for recording, quantifying and analyzing subjective data. These ratings are a means to an end. They are not the end of the process.

**Engineering Test Pilots**

The scale in Figure 1 was developed for use by experimental and engineering test pilots. These test pilots typically have an operational background and have been trained to communicate with the engineering community. The military pilot becomes a test pilot after acquiring a personal understanding of the environment, threat and related friendly weapons systems which will define the total combat environment. They then learn (civil or military) to evaluate flying qualities in context with the cockpit workload with a readiness to deal with the environment and the adversity introduced by equipment failures.

**Pilot Comments**

Engineering test pilots are expected to know how to provide task ratings and comments which are useful in the analysis of the flights they conduct. It is not enough to provide a rating. The pilot must provide comments as to what the pilot experienced. The pilot must report what did and (sometimes) what did not influence the assignment of a given rating. For example, one pilot may use one technique to compensate for a lateral directional oscillation and be very successful, while a second pilot may not understand the best compensatory technique, have a great deal more trouble and assign a poor rating.

**Operational Pilots**

There are three probable situations where the operational pilots (unschooled in the methods of the engineering test pilots) could be expected to utilize the CHPRS. --- In the ground based and inflight
ADEQUACY FOR SELECTED TASK OR REQUIRED OPERATION *

AIRCRAFT CHARACTERISTICS

PILOT RATING

**Excellent**
Highly desirable
Pilot compensation not a factor for desired performance.

**Good Negligible deficiencies**
Pilot compensation not a factor for desired performance.

**Fair**
Some mildly unpleasant deficiencies
Minimal pilot compensation required for desired performance.

**Minor but annoying deficiencies**
Desired performance requires moderate pilot compensation.

**Moderately objectionable deficiencies**
Adequate performance requires considerable pilot compensation.

**Very objectionable but tolerable deficiencies**
Adequate performance requires extensive pilot compensation.

**Major deficiencies**
Adequate performance not attainable with maximum tolerable pilot compensation. Controllability not in question.

**Considerable pilot compensation is required for control.**

**Intense pilot compensation is required to retain control.**

**Control will be lost during some portion of required operation.**

* Definition of required operation involves designation of flight phase and sub-phases with accompanying conditions.

**Figure 1: The Cooper-Harper Pilot Rating Scale**

Simulations cases, the resident simulation staff is very familiar with the use of the CHPRS and they are inclined to attempt to have the operational pilot use the CHPRS. The results of this application are potentially flawed because the operational pilots may not understand the proper use of the scale. -- The scale looks simple, and these otherwise very capable pilots understate their lack of comprehension in an effort to be accommodating.

In the operational evaluation venue, the resident engineers and analysts are much less familiar with the CHPRS and often hesitate to employ it. Here an opportunity for broader use is missed.

In brief, the CHPRS is not sufficiently user friendly for many operational pilot applications unless the pilots and engineers are diligently trained in its use.

**The Scale**

The scale presented in Figure 1 incorporates 10 ratings. Cooper and Harper feel that these ratings should be adequate for most evaluations (Reference 4). While they also recognize that the use of half rating gradation is appropriate for some applications (e.g. 3.5 and 4.5), they discourage the practice. One reason for this reluctance is obvious. There are no definitions of half ratings.
Another argument against the use of half ratings asserts that ability of pilots to discriminate between flying qualities (workload and performance) is not sufficient to empower them to assign half ratings. The data in Figure 2 argues against this last assertion, for it contains a family of boundaries which separate areas of the flight envelope which were judged by an engineering test pilot to contain flying qualities that differ by one half of one PR. Boundaries of this sort were first identified in Reference 5, and later defined in flight with a small, modern helicopter. Over 60 pilot ratings were recorded during stabilized, standard rate turning flight, while observing limits of \( +5 \) knots and \( \pm 50 \) ft/min. The actual ratings assigned to each area of the flight envelope vary as a function of the accompanying conditions (e.g., turbulence, lighting, visibility, etc.).

**Pilot Compensation/Workload Factors**

The level of pilot compensation necessary to achieve "adequate" or "desired" performance (see Figure 1) is integral to the use of CHPRS. Implicitly, this compensation is directly translatable to workload. Furthermore, the phrase "definition of required operation" (included in the asterisk note of the CHPRS) serves to include both direct flight control and other flight management functions which the pilot must perform to achieve satisfactory task performance.

In the real world, the pilot approaches a flight task with the expectation that the task is doable. That is, pilots look at all of the sources of workload and attempt to cope with each source in the way which produces the best performance with a minimum of effort. As Harper and Cooper observe in Reference 1, "the pilot adapts". From the view of the systems engineer, the pilot learns how to achieve the desired performance while optimally distributing the piloting (handling qualities) workload and cockpit management (CM) workload. In military combat aircraft, mission equipment monitoring and task execution workload is also involved.

The engineer understands that tasks are distributed by the crew in a natural attempt to avoid spikes in workload which are likely to be accompanied by an unwanted dip in performance. It is this effective search for adaptive techniques which exemplifies the pilot's contribution to crew-machine performance.

As the total workload builds, the pilot may have reason to periodically (albeit very briefly) allocate a high priority to CM tasks and allow errors in the flight path to build during a period of deferred attention. The performance during such unattended periods is therefore judged differently. The pilot who is prepared to allow an aircraft to drift off speed, or roll away from level flight, has substituted new (temporary) limits on
the allowable flight path errors. These larger allowable errors apply only during the performance of the priority CM task. Typically, the pilot monitors the aircraft's departure from trim, and if every thing goes well, the CM task is completed during one period of unattended flight. If the aircraft departs too quickly, or is difficult to return to trim, several periods of unattended or deferred flight control activity may be utilized to complete the CM task. Pilots evaluate such shared attention requirements and make a determination as to suitability.

Pilots also develop CM techniques which minimize the time required to accomplish CM tasks. For example, they learn how to identify switches by location, shape and mode of operation. This allows them to find a switch while focusing their eyes on a flight control task. The mind is obviously able to share its attention more rapidly than the eyes, especially when head movement is required.

In addition, pilots who are faced with the need to use the right hand to conduct a CM task may use the left hand to control pitch and roll during the CM event. A pilot may also use a knee to hold a collective in position, or use both feet on the directional controls to keep the aircraft level in roll. Such techniques may result in substantially less deviation from the desired flight path with little or no increase in total workload. This is the way pilots learn to get the job done in the real world. Test pilots know these techniques and engineers need to report which ones they use.

When pilots encounter a task which is not doable, many will attribute the failure to a personal inability. But, the more experienced the pilot, the less likely this will occur. Never-the-less, this is one more reason why it is very important for the analyst to understand the attitudes of subject pilots.

In the vein of doable tasking, the "unexpected" typically places the ultimate stress on crew performance. The occurrence of unplanned events such as equipment malfunctions, unexpected route changes and unforecast weather are all a part of the equation. A totally correct evaluation of these events typically requires a concomitant engineering analysis to determine the probability of a given event.

Defining The Task

The CHPRS (Figure 1) contains a note which is often given less than adequate consideration. The note refers to the "task" or "operation" and alerts us to the effect: "Definition of required operation involves designation of flight phases and sub-phases with accompanying conditions."

Flight Phases and Sub-Phases. If we translate the definitions of flight phase and sub phases as stated in Reference 4, we find that hovering flight and cruise flight are two typical flight phases. Activities associated with achieving a 40 ft hover is a sub phase. Maintaining a steady 40 ft hover is also a sub phase.

Accompanying Conditions. The factors which collectively define "accompanying conditions" substantially influence the assignment and analysis of pilot ratings. Typically, the project engineer must define accompanying conditions prior to the flight for they at least partially define the test objective or "scope of test". The pilot needs this guidance to accomplish the desired evaluation. The actual accompanying conditions, observed during the execution phase, must be recorded to support the best possible analysis and avoid unexplainable variance in the data.

The factors which define some rotorcraft tasks can normally be selected from a list like the partial one presented below:

(1) VMC or IMC task
   - type of cue field and display augmentation
   - display system

(2) Performance Objectives
   - altitude (absolute or as measured by radar altimeter)
   - horizontal position error (X and Y)
   - heading variation limits
   - main transmission torque limits
   - engine operating limits
   - attitude variation limits during
corrections (± degrees)
   - attitude variation allowed as the result of a gust or turbulence
   - time available to conduct non flight control cockpit tasks (schedule of shared time)

(3) Environmental Factors
   - underlying surface
   - near field visual screen
   - far field visual screen
   - near hazards-obstructions to hover
   - lighting
   - visual range
   - obstructions to visibility
   - precipitation
   - smoke, fog, dust, snow, sun
   - glare, sun, moon, reflections

While most of the flying qualities community clearly understands the importance of the items listed under (1) and (2) above, the environmental factors under (3) seem to be less appreciated and are more often than not treated in too general a way. For example, limit environmental conditions are sometimes established by as few as one or two parameters (e.g., visibility). Such an abbreviated treatment is often inadequate, especially in the case of helicopters required to operate to and from a variety of fixed and moving platforms, in a rapidly changing air mass, day and night. Figure 3 was adapted from Reference 5 to expand on the list above and to illustrate the variety of conditions which
may be of interest during rotorcraft evaluations. While this figure is admittedly incomplete, figures like this should be provided so that pilots and engineers can accurately define sets of conditions for evaluation. In the real world, we find that rotorcraft pilots are interested in a variety of environmental conditions, any or all of which can represent a limit condition.

Before leaving this subject, it is important to recognize that the introduction of "usable cue environments" in Reference 6 is an important contribution and a significant step in the right direction, as is the Navy's deck interface (DI) testing methodology which recognizes ship motion, lighting, wind, and other factors identified in Figure 3.
Probability of Encounter

The probability of encountering adverse environmental factors is another important consideration when evaluating the suitability of flying qualities and workload of a real aircraft. It would appear that the probability of encountering certain environments can be treated in a way that is similar to the treatment of failure modes as addressed in References 6, 7, 8, and 9.

In this regard, McElroy does an excellent job in Reference 10 of addressing and the probability of simultaneously encountering specific levels of atmospheric disturbance and failure states in context with flight envelopes. Figure 4 has been reproduced from Reference 10 as it is an excellent summary of the author's concept. In support of this figure, the author observes that the FAA could use subjective pilot ratings (from a scale like that in Figure 1) to determine compliance with the criteria "satisfactory," "adequate," and "controllable" (Figure 4), an idea which is still new to much of the FAA.

Analyzing Environmental Effects

Plotting pilot rating data as a function of one or more variables will often help the analyst develop the highest degree of confidence in the data. This concept is demonstrated in Reference 11 which presents a family of six data plots (one each for 5, 10, 15, 20, 25, 30 knots of wind), two of which are characterized in Figure 5. Observe that pilot ratings are plotted as a function of azimuth for two wind speeds.

Note that pilot ratings vary as a function of both wind speed and azimuth. Although not shown, the ratings can also vary as a function of gross weight, power available, center of gravity, rotor RPM, turbulence, visibility, lighting, and a host of other variables. If you inspect the 5 and 15 knot data for the wind azimuth of 300°, you will note that the pilot rating changes from a respectable PR 3 at 5 knots of wind to a relatively poor rating of PR 5 at 15 knots. But why? The pilots comments should provide the best insight. This is a clear demonstration of the need for pilot comments.

Probability Guidelines and Minimum HQ Requirements

<table>
<thead>
<tr>
<th>FLIGHT CONDITION</th>
<th>ATMOSPHERIC DISTURBANCE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LIGHT</td>
</tr>
<tr>
<td>PROBABLE CONDITION</td>
<td>OFE</td>
</tr>
<tr>
<td>IMPROBABLE CONDITION</td>
<td>LFE</td>
</tr>
</tbody>
</table>

S = SATISFACTORY  A = ADEQUATE  C = CONTROLLABLE


Figure 4: Probability Guidelines and Minimum HQ Requirements

Figure 5: Handling Qualities For Various Wind Azimuth Angles (Pre-landing hover) Over Deck of Small Ships
Evaluating Simulation Facilities

Pilot ratings can also be used to evaluate the authenticity of a simulator. One way to check the authenticity of the simulation is to ask the crews to evaluate (or interpret) the simulator visual and motion systems while simulating an aircraft with which they are familiar.

To illustrate this application, the results of a hypothetical simulator evaluation are presented here as Figure 6. This figure contains the possible result of a day flight and a night flight in an existing helicopter followed by an attempt to replicate the real world test conditions in a ground based simulator. The data shown for "Bright Day - Actual Flight" in this figure is taken directly from Figure 5. In this illustration, the pilot's "actual flight" PRs and "simulated flight" PRs are approximately equal for the dark night case, but the data for the bright day case reveals a significant disagreement. The comments accompanying the pilot's ratings should confirm the ratings and provide insight into the probable cause. Depending upon the comparative evaluation of the pilot's control activity and overall performance, the findings would seem to suggest that the visual representation lacked adequate authenticity in the "bright day" case. In contrast, the dim, night scene was adequate. This is an important finding in and of itself.

The results of a second hypothetical evaluation are presented in Figure 7 which illustrates an alternative format for evaluating the authenticity of a simulator. In this case, the pilot first uses a real helicopter to conduct a demanding task in seven different real world environments. The seven combinations have been plotted in ascending order for convenience. When the same pilot attempts the identical task in the simulated environments (duplicated in the simulator), the pilot ratings should agree. If they do not agree, the pilot's comments associated with each rating should provide useful data as to the cause of the difficulty.

That is, an analysis of pilot control activity, attitude error, flight path error, etc., should include an equally exhaustive analysis of pilot comments.

Minimizing Variability In Ratings

Variance in PR data feeds the argument that the subjective rating approach can produce erroneous results. Cooper-Harper tell us to expect a limited amount of variability in ratings. Disparity in pilot background can produce variation in the pilot ratings. In addition, Cooper-Harper tell us that some pilots may be predisposed for or against a given configuration. In addition, some variability in PRs may simply reflect the presence of one or more factor(s) which were not accounted for in the definition of the experiment. That is, an important factor may not have been recorded.

Most of these sources of variability can be minimized through diligent planning. In particular, pilots and engineers are urged to develop a table such as that included as Figure 3. Once the data are collected, presentations formats such as those suggested by Figures 5, 6 and 7 can help the analyst develop the best possible understanding of PR data and at the same time minimize the possibility of scatter in the data.

Extrapolations

The CHPRS authors recognize that some would have pilots evaluate only the situation experienced (first hand) by the subject pilot. Others would have pilots use a simulator evaluation experience to predict/extrapolate to the real world. For example, assume that during a landing experiment, employing an inflight simulator, the pilot evaluates the test configuration only on a clear, bright sunny day. The pilot could then be asked to rate only the situation flown, (clear day to a runway), or alternately, the pilot could be asked to extrapolate the clear day observations into a dark, wet night environment.

![Figure 6: Comparison Of Pilot Ratings To Evaluate A Simulation Facility](image-url)
Cooper-Harper agree that a pilot can extrapolate this experience and provide a rating for an environment worse than that observed in a hands-on evaluation. This of course assumes that the pilot has acquired an adequate understanding of the aircraft and is familiar with the operational environment of interest. Cooper-Harper go on to ask the question "... if the pilot doesn't do it, who will?". They also go on to conclude that an experienced pilot is probably the best qualified to extrapolate simulator experience into the real world.

The same ability to extrapolate has been recognized and utilized in the military and FAA evaluations of aircraft for at least forty years. That is, an experienced pilot is often asked to conclude in a few flights, that a given aircraft is, or is not, suitable for flight into instrument conditions without ever flying into instrument conditions. Regardless of the approach taken, the pilot and engineer should agree on which approach they will use and this selection should be reported with the data. This note of caution is supported by Harper and Cooper in Reference 1.

WORKLOAD AND INTEGRATED EVALUATIONS

With the increased use of computer based systems, the pilot's task has shifted more and more towards the overall flight management function. In minimum crew (one or two place) military combat aircraft, these system advances have added to the mission system functions over which the pilot has direct control. For military aircraft, the same technology advances have greatly expanded the functions of non-pilot air crew mission system operators - and increased the thrust towards the use of a minimum crew.

On the civil side, there is the potential of single pilot IFR helicopter operations, including approaches to busy airports and slow speed steep approaches into confined landing sites. These operations bring a similar concern for increased cockpit complexity and higher workload.

Workload

These developments have increased the attention of specialists in human task performance to the measurement of pilot and air crew workload, with recognition that in-flight measurement is needed to fully characterize the actual experience. Issues of objective vs. subjective measurement have received continuing attention in this field as elaborated in References 12 and 13. Due to the complexity of the total in-flight workload and the intrusiveness of available objective measurement techniques, there has been increasing acceptance of and support for subjective measurement.
DIFFICULTY LEVEL | OPERATOR DEMAND LEVEL | RATING
---|---|---
VERY EASY, HIGHLY DESIRABLE | Operator mental effort is minimal and desired performance is easily attainable. | 1
EASY, DESIRABLE | Operator mental effort is low and desired performance is attainable. | 2
FAIR, MILD DIFFICULTY | Acceptable operator mental effort is required to attain adequate system performance. | 3
MINOR BUT ANNOYING DIFFICULTY | Moderately high operator mental effort is required to attain adequate system performance. | 4
MODERATELY OBJECTIONABLE DIFFICULTY | High operator mental effort is required to attain adequate system performance. | 5
VERY OBJECTIONABLE BUT TOLERABLE DIFFICULTY | Maximum operator mental effort is required to attain adequate system performance. | 6
MAJOR DIFFICULTY | Maximum operator mental effort is required to bring errors to moderate level. | 7
MAJOR DIFFICULTY | Maximum operator mental effort is required to avoid large or numerous errors. | 8
MAJOR DIFFICULTY | Intense operator mental effort is required to accomplish task. But frequent or numerous errors persist. | 9
IMPOSSIBLE | Instructed task cannot be accomplished reliably. | 10
Subjective measurements schemes that have been evaluated (Reference 14) indicate that some of them, while useful in laboratory investigations of pilot or operator workload, are quite cumbersome and too time consuming in ground based flight simulator or in-flight use. Chambers and Hilmer in Reference 14 clearly show the advantages of Weirville's proposed Modified Cooper-Harper Rating Scale (MCHRS) (Figure 8) for workload assessment in both piloting and non-piloting tasks in these applications. The brief treatment in that paper, however, does not go on to point out other benefits of its use for these applications.

For example, the familiarity of engineering test pilots, simulation staff and flight test engineering personnel with the CHPRS provides a direct carry over to use of the MCHRS. This should allow its use in both workload measurement per se and in the evaluation of non-piloting flight management and mission systems, either individually or as part of the integrated overall pilot/pilot and mission specialist task. In the case of these applications, strictures similar to those which accompany the CHPRS would have to be developed. This would including the need for subject comments similar to those provided by pilots in the CHPRS.

Need For Single Integrated Rating
While separate assessments of handling qualities and workload can be useful in research investigations, for example Reference 15 contains the results of one such effort, this approach fails to give the decision maker a readily usable answer regarding operational suitability.

Decision makers need an overall rating which reflects the total suitability of the aircraft to accomplish its mission when operated by the typical air crew for which the aircraft was designed. For civil aircraft, FAA certification is the final go/no go decision. For military aircraft, the formal Operational Evaluation is the final stamp. But the use of the CHPRS to primarily evaluate flying qualities (with consideration of flying and CM workload inferred) and the use of the MCHRS as a sub-set to the CHPRS to evaluate workload, does not provide the desired single rating. It also fails to deal with comparative priorities (e.g., the flying task vs. the CM task). Another approach is needed.

INTERPRETED COOPER-HARPER PILOT RATING SCALE

Introduction
The preceding discussion has suggested that there is a need to apply the CHPRS more broadly while observing the strictures more diligently. This includes the need for a scale which is easier for operational pilots to use and which treats workload a bit more directly. This need includes both flying and the non-flying, cockpit management workload and the related priorities. In addition, there is the need to define half pilot ratings.

An example of how all of this might be accomplished is presented in Figure 9. The Interpreted Cooper-Harper Pilot Rating Scale (ICHPRS), as addressed here, is meant to have the same meaning as the original CHPRS of References 1 and 4. The concept also applies to the entire scale, but a complete treatment is beyond the scope of this paper. When compared to the CHPRS in Figure 1, it is quickly obvious that the first "pilot decision" steps are not included in Figure 9. In military version of this scale, these pilot decisions steps would be retained. In the civil version, they might not be retained (as suggested in Reference 16).

Half PRs
As discussed earlier, half PRs accomplish two objectives. First, they allow pilots to evaluate a condition or situation which does not meet the definition of a whole number in the CHPRS. Second, the half ratings allow the pilot or analyst to build a higher degree of confidence as to where the boundaries of interest are located. But the CHPRS does not provide definitions and, depending upon the application, this can represent a serious problem.

In contrast, the ICHPRS does include definitions for half ratings. These half ratings relate to the preceding whole integer rating and not to the subsequent rating. The logic of this approach is more apparent when one considers the transition between PRs of 3 and 4, and the PRs of 6 and 7 (especially when considering many of the military applications). Civil evaluators may draw the lines of suitability elsewhere with the same concern.

"Use Unique" Interpretative Narrative
The narrative in Figure 9 is meant to suggest an approach, not "the only" or "the recommended" approach. In most cases, the narrative in the ICHPRS should be developed by one or more engineering test pilot(s) and engineer(s) familiar with the test aircraft, its operational characteristics, and its operational requirements. This should produce one or more aircraft-mission unique scale(s), depending upon the scope of the evaluation.

The added descriptors might evolve during the initial shake down of an aircraft or during a familiarization period in the aircraft or in a simulator (if a real aircraft is not available). In any event, the use of a trained engineering test pilot, familiar with the Cooper-Harper scale, is strongly recommended.

Note that the descriptions under "Aircraft Characteristics" in Figure 9 are identical to those found in the CHPRS presented in Figure 1. The narrative under "To Achieve the best attainable performance" has two parts. The first part (left column) repeats the descriptions found in the CHPRS. The second part (right column) is split into two horizontal boxes. These two boxes contain the interpretive narrative for one whole PR and the associated
half pilot rating. Note that this second column contains comments relating to both flight control and CM tasking, including indications of priority and performance. The final column (under Representative Observations) amplifies the preceding descriptions of the pilot effort required by characterizing performance in terms of operational suitability. Here, examples are provided to aid the pilot in efforts to discriminate. As described in References 1 and 4, failure to meet the intent of any specific rating forces the pilot to assign the next higher rating.

**Performance.** Performance objectives must be defined prior to commencing an evaluation. These objectives must relate to tasks for which the pilot expects to achieve minimum error, or for situations where the pilot desires to maximize time out of the loop to rest or to conduct a CM task during which some amount of flight path error is acceptable. For example, this might characterize the shared monitoring of the aircraft's flight path and a mission equipment display. In this regard, CM tasking could be evaluated to determine the critical tasks and the procedures which apply. What CM tasks must be accomplished during high gain flight control events? This includes consideration of failure modes. For example, if an engine fails, is the pilot expected to continue the task and deal with the emergency procedures, or does the pilot first transition to a new flight phase?

The interpretative narrative can include detailed references to performance expectations or objectives for both the flying and the CM tasks. That is, there is no reason why performance objectives should not be inserted in the narrative. It seems likely that this approach would reduce the potential for variance, but in some situations, this level of detail would probably not be necessary.

**Definitions.** Once the performance objectives have been defined, and the narrative has been drafted, definitions should be developed and supported with examples where required.

**Performance Priority.** The narrative in Figure 9 was developed with the idea that the flight path performance of the aircraft was the primary or critical objective. It is also possible to have situations where CM is of paramount concern. The narrative would be written appropriately for such flight phases to reflect these changing priorities. For example, it may be important accomplish an electronic warfare task in a very precise and timely way, while operating at altitudes and speeds which minimize concern for flight path error.

<table>
<thead>
<tr>
<th>AIRCRAFT CHARACTERISTICS</th>
<th>DEMANDS ON THE PILOT IN SELECTED TASK OR REQUIRED OPERATION</th>
<th>PILOT RATING</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minor, But Annoying Characteristics</td>
<td>Pilot must concentrate on flight path errors. CM tasks are accomplished following standard procedures.</td>
<td>Occasional relaxed control is possible, but workload sometimes results in unwanted deviation. Pilot is impatient and fatigued during extended operations.</td>
</tr>
<tr>
<td>Moderate Objective Characteristics</td>
<td>Pilot must concentrate on flight path errors. CM procedures are altered to accommodate reduced pilot capacity to monitor cockpit status.</td>
<td>Relaxed control is unachievable. Considerable compensation sometimes required. Pilot quickly impatient, quickly fatigued. Not accepted as the norm for the duration of routine or probable flight.</td>
</tr>
<tr>
<td>Very Objectionable But Tolerable Characteristics</td>
<td>Pilot attention is fully focused on early error detection. Pilot is often unable to effectively plan and execute cockpit management tasks in accordance with standard procedures.</td>
<td>Performance is marginal for a precision task and is not acceptable for routine or probable operations. Pilot does not have the time to adequately monitor status of CM tasks.</td>
</tr>
<tr>
<td>Adequate performance requires pilot compensation.</td>
<td>Concentration on error detection and compensation is intense, and approaching limit. Many cockpit management tasks are deferred, some are precluded.</td>
<td>Maximum acceptable compensation is required. Unusual attitude may develop while accomplishing CM task. Pilot is confident of success during 15 min precision and 120 min of improbable operations pursuing a non-precision.</td>
</tr>
<tr>
<td>Adequate performance requires pilot compensation.</td>
<td>Concentration on flying task is at limit. Critical CM activities are accomplished randomly, as opportunities arise during momentary improvement in flying task performance.</td>
<td>Excessive pilot compensation is required to continue marginally safe operations for 5 min in precision task and 30 to 60 min in non-precision tasks. Pilot is occasionally alarmed at combinations of error, error buildup rate and total workload.</td>
</tr>
<tr>
<td>Adequate performance requires pilot compensation.</td>
<td>Concentration on flying task is at limit. Adequate flight performance can not be attained if any CM tasking is undertaken.</td>
<td>Compensation is at limit. Acceptable performance will probably only be achieved during very brief periods ranging from seconds to a minute. Pilot will persist only if there is no safer alternative. Aircraft will probably not be damaged if pilot persists. If pilot attempts CM task, aircraft may incur minor damage.</td>
</tr>
</tbody>
</table>

* Definition of required operation involves designation of flight phase and sub-phases with accompanying conditions.

** If a mission-flight critical cockpit management task can not be accomplished in a timely and effective way, the PR = 7.

Figure 9: An Example of Interpretative Narrative Added to a Portion of the Cooper-Harper Pilot Rating Scale
NIGHT VISION TESTING BY FAA
This paper was in part made possible as the result of work funded by the FAA Rotorcraft Research Program Office in Washington, D.C., and accomplished in support of flight evaluations of night vision devices conducted by the Flight Test Division of the FAA Technical Center, Atlantic City International Airport, New Jersey. The objective of the evaluation was to provide an opportunity for a large number of civil and FAA pilots to fly with night vision goggles (NVGs) to determine their suitability for use by EMS operators.

This evaluation was chartered to use a group of civil helicopter pilots with dissimilar flying backgrounds to examine the safety of flight issues associated with the use of NVGs while operating in a variety of environments. For example, a variety of lighting environments and obstructions to visibility were of interest. --- None of the evaluation tasks involved Nap of the Earth (NOE) flying techniques.

As a result, a set of evaluation guides (booklets) were developed to help introduce pilots to the evaluation, and to help them understand an early ICHPRS. (References 17, 18, and 19). The interpreted pilot rating scale was meant to be faithful to the intent of the CHPRS. This project is currently underway and the results are yet to be documented. --- The current plan is to sort the pilot rating assessment data and compile the results for each task in a way which is characterized above in Figure 10. This should provide decision makers with data they need to determine suitability in terms of pilot experience and environmental factors.

CONCLUSIONS AND OBSERVATIONS
Cooper-Harper is an effective subjective assessment tool when applied in accordance with its creators full instructions. Extensive successful use in the past, and the evolving "test and approval decision processes" are areas where its effectiveness can be enhanced for current and future applications.

The ability of pilots to extrapolate pilot ratings is a well proven capability which is essential to safe, affordable and timely evaluation of aircraft and simulations of proposed aircraft designs.

A suitably tailored Interpreted Cooper-Harper Rating Scale as proposed will provide pilots not having an engineering test pilot background with an effective rating system for use in simulations and final operational evaluations.

The effectiveness of using Cooper-Harper in handling qualities evaluations, where workload is a factor in the assessment, strongly supports the use of a proposed Modified Cooper-Harper, appropriately adapted, in specific subjective workload assessment and non-pilot airborne system evaluations.
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ABSTRACT
This paper describes a piloted simulation conducted on the NASA Ames Vertical Motion Simulator. The objective of the experiment was to investigate the handling qualities benefits attainable using new display law design methods for hover displays. The new display laws provide improved methods to specify the behavior of the display symbol that predicts the vehicle’s ground velocity in the horizontal plane; it is the primary symbol that the pilot uses to control aircraft horizontal position. The display law design was applied to the Apache helmet-mounted display format, using the Apache vehicle dynamics to tailor the dynamics of the velocity predictor symbol. The representations of the Apache vehicle used in the display design process and in the simulation were derived from flight data. During the simulation, the new symbol dynamics were seen to improve the pilots’ ability to maneuver about hover in poor visual cuing environments. The improvements were manifested in pilot handling qualities ratings and in measured task performance. The paper details the display design techniques, the experiment design and conduct, and the results.

NOTATION
- $A_z$: acceleration cue longitudinal position, deg
  (degrees refer to angle subtended at pilot’s eye)
- $A_y$: acceleration cue lateral position, deg
- $\text{Error}_{\text{north}}$: vehicle earth-axis position error northward, ft
- $\text{Error}_{\text{east}}$: vehicle earth-axis position error eastward, ft
- $f_i(s)$: sensor equalization filter on signal $i$
- $g$: gravity constant, ft/sec$^2$
- $K_x$: display longitudinal conversion factor for hover box, deg/ft
- $K_y$: display lateral conversion factor for hover box, deg/ft
- $K_z$: display longitudinal conversion factor for velocity vector, deg/ft/sec
- $K_y$: display lateral conversion factor for velocity vector, deg/ft/sec
- $L_{\delta a}$: vehicle derivative of applied specific rolling moment due to lateral cyclic, rad/sec$^2$/in.
- $M_{\delta b}$: vehicle derivative of applied specific pitching moment due to longitudinal cyclic, rad/sec$^2$/in.
- $P_x$: hover box longitudinal position, deg
- $P_y$: hover box lateral position, deg
- $p$: vehicle body-axis roll rate, rad/sec
- $q$: vehicle body-axis pitch rate, rad/sec
- $s$: Laplace operator
- $V_{\text{north}}$: northward component of vehicle groundspeed, ft/sec
- $V_{\text{east}}$: eastward component of vehicle groundspeed, ft/sec
- $V_x$: velocity vector longitudinal position, deg
- $V_y$: velocity vector lateral position, deg
- $z$: vehicle longitudinal position, ft
- $\dot{z}$: vehicle longitudinal velocity, ft/sec
- $\ddot{z}$: vehicle longitudinal acceleration, ft/sec$^2$
- $\dot{\ddot{z}}$: estimated longitudinal acceleration, ft/sec$^2$
- $\dot{\dot{z}}$: complementary filtered longitudinal acceleration, ft/sec$^2$
- $X_u$: vehicle longitudinal velocity damping, 1/sec
- $\dot{y}$: lateral heading referenced groundspeed, ft/sec
- $\ddot{y}$: filtered lateral groundspeed, ft/sec
- $\dddot{y}$: complemented filtered lateral acceleration, ft/sec$^2$
- $\ddot{\dddot{y}}$: estimated lateral acceleration, ft/sec$^2$
- $Y_v$: vehicle lateral velocity damping, 1/sec
- $\delta_a$: pilot lateral cyclic control position, in.
A significant effort at Ames Research Center has aimed at developing and flight testing display law design methods for the hover flight regime. The flight experiment of Ref. 1 documented the influence of display dynamics on handling qualities for near-hover maneuvering; the Ref. 2 flight experiment examined the relative merits of two pilot-oriented design goals for the display dynamic response. Both experiments employed a cockpit panel-mounted representation of the AH-64 Pilot Night Vision System (PNVS) symbology (Ref. 3), which is shown in Figure 1. The flight experiment of Ref. 4, following many years of simulation research, examined control and display requirements for VTOL translation, hover, and landing, using an Ames-designed symbology format.

The common theme for all the experiments was the use of a velocity predictor symbol (called the acceleration cue in Figure 1). The emphasis of the research was placed on the specification of that symbol’s dynamics. When used with the hover position symbol and the velocity vector, the acceleration cue is the pilot’s primary controlled element for regulation of vehicle horizontal position. Although the acceleration cue predicts future horizontal velocities, it is used primarily in combination with another symbol that indicates a desired vehicle horizontal position, to control vehicle horizontal position. For helicopters with angular rate stabilization only, the resulting aircraft position dynamics are difficult to control, as there are approximately three integrations from pilot input to aircraft position response. This separation of the pilot from the vehicle state of interest presents a handling qualities challenge to the display designer. As will be described subsequently, the acceleration cue response to pilot control input must be designed considering the vehicle dynamics and the task requirements to maximize handling qualities and mission effectiveness.

The lessons learned from the three flight experiments provided the foundation for the flight investigation of Ref. 5, whose objectives were 1) to design new display laws tailored specifically to the Apache vehicle dynamics and 2) to compare the resulting handling qualities with those of the existing Apache display laws. While the first objective was achieved, the second was not because the documented representation of the existing Apache display laws used in the flight comparison was not correct. The correct display laws were obtained subsequently, and potential improvements were then shown analytically.

Since that experiment, as will be described, flight data documenting the Apache vehicle response characteristics were obtained that permitted the identification of high-quality design and simulation models. The nature of the identified vehicle response necessitated an extension of the display law design methods described in Ref. 2 and Ref. 4. Thus, the motivation for the simulation experiment described here was to examine the potential benefits of the extended design methods using an improved representation of the Apache vehicle and of its baseline display responses. The following sections detail the display law design methods, the simulation design and conduct, and the results.

DISPLAY LAW DESIGNS

The term “display laws” refers to the equations and scaling that determine the position of the central symbology, namely the acceleration cue, velocity vector, and hover position box (Figure 1). During hover maneuvering using primarily the symbology, the acceleration cue becomes the pilot’s primary controlled element. To achieve a hover over the position box, he moves his stick to place the cue on the box, and he maintains it there as the box converges to the display center. The pilot workload to maintain the cue on the box, and the nature of the resulting vehicle trajectory, are the two issues that most impact the design of the acceleration cue dynamics.

These considerations are illustrated in Figure 2, which presents a block diagram of the pilot-vehicle-display system for the case where the pilot is attempting to zero the longitudinal displayed error between the hover box and acceleration cue. The ease of controlling the acceleration cue’s position on the display is determined by the transfer function $A_x/\delta_b$, which in turn is determined by the cue’s response to each of the aircraft states that drive it.

Given any particular set of dynamics for the cue response to control, the trajectory that the aircraft follows while the pilot maintains the cue on the hover box is determined by the closed loop response $z/z_{cmd}$. This response must be tailored so that the trajectory is well-damped, with a bandwidth, or “aggressiveness,” appropriate for the aircraft mission.

There is a tradeoff between the cue controllability, which affects the pilot workload, and the aircraft position response. In one extreme, the easiest cue to control would be one driven only by pilot control position; however, this would result in poor hovering performance. This problem has been referred to as poor “face validity” (Ref. 6). In the other extreme, the cue position could be driven to show the pilot control inputs required for a quick, well-behaved trajectory, probably resulting in complex control motions and high workload. Finally, the tradeoffs become more critical as the level of vehicle augmentation decreases, since stability margins deteriorate quickly.
With these guidelines in mind, three methodologies for specifying display laws were examined for the experiment. After brief discussions of the vehicle dynamics model used for the display designs and of the baseline production display laws, a description of each design method is presented. Finally, all the display laws are compared analytically.

### Vehicle Design Model

To support the display law design, a mathematical model was needed of the AH-64 Apache (Figure 3) with its Digital Automatic Stabilization Equipment (DASE) on. Parameter identification techniques described in Ref. 7 were used to identify from flight data a low-order model for the DASE-on vehicle near hover. The flight data were part of a larger AH-64 database generated by the Army at the Airworthiness Qualification Test Directorate (AQTD); the flight tests are described in Ref. 8.

The DASE-on design model has decoupled transfer functions with associated equivalent time delays for the longitudinal and lateral responses to pilot input. These were the only responses required for the display design. The following models were identified from flight data that exhibited
excellent coherence in the frequency range of interest (0.2 to 10 rad/sec):

$$\frac{q}{\delta_b}(s) = \frac{-2.49(s + 0.262)}{(s + 0.399)(0.805; 3.46)} e^{-0.103s}$$  \hspace{1cm} (1)$$

$$\frac{p}{\delta_a}(s) = \frac{6.32}{[0.582; 4.29]} e^{-0.0425s}$$  \hspace{1cm} (2)$$

where the shorthand notation indicates the second order system $[\zeta; \omega^2] = s^2 + 2\zeta\omega s + \omega^2$. Note that these high-order rate responses approximate, over the fitted frequency range, the combined dynamic effects of the unaugmented vehicle and its limited-authority augmentation system. Previously, two of the display design methods had been applied to only first-order rate responses; those methods had to be extended to accommodate these high-order identified responses.

Production Display Laws

The PNVS display mode of interest for this study is the Bob-Up mode, which includes the velocity vector, acceleration cue, and hover box symbols. The symbol deflection definitions are shown in Figure 4. Based on unpublished documentation provided by the manufacturer and the Army’s program management office, the equations governing the movement of each symbol are next described.

Hover Position Box

In the current production version of the PNVS software, the hover box is an octagon drawn and scaled to have an edge-to-edge width of 8 ft. It is driven relative to the fixed reticle by the heading-referenced, Earth-axis position error to a pilot-selected point:

$$P_x = K_x (\text{Error}_\text{north}\cos\psi + \text{Error}_\text{east}\sin\psi)$$  \hspace{1cm} (3)$$

$$P_y = K_y (\text{Error}_\text{north}\sin\psi + \text{Error}_\text{east}\cos\psi)$$  \hspace{1cm} (4)$$

Here, the errors equal the desired position minus the current position, and the desired position is the one existing when the Bob-Up mode was selected. The hover box moves opposite to the aircraft motion to show the relative location of the desired position. To re-initialize the box to the current vehicle position, centered on the fixed reticle, the pilot deselects then reselects the Bob-Up mode. The scale factors $K_x$ and $K_y$ are required to convert feet to display displacement, such that full-scale deflection of the center of the box is $\pm 44$ ft. The full-scale deflection point is such that the outer edge of the box is just below the heading tape. The values of $K_x$ and $K_y$ were $0.241$ deg/ft, where the degrees refer to the angle of display displacement subtended, on the PNVS monacle, at the pilot’s eye.

Velocity Vector

The velocity vector tip location relative to the fixed reticle is calculated as follows:

$$\dot{x} = V_{\text{north}}\cos\psi + V_{\text{east}}\sin\psi$$  \hspace{1cm} (5)$$

$$\dot{y} = -V_{\text{north}}\sin\psi + V_{\text{east}}\cos\psi$$  \hspace{1cm} (6)$$

$$\dot{x}_{\text{filt}}(s) = \frac{1}{s + 1} \dot{x}(s)$$  \hspace{1cm} (7)$$

$$\dot{y}_{\text{filt}}(s) = \frac{1}{s + 1} \dot{y}(s)$$  \hspace{1cm} (8)$$

$$V_x = K_x \dot{x}_{\text{filt}}$$  \hspace{1cm} (9)$$

$$V_y = K_y \dot{y}_{\text{filt}}$$  \hspace{1cm} (10)$$

Where $K_x$ and $K_y$ are again scale factors to convert ft/sec to degrees of display displacement. They have the value of 1.03 deg/ft/sec so that the full-scale deflection of the vector represents 12.0 ft/sec (7.13 knots). The velocity vector’s full-scale deflection point on the display is 15% beyond that of the hover box, or midway into the heading tape.

Acceleration Cue

The acceleration cue center relative to the fixed reticle is calculated as follows:

$$\ddot{x}_{\text{filt}}(s) = \frac{\dot{x}(s)}{s^2 + 2s + 1} - \frac{32.2(s + 2)}{s^2 + 2s + 1}\ddot{\varphi}(s)$$  \hspace{1cm} (11)$$

$$\ddot{y}_{\text{filt}}(s) = \frac{\dot{y}(s)}{s^2 + 2s + 1} + \frac{32.2(s + 2)}{s^2 + 2s + 1}\ddot{\varphi}(s)$$  \hspace{1cm} (12)$$

$$A_x = K_x (\ddot{x}_{\text{filt}} + 1.507\ddot{\varphi}_{\text{filt}} - 3.013\dot{\varphi})$$  \hspace{1cm} (13)$$

$$A_y = K_y (\ddot{y}_{\text{filt}} + 1.507\ddot{\varphi}_{\text{filt}} + 3.013\dot{\varphi})$$  \hspace{1cm} (14)$$

Thus the acceleration cue is driven relative to the tip of the velocity vector with an estimate of linear acceleration plus some lead compensation generated by the attitude rate terms.

The three new display design methods applied to the PNVS will next be described. It should be noted that for these new display laws, the display scalings of the three symbols remained invariant and equal to those of the production laws to preserve their operational significance and to provide a consistent basis of comparison among all the laws.
Modified Production Display Laws

The first display law design method did not fully apply the techniques described in the introduction. Rather, it consisted of simply adjusting the gains on the acceleration and attitude rate terms in the production cue equations and the time constants of the velocity vector filter. The motivation for this design was to investigate whether simple changes in the existing equations, requiring no additional sensor information, would favorably impact handling qualities on AH-64's in the current fleet. The adjustments were made empirically based on a goal of improving the vehicle position trajectory response when the pilot is adopting the guidance strategy of placing the cue on the position box during the capture.

The transfer function of the controlled element, \( A_x(s)/\delta_b(s) \), that results for the production display laws has an underdamped complex pair of zeros in its numerator (at \(-0.48\pm j0.66 \text{ rad/sec}\)). These underdamped zeros result from the interaction of the display feedbacks with the heavily filtered groundspeed signal. If the velocity filter breakpoint is moved from 1 rad/sec to 10 rad/sec, the underdamped complex zeros are eliminated. This modification to the sensor filtering alone would likely result in increased cue noise in flight. So in combination with the above filtering change, the gains on high-frequency inputs (accelerations and attitude rates) were lowered. The lowering of these gains was accomplished while trying to achieve vehicle-display dynamics having an integrator-like response to pilot input in the crossover frequency range (Ref. 9). This design was developed during the simulation, and the authors recognize that depending on sensor signal quality in the AH-64, increased gains could improve this cue's response. The final equations for the modified production design were as follows:

\[
\dot{x}_{filt}(s) = \frac{1}{(0.1s + 1)} \dot{x}(s)
\]

\[
\dot{y}_{filt}(s) = \frac{1}{(0.1s + 1)} \dot{y}(s)
\]

\[
V_x = K_x \dot{x}_{filt}
\]

\[
V_y = K_y \dot{y}_{filt}
\]

\[
A_x = K_x(\dot{x}_{filt} + 1.290 \dot{z}_{filt} - 0.286 \dot{\phi})
\]

\[
A_y = K_y(\dot{y}_{filt} + 0.800 \dot{y}_{filt} + 0.160 \dot{\phi})
\]

Display Laws Based on Workload Design

The second design employed the philosophy developed in Ref. 2 with an extension of that methodology to treat the identified AH-64 aircraft dynamics. Entitled the "workload" design, this method seeks to reduce pilot workload by providing high-frequency proportional, or gain-like, response of the acceleration cue to pilot input while also assuring desirable trajectory response. The handling qualities benefits of the gain-like response goal were established in the flight experiment of Ref. 2, which compared gain-like responses with integrator-like responses for hover maneuvering using the same display format.

In this method, a display law is specified for the cue in terms of a sum of compensated aircraft states and controls. The aircraft dynamics are then considered in order to define a desirable and achievable cue response to pilot control. This desired transfer function is next adjusted if necessary to achieve acceptable trajectory response. Thus, the sensor compensation is determined that provides the desired cue response. The details of this approach are now described for the longitudinal and lateral axes.

Longitudinal Axis Design

The general display law for this method, as extended for this application, is:

\[
A_x(s) = f_x(s)\dot{x}(s) + f_\theta(s)\theta(s) + f_q(s)q(s) + f_{\delta_b}(s)\delta_b(s)
\]

(21)

Where the \( f_i \)'s represent the sensor signal compensation required to provide the desired cue response. Dividing by \( \delta_b \) yields:

\[
\frac{A_x}{\delta_b}(s) = f_x(s)\frac{\dot{x}}{\delta_b}(s) + f_\theta(s)\frac{\theta}{\delta_b}(s) + f_q(s)\frac{q}{\delta_b}(s) + f_{\delta_b}(s)
\]

(22)

For the desired gain-like cue response to pilot input above some frequency, this transfer function's numerator and denominator must be of equal order. The objective is to determine the order and parameter values for each filter to yield this gain-like cue response. The choices are also constrained by the requirement to provide good trajectory response dynamics. The relationship between the two can be seen by referring to Figure 2, where for high values of pilot gain, \( K_p \), the open-loop position transfer function may be approximated by:

\[
\frac{z}{x_{cmd} - z}(s) \approx \frac{K_p}{6_b} x/6_b
\]

(23)

Thus, for fixed display position and velocity scalings and vehicle response, tailoring the cue response is the only means of assuring an acceptable closed-loop position response. The cue transfer function can be used, for example, to cancel unwanted dynamics in the vehicle position response to control input. Of course, this must be accomplished while still maintaining good cue controllability.

Next recall that the aircraft longitudinal response has the form (neglecting the transport delay):

\[
\frac{\delta}{\delta_b}(s) = \frac{M_{\delta_b}(s + a)}{s(s + b)[\zeta; \omega]}
\]

(24)
Substituting the aircraft responses into eqn. 22 with the approximations:

\[
\frac{\dot{\vartheta}}{\vartheta} (s) = -\frac{g}{s - X_u} \quad (25)
\]

\[
q = \dot{\vartheta} \quad (26)
\]
yields

\[
\frac{A_{\dot{x}}}{\delta_b} (s) = \left[ \text{terms in } (f_t) \right] \frac{-g M_{\delta_b} (s + a)}{s (s + b) (s - X_u) [\zeta; \omega]} \quad (27)
\]

This relation is simply the unaugmented vehicle velocity response with added zeros (in the terms in \(f_t\)) that can be used to provide lead to the cue position dynamics.

For the overall transfer function to be proper, the transfer function in the brackets must have an excess of four zeros. In addition, it is desirable to cancel the attitude response's lead-lag pair from the trajectory response, to eliminate position overshoot. For these reasons, the following form is chosen for the cue response transfer function:

\[
\frac{A_{\dot{x}}}{\delta_b} (s) = \frac{K_{\delta_b} (s + z_1) (s + z_2) (s + a)}{s (s + b) (s - X_u) [\zeta; \omega]} \quad (28)
\]

where \(K_{\delta_b}\) is a total gain that represents the high frequency cue sensitivity to control input. Note that two zeros are chosen to cancel the complex poles from the cue response, in order to simplify it. However, this means that they will be present in the trajectory response. This choice of zeros may not be appropriate for very poorly damped vehicles and should therefore be considered for each case. The placement of the zeros \(z_1\) and \(z_2\) determines the frequency at which the cue response becomes gain-like.

The numerator of eqn. 28 represents a fifth-order polynomial. Each of its terms must be taken with the denominator and considered separately to determine compensation terms \(f_t\) that are realizable, that is, they must not result in pure differentiation of any sensor signal. Defining the denominator of eqn. 28 as \(\Delta\) for convenience and rewriting the numerator as a fifth-order polynomial gives:

\[
\frac{A_{\dot{x}}}{\delta_b} (s) = \frac{K_{\delta_b} (a_1 s + a_0)}{\Delta} + \frac{K_{\delta_b} (a_2 s^2)}{\Delta} + \frac{K_{\delta_b} (a_3 s^3)}{\Delta} + \frac{K_{\delta_b} (s^5 + a_4 s^4)}{\Delta} \quad (29)
\]

Now each of these terms can be equated respectively with the terms of eqn. 22 to determine the filters \(f_t\). For example, for the pitch rate term:

\[
f_q (s) = \frac{K_{\delta_b} (a_2 s)}{s (s + b) (s - X_u) [\zeta; \omega]} \left( \frac{q}{\delta_b} (s) \right)^{-1} \quad (30)
\]

\[
xu \text{ was included for completeness until eqn. 31, where it has been approximated as zero. This is reasonable since for the Apache it was flight identified to be -0.02 sec}^{-1}. \text{ Thus, the pitch rate filter is a first-order washout. Repeating the process for each sensor input, the total cue drive law is then:}
\]

\[
A_{\dot{x}} (s) = \frac{K_{\delta_b} (a_1 s + a_0)}{s [\zeta; \omega]} \dot{x} (s) + \frac{K_{\delta_b} a_2 s}{s [\zeta; \omega]} \delta (s) + \frac{K_{\delta_b} a_3 s}{s (s + b) [\zeta; \omega]} \delta (s) \quad (32)
\]

Based on iterative examination of the cue controllability and the resulting trajectory response and on preliminary piloted evaluations, the zeros \(z_1\) and \(z_2\) were chosen to be equal at \(-1.765 \text{ rad/sec}\). Once these were selected, the numerator polynomial could be computed. Finally, the gain \(K_{\delta_b}\) was chosen such that \(f_x (s)\) has a steady state value of \(K\), so that in the steady state the cue would rest at the tip of the velocity vector. Thus, the cue response transfer function was:

\[
A_{\dot{x}} (s) = \frac{-2.21 (s + 1.765) (s + 1.765) (s + 0.262)}{s (s + 0.999) (s + 0.02)} \quad (33)
\]

The following represents the corresponding display law that was evaluated in the simulation:

\[
A_{\dot{x}} (s) = K_{\dot{x}} \left[ \frac{1.42 s + 0.262}{s + 0.262} \dot{z} (s) - 59.3 \frac{s}{s + 0.262} \delta (s) - 32.1 \frac{s}{s + 0.262} \rho (s) - 2.15 \frac{s^2 (s + 9.36)}{s + 0.399} [0.805 \frac{s}{3.46}] \delta (s) \right] \quad (34)
\]

where now the display gain \(K_{\dot{x}}\) has been factored out so that the terms in brackets are in physical units of ft/sec.

**Lateral Axis Design**

A similar design procedure is followed for the lateral axis, but it is less complex because of the simpler vehicle response in this axis:

\[
\frac{\phi}{\delta_a} (s) = \frac{L_{\delta_a}}{s [\zeta; \omega]} \quad (35)
\]

This leads to a fourth-order numerator for the cue response transfer function:

\[
A_{\dot{\phi}} (s) = \frac{K_{\delta_a} (s + z_1) (s + z_2) [\zeta; \omega]}{s (s - Y_\theta) [\zeta; \omega]} \quad (36)
\]

which is then distributed among the sensor signals. Unlike \(X_u\), the derivative \(Y_\theta\) cannot be cancelled with a numerator.
free \(s\), since it was flight identified to be \(-0.279\) sec\(^{-1}\). The resulting form for the lateral cue law is then:

\[
A_y(s) = \frac{K_\delta \delta_0}{L_\delta g} \delta_0 y(s) + \frac{K_\delta \delta_1}{L_\delta (s-Y_0)} \phi(s) + \frac{K_\delta \delta_2}{L_\delta (s-Y_0)} p(s) + \frac{K_\delta \delta_3^2(s-\alpha)}{(s-Y_0)(\zeta,\omega)} \delta_\alpha(s)
\]

Again, after iterative examination to optimize the trajectory response, the two zeros and the gain \(K_\delta\) were set such that the cue response transfer function for piloted evaluation was:

\[
\frac{A_y(s)}{\delta_\alpha} = \frac{2.77(s+2.026)(s+2.026)}{s(s+0.279)}
\]

and the drive equation was:

\[
A_y(s) = K_y \left[ \frac{\delta(s)}{s+0.279} \right] + 18.2 \left[ \frac{s}{s+0.279} p(s) \right] + 2.69 \left[ \frac{s^2(s+9.05)}{(s+0.279)(0.582;4.29)} \delta_\alpha(s) \right]
\]

Display Laws Based on Performance Design

The third design, based on a methodology developed in Ref. 4, is referred to as the “performance” design. It seeks to ensure good task performance but is balanced by pilot workload considerations. Besides this difference in emphasis, the workload and performance designs differ in the sensor signal distribution used to achieve the desired frequency response characteristics of the cue.

This method begins by selecting a desired transfer function of the vehicle's velocity response to be achieved when the pilot closes the control loop via the display. These dynamics represent how the velocity vector on the display would respond to the pilot maintaining the cue position at a fixed distance from the reticle (i.e., when the pilot is trying to establish a desired horizontal velocity). From Figure 2, if the pilot raises his gain high enough in the inner loop, then

\[
\frac{\delta_\beta}{\delta_x} \approx \frac{\delta_x}{A_x}
\]

Consequently, the inverse of the cue-to-stick dynamics may be used as series equalization with the open-loop, potentially poor vehicle velocity and position dynamics. If a desired vehicle velocity transfer function is selected, the cue-to-stick transfer function is

\[
\frac{A_x}{\delta_b} = K_x \frac{\dot{\delta}_x}{\delta_b} \left| \frac{\dot{\delta}_x}{\delta_b} \right| \frac{(s+2.5)^4}{(2.5)^4}
\]

since \(A_x\) is the pilot commanded velocity. The denominator of the cue-to-stick transfer function contains the dynamics of the open-loop aircraft so that when it is inverted by the pilot's high gain, the open-loop dynamics are effectively cancelled. These cancelled dynamics are replaced by the desired closed-loop velocity dynamics that are achieved when the pilot is controlling the vehicle in response to cue position errors.

For the AH-64, the velocity dynamics are (neglecting the identified delay from eqn. 1 and using eqn. 25)

\[
\frac{\dot{\delta}_b}{\delta_b} = \frac{-2.49g(s+0.262)}{s(s+0.02)(s+0.399)(0.805;3.46)}
\]

In order for \(A_x/\delta_b\) to have a gain-like response at high frequencies, its numerator and denominator should be of the same order. Thus, the desired \(\dot{\delta}_b/\delta_b\) transfer function should be 4th over a 0th order. To prevent any velocity overshoot in the desired response, all of the roots in the desired velocity transfer function were placed on the real axis in the complex plane. The four equal roots were selected at -2.5 rad/sec. The selection of these roots is empirical but is based on some important points. First, the roots should be selected such that the high frequency gain of the cue to pilot inputs (of eqn. 41) is within a desired sensitivity range. If the roots of the desired velocity transfer function are all at low frequency, the high-frequency gain will be too high for a given velocity vector scaling gain. Second, the roots should be at a low enough frequency so that some immediate response to stick input occurs in the 1-10 rad/sec range. Third, as the roots move lower in frequency, the gains on the feedback signals in the display laws tend to increase.

For the design in this experiment,

\[
\frac{A_x}{\delta_b} = K_x \frac{\dot{\delta}_x}{\delta_b} \left| \frac{\dot{\delta}_x}{\delta_b} \right| \frac{(s+2.5)^4}{(2.5)^4}
\]

This controlled-element transfer function then needs to be distributed among the aircraft states rather than depending solely on pilot input. If the cue position is treated as the commanded velocity, \(K_x \dot{\delta}_c\), then

\[
A_x(s) = K_x \frac{\dot{\delta}_c}{\delta_x} \left| \frac{\dot{\delta}_c}{\delta_x} \right| \frac{\dot{\delta}_x}{\delta_x}
\]

Consequently, the inverse of the cue-to-stick dynamics may be used as series equalization with the open-loop, potentially poor vehicle velocity and position dynamics. If a desired vehicle velocity transfer function is selected, the cue-to-stick transfer function is

\[
A_x(s) = K_x \frac{\dot{\delta}_c}{\delta_x} \left| \frac{\dot{\delta}_c}{\delta_x} \right| \frac{(s+2.5)^4}{(2.5)^4} - 1 \dot{\delta}_c
\]

\[
= K_x \dot{\delta}_c + 1.6K_x \dot{\delta}_c \text{comp}
\]

\[
+ K_x \frac{s^2(s+10a+37.5)}{(2.5)^4} \dot{\delta}_c
\]
In the steady state, the cue indicates the scaled velocity $K_\dot{x}\dot{x}$. A high-order acceleration term and a 4th over a 4th order washout filter is on the stick. This high order filter indicates that a large portion of the cue response is generated from stick input, which is pure prediction based upon the known open-loop helicopter velocity response and a distributed portion of the desired velocity response. The simulation showed that the sensitivity of this stick term in the cue response for aircraft changes (across the vehicle operational weight and inertia envelope) was acceptable.

The development in the lateral axis is identical. Here the desired velocity roots are $-2,-2$, and $\{0.582;4.29\}$. The complex zeros were chosen to cancel the high frequency lightly damped roll axis natural response in the $A_y/\delta_\theta$ transfer function. Otherwise, a slight oscillation at the under-damped roll mode would appear in the cue response to pilot input. This jitter was a problem early in the simulation, and the proper placement of the zeros eliminated it. Using the same development as in the longitudinal axis, the lateral axis cue response is

$$A_y(s) = K_y \left[ \dot{y} + 1.25\ddot{y}_{comp} + \frac{6.32gs}{(2)(4.29)^2(s + 0.279)} \right] \times \frac{(s^2 + 9.07s + 42.9)}{(s + 0.582)(s + 4.29)} \delta_\theta$$

(48)

The quantities $\ddot{x}_{comp}$ and $\ddot{y}_{comp}$ are complementary filtered values. They are comprised of low frequency accelerometer measurements and high-frequency attitude-rate inputs. This filtering attenuates vibratory accelerometer measurements and cuts off the immediate accelerations due to rotor flapping from stick inputs. These immediate accelerations contribute to noise and are not useful in the pilot-vehicle-display crossover frequency range. The filters are

$$\ddot{x}_{comp} = \frac{1}{s + 1} \ddot{x} - \frac{gs}{(s + 1)(s + 0.02)} \dot{\theta}$$

(49)

$$\ddot{y}_{comp} = \frac{1}{s + 1} \ddot{y} + \frac{gs}{(s + 1)(s + 0.279)} \dot{\phi}$$

(50)

Comparison of Display Laws and Task Performance Prediction

The analytical frequency responses for the four longitudinal-axis acceleration cues are presented in Figure 5. First, it is seen that the performance and workload designs are nearly identical, though they were developed independently. The gain-like characteristics are apparent above about 2 rad/sec. The other two designs roll off rapidly above this frequency. In the mid-frequency range around 1 rad/sec, the performance and workload designs have roughly K/s characteristics. The modified production design has more phase lag than the production design in the mid-frequency region, but has better damping characteristics as discussed in the design section. The lateral axis frequency responses, when plotted, show similar trends.

The effect of these differences on task performance can be shown analytically by again referring to Figure 2. The pilot gain was set to 0.3 in/deg, and the control limit was set to $\pm 5$ in. The selected pilot gain resulted in crossover frequencies in the inner loop of Figure 2 to be between 2 and 3 rad/sec for each display cue law. The position loop was closed for each design and then driven with a step position command of 10 feet. The resulting vehicle trajectory and the control inputs required to achieve those trajectories are shown in Figure 6 for all four cue designs. It is seen that the position trajectories for the workload and performance designs are well-damped and relatively smooth. The modified production design is damped but not as smooth, while the production design is oscillatory with undershoot. Regarding the control inputs, the workload and performance traces
show one control reversal, the modified production design shows significant oscillation, and the production design has some oscillation and is generally complex.

Based on these analyses, it could be predicted that the workload and performance designs would yield both the best performance and lowest workload, the modified production design the third best performance and the production design the poorest performance. The piloted assessments of relative workload for the modified production and production designs is difficult to predict from the traces.

The Bode plots for the workload and performance designs show the gain-like characteristics extending indefinitely to high frequency. Although noise is generally not a factor in simulation, in a flight environment the cue response must be attenuated to prevent sensor and pilot control-induced noise from passing through to the cue, causing it to jitter on the display. Therefore, for completeness of the experiment, a first-order 10 rad/sec filter was placed on the total cue displacements $A_x$ and $A_y$ before they were sent to the display. This was done for the performance and workload designs only, since the other designs already have high-frequency attenuation. While the filter adds phase lag to the cue response, for these hover maneuvering tasks it does not appear to significantly degrade stability margins. The flight data analyzed in Ref. 2 exhibited measured crossover frequencies of 1–4 rad/sec with the same noise attenuation filter. Other display laws with similar high-frequency gains and the same noise attenuation filters have also been flown successfully (Refs. 1, 4, and 5).

EXPERIMENT CONDUCT

Simulator Configuration

The experiment was conducted on the NASA Ames Vertical Motion Simulator (VMS). The main objective was to perform piloted evaluations of the existing production display laws and the three new display designs to assess their impact on handling qualities, using both Apache-rated and non-Apache-rated test pilots. It was recognized that the validity of the results would be highly dependent on the simulation fidelity. Therefore, much attention was devoted to represent accurately the Apache using the simulator elements shown in Figure 7. This effort is described in detail in Ref. 10. To summarize, a nine-state (8 rigid body plus dynamic inflow) linear math model valid for the unaugmented AH-64 near hover was identified from flight data. A verified software representation of the AH-64 DASE was then added to the linear model. The aircraft rotorspeed and torque responses to collective were identified from flight data, to drive the cockpit and helmet-mounted displays. Significant effort was expended to identify also the static and dynamic characteristics of the AH-64's centerstick controller and pedals. These controller characteristics were used to tune the simulator's programmable control loaders. For added fidelity, a sound generator was matched qualitatively to an audio recording made within an Apache cockpit.

Because of the small displacements involved in the hover maneuvers, nearly the full potential of the VMS motion system could be used. At mid-to-high frequencies, 1:1 motion of the simulator with respect to the aircraft was achieved in all axes. In addition, the AH-64 Integrated Helmet and Display Sighting System (IHADSS) flight hardware was used (Figure 8). A simulated forward looking infrared (FLIR) image was shown on the helmet monacle, and the Apache Bob-Up mode symbology was superimposed on it. The FLIR and symbology images were made to match the written specifications and a video record from an AH-64 in terms of symbology placement, size, scaling, and display field-of-view. The total throughput time delay from control input to motion and visual response was matched as closely as possible to the flight-identified values for each axis. Pilot acceptance of the simulator as representative of an AH-64 was generally positive, as described in Ref. 10.

Piloted Tasks

Two tasks were developed to compare the display laws. In each, the pilot was advised to perform the task using the strategy of minimizing the acceleration cue error from the
Fig. 7 AH-64 simulation components.

hove box. This strategy is the one taught to operational pilots. The first task, known as the pad capture, was to acquire the hover box from a diagonal 56 ft offset (40 ft each laterally and longitudinally) within 15 secs. In each run, the task was repeated four times; every 15 secs, the hover box was repositioned in earth axes 56 ft diagonally forward or rearward of its last position. The objective of the task was to achieve a stable hover over the box before it was moved to the new position. The standards for desired performance were: 1) achieve position over/undershoot of less than one hover box width; 2) maintain altitude at 40 ± 10 ft; 3) maintain initial heading ± 10 deg. The standards for adequate performance were twice those for desired. This task was meant to expose issues associated with the cue controllability and the position trajectories.

The second task was a Bob-Up/Bob-Down maneuver, in which the pilot began in a hover at 40 ft, ascended to a 70 ft target altitude, then immediately descended to 40 ft again. The objective was to perform the task in 15 secs while maintaining position over the hover box. The standards for desired performance were: 1) achieve target altitudes with over/undershoot less than 10 ft; 2) maintain heading ± 5 deg; 3) maintain position within the hover box. The standards for adequate performance were twice those for desired. This task was designed to compare the regulation capabilities of each cue during off-axis inputs.

The tasks were conducted using a baseline level of Dryden turbulence that was termed very light. Its root-mean-square (rms) magnitude was 0.3 ft/sec. Three pilots evaluated the display laws in the pad capture task under a light-to-moderate turbulence level (rms of 1.5 ft/sec) to investigate potential disturbance rejection differences among the laws.

Outside Visual Scene

The pilot’s visual information was presented using the AH-64 IHADSS monacle, which displayed the symbology superimposed on a simulated FLIR image of the outside world. The outside view was a head-tracked computer-generated scene. The offset of the FLIR turret from the pilot station was represented. The scene objects were adjusted in color to present a nighttime FLIR-like image once they were sent to the monacle display. Both white-hot and black-hot FLIR modes were available to the pilot. The monacle field of view was 40 Horiz. x 30 Vert. degrees, while the simulated sensor field-of-regard was 240 Horiz. x 90 Vert. degrees.

The pad capture task was flown over a flat area with grid lines at ten foot intervals. The grid lines provided strong heading cues and some position cuing. The bob-up task was
flown over a hover pad area with trees in the near field that provided some altitude cues.

While the simulated FLIR imagery was judged by the pilots to be reasonable in terms of object light intensity, all the pilots felt that the lack of texture and other fine detail made the outside cues far less useful than those of an actual FLIR. This, in combination with the symbology-oriented nature of the tasks and the nominal altitude used (40 ft), forced the pilots to rely more on the symbology than normally would be the case in reality. Some pilots estimated that they used the symbology for 90% of the cueing. Consequently, they were prevented from compensating for poor symbology drive laws by using outside cues, thus perhaps more clearly exposing the differences among the laws. Several Apache pilots stated that this poor-FLIR environment was similar to using the IHADSS at night during high hover operations, where significant ground cues are lost.

Off-Nominal Configurations

The new display laws were designed for a nominal aircraft configuration, namely the one used for the parameter identification flight tests that yielded the simple DASE-on transfer function models. The laws were then evaluated in the piloted simulation using the nine-state model with the DASE programmed explicitly. The simulation model had been identified for the same nominal aircraft weight and stores configuration as the display design model. To assure that the new display laws were not overly tuned to one aircraft configuration, the nine-state simulation model's parameters were varied to represent a light and a heavy stores configuration about the nominal. The pad capture task was performed by several pilots at these off-nominal conditions.

Test Pilot Participants

A total of ten experienced test pilots participated in the simulation as evaluators. Among them were four Apache-qualified pilots, including: one instructor pilot from AQTD with over 700 hrs in the Apache and over 400 hours using the PNVS; one from the AQTD with 150 PNVS hours; one from the Aeroflightdynamics Directorate (AFDD) with 25 PNVS hours; and one from the manufacturer, McDonnell Douglas Helicopter Co., with 200 PNVS hours. The non-Apache rated pilots included two from NASA Ames, one from AFDD (with 30 PNVS hours), one from Sikorsky Aircraft (with helmet-mounted display experience), one from Boeing Helicopters, and one from the Navy Test Pilot School.

Piloted Evaluations

Each pilot was allowed to practice the tasks with all four of the cues until he felt that his performance had stabilized. Several training sessions were generally required. He then completed formal evaluations of all the cues for one task with one aircraft and turbulence configuration. He was not informed of which cue he was evaluating. The order that the cues were presented was varied for each evaluation session. For any one task, the procedure was to finish a session with a re-evaluation of the cue flown first, to see if learning effects were a factor.

Data Collection

Data collected during evaluations comprised statistical and time history data to document task performance, verbal answers to a questionnaire, and Cooper-Harper pilot ratings (Ref. 11).

RESULTS

Task Performance Results

Figure 9 presents positioning performance crossplots for all pilots conducting four pad captures each for each acceleration cue. In terms of deviation from a 45° horizontal path, the trajectories are seen to be more accurate and more consistent for the workload and performance designs in comparison with both the production and modified production designs.

Figure 10 presents the acceleration cue error from the hover box for the same runs. Since the pilot was advised to place and keep the cue on the box during the acquisition,
these plots indicate cue controllability and are thus a measure of workload. The workload and performance designs show a narrower concentration of points along a 45° path and at the origin, indicating lower workload in comparison with the other two.

The altitude performance for four evaluation runs by one pilot is presented in Figure 11. While all the traces remain in the desired performance region, the production and modified production traces exhibit large oscillations that appear nearly divergent compared with the more damped traces for the workload and performance designs. The differences suggest that the improved controllability of the workload and performance cues allowed the pilot to devote more attention to scanning the altitude tape, thus better controlling the altitude.

As a check of the analytical performance predictions described earlier, Figure 12 presents longitudinal trajectory and control input time histories from analysis and from simulation for a 20 ft longitudinal capture using the performance design. The position trajectories are in good agreement except for pilot and system time delays that were not modeled in the analysis. The simulation control input trace shows a higher frequency component superimposed on a trend that generally matches the analysis. This "dither" may result from the pilot's uncertainty about how much control is required to move the cue to the box.
The performance measure of interest for the bob-up task is the horizontal position error during the vertical maneuver. Figure 13 presents the root-mean-square position errors seen for the bob-up task as a function of cue drive law. Each point represents an individual bob-up maneuver. The modified production law has the lowest position error, followed by the workload, performance, and production laws. The most likely reason for this trend is that since the performance and workload laws use pilot input as one sensor for the cue, the high-frequency part of the cue motion is due to the control rather than to any actual aircraft movement. Thus, less aircraft motion is required to keep the cue on the box than for the production and modified production laws. While the pilot workload is reduced, for these small inputs the positioning performance may be slightly degraded.

Pilot Rating Results

Figure 14 presents a compilation of all the pilot ratings for the pad capture task in the baseline turbulence, nominal weight configuration. All the rating means fall in the Level 2 region. According to pilot comments given during the rating procedure, the workload associated with flying the rate-damped aircraft using a narrow field-of-view display with simulated FLIR imagery made the vehicle-display system unsatisfactory without improvement. The workload associated with control of the vertical axis, which required frequent

Fig. 10  Cue-to-box error crossplots for four cues, pad capture task.
scanning away from the central symbology to the altitude tape, also was frequently sighted as a factor contributing to the Level 2 ratings.

However, there are significant differences among the cue drive laws. The mean rating improves from 5.9 for the production law to 4.3 for the workload design, which had a slightly better mean than the performance design. This improvement reflects a reduction in pilot compensation requirements from "extensive" to "moderate" to perform the task. It is important to note that the 90% confidence bars (Ref. 12) do not overlap for the best versus the worst display configurations. Moreover, each of the ten pilots assigned a better rating to the workload and performance designs than to the production laws.

Figure 15 presents the rating data for the the bob-up task at nominal weight and baseline turbulence. Again, the workload design received the best ratings, followed by the performance and then the production and modified production designs.

Summary of Pilot Comments

Following is a summary of the pilot comments for all the cue laws tested. They are extracted from answers given verbally in response to a questionnaire after every evaluation run.

Pilot comments concerning the production law indicated that the cue was unpredictable and difficult to control. A large amount of effort was required to keep the cue within the hover box. In the pad capture task, the cue was said to cause pilot-induced oscillations (PIO's) unless the task aggressiveness was reduced. Over- and undershoots in position were seen with the cue. The workload to control the cue
allowed less time for crosschecking the altitude and heading, degrading performance in those axes. For the bob-up task, the attention required to maintain the cue on the box detracted from the altitude performance.

The modified production law was considered an improvement over the production law in controllability and positioning performance. It was still judged unpredictable, sluggish, and slightly prone to PIO. However, more attention was available to scan the altitude and heading for both tasks.

The workload design was described as very predictable and easily controllable. It allowed more aggressiveness and was felt by the pilots to allow much improved position and velocity performance. There were no PIO tendencies, and the workload was reduced significantly. Thus, there was substantially more attention available for scanning and control of the altitude and heading. These improvements were apparent for both tasks. Pilots noted that the cue sometimes appeared to have a slight overshoot in response to a quick control input, which they referred to as jitter. However, the effect was not judged objectionable. All the AH-64 rated pilots noted that they had no trouble adjusting to the characteristics of this new law.

Comments on the performance design were very similar to those for the workload design, except that no cue jitter was noted. The position trajectories for the pad capture task were described as nicely convergent. There was a wider dispersion of ratings and a slightly worse mean rating with this design for both tasks. The difference in ratings for the bob-up task seems to correlate with the task positioning performance presented in Figure 13. Recall that the performance design assigns more of the cue response to the control input than does the workload design, which may degrade its regulation performance.

CONCLUSIONS

A piloted simulation was conducted to investigate handling qualities improvements attainable through the application of improved display laws for hover maneuvering, using FLIR imagery with superimposed symbology. Three new display law methods were applied to the AH-64 Apache and compared with its existing display laws. The new laws, termed the modified production, performance, and workload designs, were compared analytically, and then tested using a pilot-in-the-loop simulation that was extensively validated and well accepted by the pilots. The analytical comparisons showed an improvement in both performance and workload for the new laws. These analytical improvements were confirmed in the piloted evaluations by ten test pilots, four of whom were AH-64 rated. The new performance and workload laws, which use stick position to achieve an immediate response of the acceleration cue to pilot input, were determined to benefit significantly handling qualities in comparison with the production and modified production laws. First, the new laws yielded improved performance for the horizontal positioning primary task, while allowing more attention for improved performance in secondary tasks such as altitude regulation. Second, the new laws elicited favorable pilot comments; all ten pilots said they preferred the new laws over the existing laws. Finally, all ten pilots assigned a better pilot rating to each of the new laws than to the existing laws.
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Abstract
In this paper it is proposed that inverse simulation can make a positive contribution to the study of handling qualities. It is shown that mathematical descriptions of the MTEs defined in ADS-33C may be used to drive an inverse simulation thereby generating, from an appropriate mathematical model, the controls and states of a subject helicopter flying it. By presenting the results of such simulations it is shown that, in the context of inverse simulation, the attitude quickness parameters given in ADS-33C are independent of vehicle configuration. An alternative quickness parameter, associated with the control displacements required to fly the MTE is proposed, and some preliminary results are presented.

Nomenclature

<table>
<thead>
<tr>
<th>API</th>
<th>Agility Performance Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>n_s, n_c</td>
<td>number of states and controls in API function</td>
</tr>
<tr>
<td>p, q, r</td>
<td>components of aircraft angular velocity in body axes</td>
</tr>
<tr>
<td>q_i, r_j</td>
<td>weighting constants for API</td>
</tr>
<tr>
<td>t_a</td>
<td>time to reach maximum acceleration in Rapid Sidestep MTE</td>
</tr>
<tr>
<td>t_d</td>
<td>time to reach maximum deceleration in Rapid Sidestep MTE</td>
</tr>
<tr>
<td>t_l</td>
<td>time in acceleration phase of Rapid Sidestep MTE</td>
</tr>
<tr>
<td>t_m</td>
<td>time taken to complete manoeuvre</td>
</tr>
<tr>
<td>u</td>
<td>control vector</td>
</tr>
<tr>
<td>u, v, w</td>
<td>components of aircraft velocity in body axes</td>
</tr>
<tr>
<td>V_f</td>
<td>airspeed</td>
</tr>
<tr>
<td>V_max</td>
<td>maximum airspeed reached in manoeuvre</td>
</tr>
<tr>
<td>V_max</td>
<td>maximum acceleration during Rapid Sidestep MTE</td>
</tr>
<tr>
<td>V_min</td>
<td>maximum deceleration during Rapid Sidestep MTE</td>
</tr>
<tr>
<td>x</td>
<td>state vector</td>
</tr>
<tr>
<td>y</td>
<td>output vector</td>
</tr>
<tr>
<td>\dot{x}</td>
<td>turn rate</td>
</tr>
<tr>
<td>\phi, \theta, \psi</td>
<td>aircraft attitude angles</td>
</tr>
<tr>
<td>\theta_0</td>
<td>main rotor collective pitch angle</td>
</tr>
<tr>
<td>\theta_1c</td>
<td>longitudinal and lateral cyclic pitch angles</td>
</tr>
<tr>
<td>\theta_tr</td>
<td>tail rotor collective pitch angle</td>
</tr>
</tbody>
</table>

1. Introduction
The need to assess the overall handling qualities of a helicopter by its performance and handling characteristics in a range of typical manoeuvres has been recognised by the authors of the U.S. Handling Qualities for Military Rotorcraft [1]. As part of demonstrating compliance with these requirements, a set of standard manoeuvres, or Mission Task Elements (MTEs) has been defined and criteria for performance and handling have been specified. In addition, the authors of this document have indicated that mathematical models are an appropriate basis for evaluation and analysis at the design stage. By its nature, inverse simulation encapsulates this combination of precisely defined manoeuvre and mathematical modelling. With inverse simulation, a mathematical representation of a MTE is used to drive a helicopter model in such a way that the vehicle's response and control displacements may be derived. In effect, a flight trial of the modelled helicopter flying a given MTE is performed, and the information collected from such simulations is
as extensive as that recorded in a real trial. It follows
that inverse simulation has the potential of being a
useful validation tool for manoeuvring flight, [2], but
the question arises as to whether the data collected can
be analysed for the evaluation of handling qualities in
the same manner as that from a flight test of the real
aircraft. The two conditions:

i) The mathematical model of the helicopter must
have a suitably high level of fidelity for the flight
conditions encountered in the MTE;

ii) The mathematical model of the MTE must be
representative, in some sense, of the real
manoeuvre;

might reasonably be considered as necessary before a
positive response can be made but whether these
conditions are, in addition, sufficient is the subject of
current research at Glasgow.

This paper describes the rationale behind the
belief that inverse simulation has an important
contribution to make in the evaluation of helicopter
handling qualities. A number initial studies have been
performed using the helicopter inverse simulation
package Helinv, [3] and some preliminary results will
be presented in later sections of this paper. In the
section that follows some of the main features of
inverse simulation and manoeuvre description are
discussed. Next, in section 3, a number of exploratory
studies are described. These studies involve three
methods of extracting information from the results of
inverse simulation: performance comparisons,
handling qualities indices and quickness parameters.
It will be argued that the first two methods are likely
to be limited both in their potential and in their
applicability, while the quickness parameter approach
shows particular promise since it goes some way
towards resolving the question of the sufficiency of
the two conditions listed above.

2. Inverse Simulation of Mission Task
   Elements

It is convenient to begin the discussion relating
to the assessment of handling qualities by clarifying
the term 'inverse simulation' as it is employed in
relation to the work at Glasgow. Other authors [4, 5]
have different interpretations related to the context in
which it is employed. Also, the technique is not
universally familiar, so that the feasibility of deriving
a unique set of control responses from a given flight
path is often questioned. The general problem is a
good starting point for the discussion.

2.1 Inverse Simulation - The General Problem

The simulation exercise of calculating a
system's response to a particular sequence of control
inputs is well known. It is conveniently expressed as
the initial value problem:

\[
\dot{x} = f(x, u); \quad x(0) = x_0 \quad (1)
\]

\[
y = g(x) \quad (2)
\]

where \(x\) is the state vector of the system and \(u\) is the
control vector. Equation (1) is a statement of the
mathematical model which describes the time-
evolution of the state vector in response to an imposed
time history for the control vector \(u\). The output
equation, (2), is a statement of how the observed
output vector \(y\) is obtained from the state vector.

Inverse simulation is so called because, from a
pre-determined output vector \(y\) it calculates the
control time-histories required to produce \(y\). Consequently, equations (1) and (2) are used in an
implicit manner and, just as conventional simulation
attaches importance to careful selection of the input \(u\),
inverse simulation places emphasis on the careful
definition of the required output \(y\).

2.2 Application to the Helicopter

In the helicopter application discussed here, the
state vector is \(x = [u \ w \ p \ q \ r \ \phi \ \psi]^T\) and the control
vector is \(u = [\theta_0 \ \theta_1 \ \phi_0 \ \phi_1]^T\). The focus of the
work at Glasgow is on manoeuvres that are defined in
terms of motion relative to an Earth-fixed frame of
reference so that the output equation is the
transformation of the body-fixed velocity components
into Earth axes. For a unique solution to the inverse
problem it is necessary to add a further output, a
prescribed heading or sideslip profile being the most
appropriate choice. The four scalar constraints - three
velocity components and one attitude angle - serve to
define uniquely the four control axes of the helicopter.

The sophistication of the modelling implied by
the form of \(f\) in equation (1) is of central importance
since the more complex the basic formulation, the
more difficult it is to cast into a useful inverse form.
The mathematical model used for this early work was
Helistab [6]; Thomson and Bradley [3] have described
a method for the unique solution of the inverse
problem in this case. Current work at Glasgow
University employs an enhanced model, Helicopter
Generic Simulation (HGS), [7] which is accessed by
the inverse algorithm, Helinv. The main features of
HGS include a multiblade description of main rotor
flapping, dynamic inflow, an engine model, and look-
up tables for fuselage aerodynamic forces and
moments. The host package, Helinv, incorporates several sets of pre-programmed manoeuvre descriptions which are required as system outputs from the simulation. In fact, the manoeuvres are essentially the input into the simulation and much of the value of Helinv lies in the scope and validity of the library of manoeuvre descriptions which have been accumulated. They include those relating to Nap of the Earth [8], Air-to-air Combat, Off-shore Operations [9], and of particular interest in this study, Mission Task Elements [10]. There is also a facility for accessing flight test data. Some examples of these manoeuvres are discussed in the following section below.

2.3 Mathematical Representation of Mission Task Elements for Use with Inverse Simulation

The need for careful attention to the modelling of the required output - here the flight-path - has been emphasised in 2.1 above. It might appear, at first sight, that for a given general description of a manoeuvre that there is a wide choice of possible definitions of the trajectory. This turns out not to be the case, however, because given such freedom, the obvious starting point is to choose the simplest option but, as is discussed below, the simplest option appears to omit key qualitative features and, subsequently, in section 3 it will be argued that this view can be confirmed by applying quantitative criteria to the manoeuvre definition. However, the simplest case is a useful entry point for the discussion.

2.3.1 Mathematical Representation of Manoeuvres Using Global Polynomial Functions

Part of the early work on inverse simulation at Glasgow involved creating a library of models on helicopter nap-of-the-earth manoeuvres. The approach used was to fit simple polynomial functions to the known profiles of the primary manoeuvre parameters; velocity, acceleration, turn rate, or simply the helicopter's position. For example, an acceleration from a trimmed hover state to some maximum velocity, followed by a deceleration back to the hover is one of the most basic forms of manoeuvre which might be encountered. Consequently the approach used to derive a model of it is fairly simple. As the vehicle is to be in a trimmed hover state at both entry and exit, implying both zero velocity and acceleration at these points, and applying the condition that the maximum velocity, \( V_{\text{max}} \) should be reached halfway through the manoeuvre, it is possible to fit a sixth order polynomial to these conditions to give the velocity profile

\[
V(t) = V_{\text{max}} \left[ -64 \left( \frac{1}{t_m} \right)^6 + 192 \left( \frac{1}{t_m} \right)^5 - 192 \left( \frac{1}{t_m} \right)^4 
+ 64 \left( \frac{1}{t_m} \right)^3 \right] 
\]

where \( t_m \) is the time taken to complete the manoeuvre.

This velocity profile, shown in Figure 1, can be applied to any of the three component axes of the helicopter to give quick-hop (x), sidestep (y) and bob-up (z) manoeuvres, Figure 2.

![Figure 1 Velocity Profile for Acceleration and Deceleration Manoeuvres](image)

![Figure 2 Acceleration and Deceleration Manoeuvres](image)
To establish the validity of the mathematical representation of a manoeuvre it is necessary to have a sufficient quantity of appropriate data from flight testing to allow comparison to be made. In the context of inverse simulation this data should consist of vehicle component velocities and accelerations as well as its position throughout the manoeuvre. When a comprehensive set of vehicle data, including ground based tracking measurements, was made available, it was clear that these simple functions compared well with the measured data [11]. However, subsequent analysis, reported below in section 3.3, has revealed that a direct comparison of velocities does not provide the appropriate measure of discrimination between candidate profiles and that the profile of equation (3) is not sufficiently aggressive to represent a MTE. Because of the smoothness of the global approximation described earlier in this section it is termed a 'non-aggressive' profile.

2.3.2 Mathematical Representation of Manoeuvres Using Piecewise Polynomial Functions

For the current work a series of models of the Mission Task Elements detailed in the ADS-33C document have been used. When these models were first created, [10] there was little published data on which to base the functions representing the geometry, or indeed the velocity or acceleration profiles, of the MTEs. The ADS-33C document itself gives clear descriptions of the MTEs in terms of performance levels which must be reached in key phases of the MTEs, but stops short of presenting an additional definitive geometry or positional time history. This is of course necessary, as imposing a rigid flight profile on top of a series of performance related targets will lead to a task with intolerable pilot workload. Thus, although the MTEs are described in sufficient detail for piloting purposes, further information is needed to describe the MTE in mathematical terms.

Care was taken when creating the mathematical models of the MTEs to encompass all of the features described in the ADS-33C document. For example, the key elements of the Rapid Sidestep MTE are described as follows:

"Starting from a stabilised hover, .... initiate a rapid and aggressive lateral translation at approximately constant heading up to a speed of between 30 and 45 knots. Maintain 30 to 45 knots for approximately 5 seconds followed by an aggressive lateral deceleration back to the hover."

The following performance is also required:

- maintain the cockpit station within ±3m of the ground reference line,
- altitude is to be maintained within ±3m,
- maintain heading within ±10 degrees,
- attain maximum achievable lateral acceleration within 1.5 seconds of initiating the manoeuvre,
- attain maximum achievable deceleration within 3 seconds of initiating the deceleration phase.

It is quite clear from this description that the non-aggressive profile given by equation (3) will not meet all of these requirements. Instead, an alternative approach has been adopted where the MTE is considered as a sequence of polynomial sections where each section is chosen to represent one or more primary manoeuvre parameters of the MTE. A piecewise smooth function, involving one or more of the manoeuvre parameters for the whole MTE, can then be constructed. For the Rapid Sidestep described above there are five distinct sections, and after consideration of the ADS-33C description, it was decided that the most appropriate variable to specify was the vehicle's flight acceleration. This acceleration profile is shown in Figure 3, and the five sections consist of:
i) a rapid increase of lateral acceleration to a maximum value of \( V_{\text{max}} \) after a time of \( t_a \) seconds,

ii) a constant acceleration section to allow the flight velocity to approach its required maximum value, \( V_{\text{max}} \),

iii) a rapid transition from maximum acceleration to maximum deceleration \( V_{\text{min}} \) in a time of \( t_d \) seconds,

iv) a constant deceleration to allow the flight velocity to be reduced towards zero,

v) a rapid decrease in deceleration bringing the helicopter back to the hover.

The other performance requirements are readily incorporated into an inverse simulation. For example, heading can be constrained to be constant, whilst constant altitude flight along a reference line is guaranteed by ensuring that the off-axis components of velocity are set to zero. The only feature of the Rapid Sidestep MTE as given in ADS-33C which has been disregarded is the necessity to maintain the maximum velocity, lateral flight state between the acceleration and deceleration phases of the manoeuvre for approximately 5 seconds. For the purposes of flight trials this 5 second period may yield useful information on the handling characteristics of the vehicle - for example, poor handling might be indicated if any transient motions present in the vehicle's response do not diminish rapidly once the steady flight state had been attained. For inverse simulation this 5 second period would be modelled as a constant velocity, straight line flight path, and the calculated vehicle response would consist simply of a series of identical trim states. This will yield little useful information, and this phase of the MTE has therefore been ignored.

Developed in this way, in order to capture the aggressive nature of the MTE, the piecewise representation is termed an 'aggressive profile'. A comparison of sidestep manoeuvres generated by both aggressive and non-aggressive profiles can be obtained by differentiating equation (4) to obtain the acceleration for the global polynomial definition.

\[
\begin{align*}
V(t) &= [-2 \left( \frac{t}{t_m} \right)^3 + 3 \left( \frac{t}{t_m} \right)^2] V_{\text{max}} \\
V_{\text{max}} &= 30 \text{ to } 45 \text{ knots}
\end{align*}
\]
example, the Pull-up/push-over which is described only in terms of the load factor profile requires the imposition of additional criteria to complete the flight-path definition. In creating the mathematical representations of the MTEs used here, certain assumptions have been made based mainly on the experience gained modelling the earlier NOE manoeuvres. As further information on flight testing using MTEs becomes available it will be possible to validate these models, and improve them as necessary.

3. **Inverse Simulation as a Tool for Handling Qualities Assessment**

In this section several approaches to handling qualities assessment through inverse simulation are discussed, and some examples are presented to illustrate their effectiveness. Comparisons are made between the results obtained for two configurations of the same helicopter, a battlefield/utility type (based on the Westland Lynx). The baseline configuration, Helicopter 1, has a mass of 3500 kg, and a rotor which is rigid in flap. The second configuration, Helicopter 2, differs from Helicopter 1 in that it has a fully articulated rotor and is 500 kg heavier, the increase in mass causing the centre of gravity to shift approximately 7.5 cm aft of a position directly below the rotor hub. The aim here was to create two configurations with a high degree of similarity (both have identical fuselage and rotor aerodynamic characteristics, for example), but with differing performance and agility characteristics.

3.1 **Confirmation of Helicopter Performance when Flying Mission Task Elements**

Although ADS-33C [11], is directed towards handling qualities, it is unavoidable that the Mission Task Elements that form part of the aggressive task requirements contain a significant element of performance related criteria which refer to the particular configuration being flown. Therefore, the ability to confirm that an existing or projected design can satisfy the criteria, in a performance sense, over the full range of MTEs is of some significance. Section 2.3 discussed how the descriptions of MTEs given in Reference 1 may be converted to a flight path trajectory definition. When the definition is complete, the availability of an inverse simulation enables a range of performance criteria of candidate helicopters to be investigated against configuration parameters - such as control limits, rotor stiffness and installed power. While it is recognised that these criteria may not be the primary considerations which drive the design of the helicopter, inverse simulation can quickly establish the performance limitations of a given design over the full range of MTEs. The following example has been chosen to illustrate this facility.

3.1.1 **Comparison of Performance in the Transient Turn MTE**

This particular MTE is of interest as, in order to fly it, high roll rates and large roll angles are inevitable, and the parametric differences between the two configurations will have a marked effect on the control time histories generated by inverse simulation.

a) **Mathematical Description of the Transient Turn MTE**

The main features of this MTE, as described in Reference 1, are that a 180 degree heading change should be completed within 10 seconds of initiating the manoeuvre at a flight velocity of 120 knots. Previous experience of creating models of turning manoeuvres [10] has indicated that the most appropriate parameter to specify is the vehicle turn rate. Following the technique used to model the Rapid Sidestep MTE discussed in section 2.3, the transient turn is assumed to be composed of three distinct sections, as shown in Figure 5 and described below:

i) from a rectilinear flight trajectory, the turn rate is increased rapidly to some maximum value, \( \dot{\theta}_{\text{max}} \),

ii) the turn rate is maintained at the maximum value until the heading approaches 180 degrees,

iii) the turn rate is rapidly decreased to zero thereby returning the vehicle to straight line flight.

![Figure 5 Turn Rate Profile for a Transient Turn MTE](image)

This turn rate profile will force the simulated helicopter to roll to an appropriate bank angle, then hold this angle until the 180 degree heading change is approached, at which point the aircraft will be rolled in the opposite direction to return to straight line flight. If it is further assumed that constant altitude is desirable, and that to perform the task as quickly as possible, the entry speed of 120 knots is maintained.
Throughout, then the turn rate profile shown in Figure 5 is sufficient to obtain the required mathematical representation. A full description of how the flight path can be obtained from the turn rate profile and airspeed is given by Thomson and Bradley, [10], but the basic principle involves varying the maximum turn rate, $\dot{\gamma}$, until the manoeuvre is completed within 10 seconds, and the heading change (effectively the area under the turn rate profile in Figure 5) is 180 degrees. This situation is reached when the turn radius is 155 m and the resulting maximum normal load factor is 2.75. Note that the fraction of the manoeuvre spent in the entry and exit transients must also be specified and in this case a value of 15% was chosen after examination of flight test data from similar manoeuvres [8].

b) **Inverse Simulation of Two Configurations Flying Transient Turn MTE - Control Strategy**

Having defined the helicopter configurations and specified the manoeuvre, it is possible to perform inverse simulations of the two configurations flying it. The control time histories generated are shown in Figure 6, from which the overall control strategy can be deduced. The manoeuvre is initiated by a pulse in lateral cyclic to roll the aircraft, note that there is little difference in the amount required between the two configurations. As the aircraft rolls, also shown in Figure 6, collective (and hence thrust) must be added to maintain altitude. There is also a forward motion of the longitudinal stick (denoted by negative longitudinal cyclic) to maintain constant forward speed. The manoeuvre is performed without sideslip and tail rotor collective is used to ensure this condition is met. The initial pulse in lateral cyclic is opposed by a similar pulse in tail rotor collective.
which then increases beyond its level flight trim position to offset the extra torque produced by increased main rotor collective. The main differences between the time histories of the two aircraft lie in the collective and longitudinal plots. The baseline configuration, Helicopter 1, requires less collective firstly because it is lighter, but one must also consider the effect of shifting the centre of gravity aft of the rotor hub. This produces a nose up pitching moment which must be countered by forward stick if velocity is to be maintained, which explains the 2 degrees of extra forward longitudinal cyclic required by the less agile configuration, Helicopter 2. The longitudinal tilt of the thrust vector is in addition to the lateral tilt required for rolling, and hence is a contributory factor in the 2.5 degrees of extra collective required by Helicopter 2. Examination of Figure 6 shows that the roll angle history which was suggested by the manoeuvre definition is obtained, and the maximum bank angle reached was approximately 70 degrees, with roll rates of approximately 70 degrees/second encountered in the transients.

c) Inverse Simulation of Two Configurations

Flying Transient Turn MTE - Confirmation of Performance

The advantage of using inverse simulation becomes apparent when it is realised that the collective limit of this configuration is 20 degrees. Consequently, on examination of the collective time history in Figure 6, it is clear that Helicopter 2 is close to the limiting case for this manoeuvre. It then follows that the limiting case for various aircraft masses and centre of gravity positions could be obtained by repeated inverse simulation of the manoeuvre thereby allowing the aircraft configuration envelope for this MTE to be derived. This type of investigation may be extended to include a range of MTEs and configurational parameters.

For performance comparisons the application of inverse simulation is clear cut. Given the availability of a helicopter model of appropriate validity, it is straightforward to measure comparative control margins and control activity for a given set of manoeuvres. Experience has shown that the facilities offered by flight mechanics models such as HGS are adequate for such investigations. Therefore the remaining task is to compile a suite of validated manoeuvre definitions - and although several of the descriptions of Reference 10 have been validated against flight data there are several manoeuvres for which flight tests are required to provide practical validation. The conclusion to be drawn is that while performance comparisons of this kind are straightforward to conduct, the handling qualities information that it can provide is limited and likely to remain so.

3.2 The Handling Qualities Index

One of the earliest applications of inverse simulation was an attempt to quantify the agility of a given helicopter configuration through an Agility Performance Index (API) [12]. The difficulty of producing a general definition of the term agility is well known [4] but the API was based on the concept of installed agility, that is, it was dependant on the particular configuration of the helicopter and independent of any pilot model. This independence of a pilot model is a feature of the inverse formulation since it generates a precise piloting task and leaves no scope for other than ideal piloting of the helicopter. The API of a helicopter for a given manoeuvre was determined from the formula:

$$API = \sum_{i=1}^{n_s} q_i \int_0^{t_m} f(x_i(t)) \, \text{d}t + \sum_{j=1}^{n_c} r_j \int_0^{t_m} g(u_j(t)) \, \text{d}t$$

(5)

where $t_m$ is the time taken to complete the manoeuvre, $q_i$ and $r_j$ are weighting constants related to state $i$ and control $j$. The integers $n_s$ and $n_c$ are the number of states and controls to be included in the performance index. The functions $f(x_i(t))$ and $g(u_j(t))$ were selected to penalise large state and control deviations during the manoeuvre: for example,

$$f(x_i(t)) = \left[ \frac{x_i(t) - x_{i_{\text{trim}}}}{x_{i_{\text{max}}} - x_{i_{\text{trim}}}} \right]^2$$

where $x_{i_{\text{trim}}}$ is the value of state $i$, in the steady flight condition at the entry to the manoeuvre, and $x_{i_{\text{max}}}$ is the maximum value of the state encountered during the manoeuvre. Using this definition low values of API (i.e. small control and state displacements) will imply good agility. The obvious difficulty with such an approach is the appropriate choice of the weights $q_i$ and $r_j$ and, in practice, zero or unity were commonly employed in comparative studies of different helicopter configurations on the basis of whether it was felt that those quantities were significant or not in a particular manoeuvre. Nevertheless, despite this simplified approach, the work established the principle whereby different helicopters could be comparatively assessed for their agility over a range of standard manoeuvres by a reproducible simulation study.

Having established the principal for agility studies, it is attractive to consider a similar approach for handling qualities and define a Handling Qualities Index.
Index (HQI) using a similar form to that in equation (5). It may be necessary to include other terms such as auto- and cross-correlations of the control responses but from the whole of the attitude, rate, velocity, acceleration and control information, it should not be unreasonable to expect that an appropriate balance of the coefficients in the formulation of the HQI could produce a formula which reflects, in large measure, an assessment of handling qualities. Unfortunately, the question of finding the values of the coefficients necessary to achieve the appropriate balance is impracticable - just as in the case of the API. Therefore, although conceptually attractive and demonstrable in principle, the HQI falls at the present time because of the lack of essential knowledge about the coefficient values, and if it were to be seriously considered for development in the future then an extensive validation programme would be needed to establish its credibility.

3.3 Quickness Parameters

In addition to the calculation of the time responses of the control displacements, inverse simulation of a given manoeuvre calculates the responses of the full range of kinematic variables. Included in this information, are the time-histories of roll rate p and roll angle \( \phi \), so that when a Rapid Sidestep manoeuvre is simulated according to the translation velocity profile defined by Figure 3 it is a straightforward matter to calculate the quickness parameter chart \( \frac{p_{pk}}{\Delta \phi_{pk}} \) against \( \Delta \phi_{min} \) in a manner described by the ADS-33C document, section 3.3. The time histories of \( p \) and \( \phi \) shown in Figure 7 for the sidestep manoeuvre with \( t_0 = 1.5 \text{s}, t_d = 3 \text{s}, V_{max} = 35 \text{ Knots}, \dot{V}_{max} = 5 \text{m/s}^2 \) and \( \dot{V}_{min} = -5 \text{m/s}^2 \), are obtained from the inverse simulation of Helicopter 1 for the Rapid Sidestep using the aggressive profile defined by Figure 3. They are annotated to show the calculations of the quickness parameters of the main pulses of roll rate. First there is the roll into the manoeuvre then, at about the midpoint, there is a roll in the opposite direction to bring the rotor into a position to decelerate the helicopter, and finally there is a roll back to the level, trim, position. The attitude quickness parameters corresponding to this data and data from a variety of similar manoeuvres (obtained by varying the parameters used to define the MTE model) are shown in Figure 8 and it can be seen that the values mainly lie in the Level 1 region.

![Figure 7](image1.png) ![Figure 8](image2.png)

Figure 7 Calculation of Roll Quickness from Inverse Simulation of Helicopter 1 Flying a Rapid Sidestep MTE

Figure 8 Roll Quickness Chart for Helicopter 1 from Inverse Simulation of Rapid Sidesteps
handling qualities of a particular configuration. These issues are further elaborated in sections 3.3.1 and 3.3.2 but before leaving the current discussion it is opportune to give some initial attention to the output of the inverse analysis - that is the set of control time histories - and pose the question of how to process it to afford some measure of handling quality or pilot workload. The lateral cyclic control displacement, $\theta_{lc}$, certainly does not have the characteristics of the bank angle so that the parameter $\theta_{1cpk}/\Delta \theta_{1cpk}$ is unlikely to be useful - and indeed experimentation has shown this to be the case. In fact, it may be observed that the pulses of lateral cyclic away from the trim position are of a similar character to the pulses of roll rate, $p$, and this similarity suggests that $\theta_{1cpk}$, the integral of $\theta_{1c}$:

$$\Theta_{1c} = \int \theta_{1c}(t) \, dt$$

relates to the value of the bank angle so that a control quickness parameter $\theta_{1cpk}/\Delta \theta_{1cpk}$ may be the equivalent parameter, and when plotted against $\Delta \Theta_{1c}$, would give a chart equivalent to that used to plot attitude quickness. The manner of calculation is identical to that of the attitude quickness as illustrated in Figure 10. That this quantity is a useful measure to invoke from the inverse simulation method is discussed in more depth in section to follow.

$$\theta_{ik} = \frac{\theta_{ik}}{\theta_{i_{min}}} = 1.02$$

$$\theta_{ik} = \frac{\theta_{ik}}{\theta_{i_{min}}} = 1.11$$

$$\theta_{ik} = \frac{\theta_{ik}}{\theta_{i_{min}}} = 0.95$$

In this section we return to the issues raised above regarding the calculation of quickness parameters for predefined manoeuvres. The first aim of this discussion is to qualify the observations made on previous occasions that the details of the manoeuvre profile definition have not appeared to be significant. When faced with the requirement to specify the velocity profile of a sidestep MTE, for
example, it is natural, as described in section 2.3.1 above, to write down in the first instance the non-aggressive profile, since it is the computationally simplest description. It gives a smoother change in acceleration than the aggressive profile described in section 2.3.2 as has been illustrated in Figure 4. When this manoeuvre is simulated using the Helicopter 1 configuration, the attitude quickness parameters vary significantly from those derived from the more sharply executed aggressive manoeuvre and lie mainly in the Level 2 region as is shown in Figure 11. Here then is a further criterion by which to select a manoeuvre description: if it is to be used for handling qualities studies within the ambit of ADS-33C then a description must be employed which sets the manoeuvre in the Level 1 region. The attitude quickness parameters have discriminated quantitatively between the aggressive and non-aggressive profiles, confirming the quantitative discrimination noted earlier.

![Figure 11 Roll Quickness Chart for Helicopter 1 from Inverse Simulation Using Non-aggressive Sidestep Profile](image)

**Figure 11** Roll Quickness Chart for Helicopter 1 from Inverse Simulation Using Non-aggressive Sidestep Profile

**3.3.2 Influence of Configuration**

Now consider the effect of altering the helicopter's configuration to a less agile version. The Helicopter 2 configuration of the vehicle has more weight and significantly reduced rotor stiffness. Applying the same manoeuvre to it produces, as seen in Figure 12, almost identical attitude quickness values - in fact occurring in closely positioned pairs. This result is typical of many simulations which have been conducted and which lead to the initially surprising conclusion that the attitude quickness parameters are largely independent of the configuration used in the inverse simulation. A little reflection will show that this effect is not unusual since the roll rates and attitude angles through a manoeuvre are largely dictated by the manoeuvre profile itself and one should expect some agreement for other than gross configurational changes.

![Figure 12 Roll Quickness Chart for 2 Configurations from Inverse Simulation of Rapid Sidestep MTE](image)

**Figure 12** Roll Quickness Chart for 2 Configurations from Inverse Simulation of Rapid Sidestep MTE

However, the control quickness is influenced by the variation in configuration. Figure 13 shows quite clearly that it increases significantly for the Helicopter 2 configuration, representing the additional effort required by the pilot to drive the inferior configuration through the same manoeuvre. The control quickness parameter, as defined in Section 3.3, is remarkably effective in discriminating between different configurations.
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3.4 Handling Criteria

These simple illustrations suggest a procedure to be followed when using inverse simulation for handling qualities studies. One must use the requirements, such as ADS-33C, in an inverse manner. First the manoeuvre must be refined until it satisfies the level of handling demanded by the requirements regarding attitude quickness, then various configurational changes can be compared by examining the corresponding control quickness values. An increase in the value of the control quickness indicates an increased work load and hence a worsening of the handling qualities. In addition to there being a relative measure it may be possible, as indicated speculatively on Figure 14 to identify regions in the control quickness chart which correspond to particular levels of pilot workload or handling rating.

4. Conclusions

The potential of three approaches for employing inverse simulation to assess handling qualities have been discussed. Two of them, the Handling Qualities Index and the performance comparisons have been shown to have limited potential while the third, the use of attitude and control quickness parameters in a dual relationship, promises useful exploitation.

Two general conclusions may be made about the current state of inverse simulation:

(a) Current mathematical models, such as HGS, are adequate for basing inverse flight mechanics studies on.

(b) Flight tests should be made to validate the flight-path models currently being developed.

The main conclusion of this work resides in the significance of the quickness parameters in association with inverse simulation.

It is important to emphasise that these investigations have indicated a practical criterion for deciding on the appropriate modelling of an MTE for inverse simulation. That is, the model must generate attitude quickness parameters which lie in the Level 1 region. Moreover, the choice of manoeuvre model is practically independent of helicopter configuration. Therefore, referring to the conditions set out in the introduction, this is the sense in which manoeuvres must be representative.
The approach has been taken further and it has been shown to be possible to define a control quickness parameter which can discriminate between different helicopter configurations flying the same manoeuvre. While it is acknowledged that the choice of definition for the control quickness may require future development, it is clear from the work done so far that this general approach can potentially extend the scope of simulation in demonstrating compliance with handling qualities requirements. It does appear from this work that in using quickness parameters the conditions are sufficient for the successful use of inverse simulation providing that it is realised that it is the control quickness that is the determining factor in the assessment.
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Abstract

A combination of analytic modeling and system identification methods have been used to develop an improved dynamic model describing the response of articulated rotor helicopters to control inputs. A high-order linearized model of coupled rotor/body dynamics including flap and lag degrees of freedom and inflow dynamics with literal coefficients is compared to flight test data from single rotor helicopters in the near hover trim condition. The identification problem was formulated using the maximum likelihood function in the time domain. The dynamic model with literal coefficients was used to generate the model states, and the model was parametrized in terms of physical constants of the aircraft rather than the stability derivatives, resulting in a significant reduction in the number of quantities to be identified. The likelihood function was optimized using the genetic algorithm approach. This method proved highly effective in producing an estimated model from flight test data which included coupled fuselage/rotor dynamics. Using this approach it has been shown that blade flexibility is a significant contributing factor to the discrepancies between theory and experiment shown in previous studies. Addition of flexible modes, properly incorporating the constraint due to the lag dampers, results in excellent agreement between flight test and theory, especially in the high frequency range.

Introduction

The investigation of rotorcraft dynamics, and specifically the coupled fuselage/rotor dynamics, is motivated by increasing sophistication in rotorcraft stability analyses and by the emergence of high-performance flight control system design requirements. The past few years have seen a concentrated effort directed toward providing an analytic simulation model of coupled fuselage/rotor dynamics and model validation against flight test data.

Helicopter dynamics include the rigid-body responses demonstrated by fixed-wing aircraft, plus higher-frequency modes generated by the interactions of the rotor system with the fuselage. For earlier flight control system designs with lower bandwidth requirements, it was satisfactory to use low-order analytic models which did not accurately model the high-frequency rotor dynamics; with the recent introduction of high-performance, high-bandwidth control system specifications, it has become increasingly necessary to correctly model the coupled fuselage/rotor dynamic modes. It has long been known that flap dynamics introduce significant time delays into the rotor system, and more recently, Curtiss has shown that inclusion of the lag dynamics is important in the design of high performance control systems (Curtiss, 1986). Recent studies have explored the possibility of using rotor state feedback designs to damp blade motion (Ham, 1983). An accurate understanding of the coupled fuselage/rotor dynamics is therefore important in rotorcraft control system design and stability analyses.

Recent flight test experiments have shown that existing simulation models do not accurately
predict these high-frequency modes (Ballin et al., 1991; Kaplita et al., 1989, and Kim et al., 1990). These studies show significant differences between theory and experiment associated with the coupled rotor/body dynamics, especially in the frequency region dominated by the rotor lag motion. This research is therefore directed toward providing an improved understanding of the aeroelastic and aeromechanical phenomena which determine the coupled rotor/body dynamics at hover.

In order to gain physical insight into helicopter dynamics, development of linear models incorporating coupled rotor/fuselage dynamics has long been a research objective. Past approaches to linear model development have included direct numerical perturbation of nonlinear simulations (Diftler, 1988), identification of state-space stability and control matrix elements (Tischler, 1987), and analytic derivation of linear equations of motion (Zhao and Curtiss, 1988). This study uniquely combines system identification methods with analytic modeling techniques in order to investigate helicopter hover dynamics and to arrive at an improved linear model. The emphasis is on the high-frequency dynamics of the coupled rotor/body motion.

The identification study is carried out on flight test data from a Sikorsky H–53E helicopter at hover, using previously published data (Kaplita et al., 1987, and Mayo et al., 1990).

Research Objectives

This paper describes an investigation into the response of articulated rotor helicopters to control inputs in hover. The goal is an improved understanding of the coupled rotor/fuselage dynamics in hover directed toward a validated analytic simulation model including high-frequency rotor/fuselage dynamics for use in stability analyses and high-performance control system design studies.

Identification of linear, time-invariant state-space models representing high-order helicopter dynamics including main rotor degrees of freedom has long been an objective of engineers involved in rotorcraft simulation and control system design. The state and control matrix elements in an identified state–space model can provide physical insight into system dynamics and can be used in combination with mathematical modeling techniques to analyze differences between theory and experiment.

State-space identification techniques have been applied to conventional fixed-wing aircraft with useful results. Since identification of state-space models using directly parametrized state and control matrix elements requires the estimation of a large number of parameters, a reduced order model is often used, assuming six degree–of–freedom rigid body dynamics and decoupling between the longitudinal and lateral axes.

Identification of reduced order state-space models for rotorcraft have generally produced unsatisfactory results. The presence of the rotor produces significant rotor/body coupling, requiring additional states to describe the high-frequency dynamics, and also introduces significant interaxis coupling. The complete rotorcraft identification problem is therefore required to use a high-order, multi-input, multi-output model with as many as 18 or more states.

In order to avoid the inevitable problem of overparametrization which results when attempting to identify a directly parametrized high-order helicopter model, this study uses an analytic model to generate state time histories. The model used in this study has been developed at Princeton using the Lagrangian formulation. It includes the coupled fuselage/rotor dynamics, main rotor inflow, tail rotor thrust, and provides for tail rotor inflow dynamics. It was analytically linearized about hover. This model provides a state-space description of the helicopter at hover which is completely analytic and dependent only on an input set of physical parameters. A subset of these inputs are considered uncertain, and are to be estimated from flight test data. The flight–test derived parameter estimates can be used in combination with the mathematical formulation to trace various physical aspects of coupled rotor/body dynamics and thereby obtain physical insight. The complete high-order model including rotor dynamics can be reasonably parametrized by 15 or fewer physically meaningful input coefficients, resulting in a substantial reduction in the number of parameters to be estimated.
The framework of the identification approach is the time-domain maximum likelihood methodology. The likelihood function is formulated assuming the presence of Gaussian measurement and process noise. The process noise may be nonwhite. The noise covariances as well as process noise dynamics may be parametrized. With Gaussian noise assumptions, the likelihood function becomes the weighted least-square of the residual errors. The Kalman filter is the natural way to produce these residuals for state-space dynamic systems.

The maximum likelihood estimate is obtained by finding the global maximum of the likelihood function. The parameters are nonlinearly related to the cost function and the resulting parameter space is highly multimodal. Traditional function optimization techniques based on gradient methods generally become trapped in local optima.

The genetic algorithm is an alternative function optimization approach which does not rely on the use of local gradient information. The genetic algorithm is an adaptive scheme, based on the analogy with natural evolution, which efficiently searches a large parameter space for the 'fittest' solution to a given objective. This method has been demonstrated to be highly effective in obtaining the global maximum in a multimodal parameter space.

The formulation of the system identification problem in the maximum likelihood framework leads to estimates of physical coefficients which have attractive statistical optimality properties and represent the best possible combination of physical coefficients necessary to match the given test data set.

This identification methodology allows an assessment of model assumptions inherent in the mathematical model used to generate the state time histories. In this study, emphasis is placed on the frequency region associated with coupled rotor/fuselage dynamics. In the frequency domain, the dominant feature in the rotor magnitude response is a notch characteristic produced by the presence of the in-plane blade degree of freedom. Using rotor blade constants derived through the identification procedure, rotor blade modeling assumptions may be examined, resulting in analytic model improvements. This study examines in detail the blade structural modeling assumption and investigates the effect of accounting for blade flexibility effects generated by the presence of a large mechanical damper at the blade hinge.

Analytic Model Description

Research at Princeton has resulted in the development of a linearized rotor/body helicopter dynamic model. The dynamic equations are formulated using a Lagrangian approach in order to capture all the important inertial coupling terms. The model includes rigid-body translation and rotation (pitch, roll, and yaw rates, longitudinal and lateral velocities), rigid blade lag and flap multimodal coordinates, and main rotor cyclic dynamic inflow. The controls are main rotor cyclic and pedals. The version of the model used in this study was analytically linearized about the hover cyclic and does not include the collective degree of freedom.

Rotorcraft dynamics includes coupling between the motion of the fuselage which is in rotational and translational motion relative to inertial space, and the motion of individual rotor blades. The final set of equations of motion are referenced to the body-fixed axis system which has its origin at the fuselage center of gravity. In the Newtonian approach to modeling coupled rotor/fuselage equations of motion, blade acceleration terms are first written referenced to the hub axis which is rotating at constant velocity; coordinate transformations are then used to obtain acceleration terms in the body-fixed frame. The complexity of the resulting acceleration terms, combined with the number of degrees of freedom necessary to model rotor dynamics properly, has led to the use of Lagrange's equations for the derivation of the coupled rotor/body model.

The development of Lagrange's equations proceeds from the evaluation of the Lagrangian, which requires only position and velocity terms in order to relate the system generalized forces to changes in the system kinetic and potential energies. The generalized coordinates in Lagrange's approach represent the degrees of freedom in the system and are chosen to correspond to the system
Identification Methodology

This paper describes an approach for identifica-
tion of a coupled fuselage/rotor model for rotor-
craft hover dynamics from flight test
measurements. The identified model includes flap
and lag degrees of freedom, main rotor inflow, and
process and measurement noise disturbances. The
process noise may be colored. The approach uses
an analytically derived, linear time-invariant
state-space model with literal coefficients which is
parametrized in terms of aeromechanical input co-
efficients. The model order and structure may
therefore be assumed to be determined by this ap-
proach, and the system parameters are to be esti-

tated from observations. The parameter
estimation problem is formulated using the statisti-
cal framework of maximum likelihood (ML) es-
timation theory, thereby benefitting from known
optimality properties of ML estimators. This dis-
cussion first presents the parametrized dynamic
model to be used in the identification methodology,
and then describes the application of the maximum
likelihood estimation approach to dynamic sys-
tems.

Model Parametrization

The helicopter is modeled as a continuous-
time dynamic system whose measurements are dis-
cretely sampled as sensor outputs. Thus the
identification algorithm is required to estimate con-
tinuous–time model parameters from discrete sen-
sor measurements. This continuous/discrete
formulation is well known and is discussed by
Ljung (1987). The linear time-invariant state
equations are derived using the Lagrangian ap-
proach, and are given by

$$\dot{x}(t) = A_\theta x(t) + B_\theta u(t) + F_\theta w(t) \quad (1)$$

The model form accounts for the presence of pro-
cess noise, where $w(t)$ is assumed to be zero–mean
white noise with unity spectral density. The contin-
uous–time matrices, $A_\theta$, $B_\theta$, and $F_\theta$, are
parametrized by a vector of parameters, $\theta$, which
are to be estimated from observations.

The observations are sampled at discrete
time intervals, where

$$y(kT) = C(\theta)x(kT) + G(\theta)v_A(kT)$$

$$t = kT, \quad k = 0, 1, 2, ... \quad (2)$$

and $v_A(kT)$ are the disturbance effects at the
sampled time intervals.

For digital implementation of the identifica-
tion algorithm, the continuous–time state equation
given in Equation (1) is discretized using zero–or-
der hold. The input is assumed to be held constant
over the sampling time interval, and the continu-
ous–time state equation can then be integrated ana-
lytically over the interval in order to obtain the
discrete–time state equation. The zero–order hold
discretization introduces a phase lag equivalent to
one–half sample interval, which is taken into ac-
count by advancing the control lag equivalent to
the corresponding one–half time interval.

Eliminating time subscripts for simplicity, the
discrete–time state–space equations are given by

$$x(t + 1) = A(\theta)x(t) + B(\theta)u(t) + F(\theta)w(t)$$
$$y(t) = C(\theta)x(t) + G(\theta)v(t) \quad (3)$$

This equation is now understood to be a discrete–
time equation. Here, $w(t)$ and $v(t)$ are sequences
of independent random variables with zero mean
and unit covariance.

Maximum Likelihood Formulation

Let $Y^N$ be a vector of observations which are
supposed to be realizations of stochastic variables,
and let \( y(t) \) be a multi-dimensional observation taken at time \( t \):

\[
Y^N = [y(1), y(2), \ldots, y(N)]
\]

The observations, \( Y^N \), depend on a vector of parameters, \( \theta \), which are also considered to be random variables. The conditional probability density function for \( \theta \), given the observations, \( Y^N \), is then given by

\[
p(\theta|Y^N) = \frac{p(Y^N|\theta) \cdot p(\theta)}{p(Y^N)} \tag{4}
\]

where \( p(\theta) \) is the prior distribution of the random parameter vector. A reasonable estimate for \( \theta \) can then be obtained by finding the value of \( \theta \) which maximizes the conditional density function given by Equation (4). With no prior knowledge of the distribution of \( \theta \), \( p(\theta) \) may be assumed to be uniform. The best estimate for \( \theta \) is then obtained by maximizing the likelihood of obtaining the observations. This leads to the ML, or maximum likelihood, estimator, given by

\[
\hat{\theta}_{ML} = \arg \max_\theta p(Y^N|\theta) \tag{5}
\]

For parametrized dynamical systems, with Gaussian noise assumptions, the maximum likelihood estimator has the form

\[
\hat{\theta}_{ML} = \arg \max_\theta p(Y^N|\theta) = \arg \max_\theta \left[ -\frac{1}{2} \sum_{i=1}^{N} e^T(t, \theta)A^{-1}(\theta)e(t, \theta) \right.
\]

\[
N \log |A(\theta)| - \frac{Nm}{2} \log 2\pi \tag{6}
\]

where

\[
m = \text{number of measurements}
\]

\[
e(t, \theta) = y(t) - \hat{y}(t, \theta)
\]

\[
A(\theta) = E e(\theta)e^T(\theta)
\]

and \( \hat{y}(t, \theta) \) is generated using Equation (3) with the discrete-time Kalman filter formulation.

The Genetic Algorithm

The evaluation of the likelihood function as presented in Equation (6) requires a search for the global maximum of the likelihood function over a multimodal parameter space whose contours are not known. Specifically, the identification methodology has led to a function optimization problem where the performance measure is a highly nonlinear function of many parameters. The principal challenge facing the identification problem is the very large set of possible solutions and the presence of many local optima. Hill-climbing methods for function optimization based on finding local gradients become trapped in local optima and are inadequate for this problem. Genetic algorithms overcome these difficulties by efficiently searching the parameter space while preserving and incorporating the best characteristics as the search progresses.

The problem of function optimization can be addressed using the paradigm of adaptive systems, where some objective performance measure (the cost function) is to be maximized (i.e., adaptation occurs) in a partially known and perhaps changing environment. The idea of artificial adaptive plans, based on an analogy with genetic evolution, was formally described by John Holland in the seventies and have recently become an important tool in function optimization and machine learning (Holland, 1975, and Goldberg, 1989). Holland’s artificial adaptive plans have come to be known in recent literature as genetic algorithms.

Genetic algorithms are based on ideas underlying the process of evolution; i.e., natural selection and survival of the fittest. Using biological evolution as an analogy, genetic algorithms maintain a population of candidate solutions, or ‘individuals,’ whose characteristics evolve according to specific genetic operations in order to solve a given task in an optimal way.

As a general overview, genetic algorithms have the following attributes which distinguish them from traditional hill-climbing optimization methods (Goldberg, 1989):
1. GA's work with a representation of the parameter values rather than with the parameters themselves.

2. GA's search from a population of points, not from a single point.

3. GA's use objective function information, not gradient information.

4. GA's use probabilistic transition rules, not deterministic ones.

The genetic algorithm maintains a population of 'individuals'; i.e., possible solutions to the function optimization problem. In the context of the identification problem, each individual corresponds to a vector of parameters. The population of individuals 'evolves' according to the rules of reproduction and mutation analogous to those found in natural evolutionary processes, with the result that the population preserves those characteristics favoring the best solution to the cost function.

The following steps were described by Holland (Holland, 1975) and contain the essentials properties of the basic genetic algorithm.

1. Select one individual from the initial population probabilistically, after assigning each individual a probability proportional to its observed performance.

2. Copy the selected individual, then apply genetic operators to the copy to produce a new individual.

3. Select a second individual from the population at random (all elements equally likely) and replace it by the new individual produced in step 2.

4. Observe and record the performance of the new structure.

5. Return to step 1.

This deceptively simple set of instructions contains the ability to test large numbers of new combinations of individual characteristics and the ability to progressively exploit the best observed characteristics. It does so through the use of genetic operators.

Genetic Operators

Parent selection based on fitness, and the subsequent application of genetic operators to produce new individuals are the steps by which the algorithm modifies the initial population and continually tests new combinations while maintaining those parameter sets which give high fitness. Each of these operations are performed probabilistically.

The initial population of individuals is selected randomly with a uniform distribution over the defined parameter space. After one generation, parent individuals are selected randomly, with a probability which is proportional to the fitness assigned to that individual. The selection procedure resembles spinning a roulette wheel whose circumference is divided into as many segments as there are individuals. The arc length of each segment is made proportional to the fitness value of the corresponding individual. Thus, the chance of choosing a given individual is uniformly random and yet proportional to its fitness.

The genetic operations of crossover and mutation are then applied to the selected parent individuals in order to introduce new characteristics into the population, enabling an efficient search for the optimal combination of parameters.

The crossover operation involves a recombination of two selected individuals at a randomly selected point. Thus the crossover operation produces two new individuals, each of whom inherit characteristics from both parents.

The mutation operation involves a random alternation of an individual’s characteristic with a very low probability. This serves to introduce new information into the pool of structures and serves to guard against the possibility of becoming trapped in local optima.

Genetic Coding

Each individual is a candidate parameter set and is represented as a concatenation of individual parameters:
\[ \theta = [\theta_1, \theta_2, \ldots, \theta_n] \]

In a digital implementation, each parameter \( \theta_i \) is encoded using a binary alphabet, and the individual is thus represented by a binary-valued string. The following specific coding scheme was suggested by Starer (Starer, 1990).

Let each parameter \( \theta_i \) be bounded by \( \theta_{\text{max}} \) and \( \theta_{\text{min}} \). If each parameter is coded in binary with a word length of \( l \), then the interval \([\theta_{\text{max}}, \theta_{\text{min}}]\) is discretized by \( 2^l \) values. A representation of the parameter \( \theta_i \) can be obtained from the \( l \)-bit binary coding of

\[
\mod\left( \frac{(\theta_i - \theta_{\text{min}})(2^l - 1)}{\theta_{\text{max}} - \theta_{\text{min}}} \right)
\]

To illustrate, let an individual represent a candidate parametrization where

\[ \theta = [\theta_1, \theta_2] = [3, 4.5] \]

and bounds are given as

\[ 1 < \theta_1 < 4, \ 2 < \theta_2 < 7, \ l = 6 \]

The binary-valued string representing this candidate vector is then

\[ \theta_{\text{binary}} = [101010 \ 011111] \]

The genetic algorithm is illustrated in Figure 1.

\[
\begin{array}{cccc}
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 1 \\
1 & 1 & 1 & 1 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 \\
1 & 0 & 1 & 1 \\
\end{array}
\]

\textit{initial population}

\[
\begin{array}{cccc}
0 & 0 \\
1 & 0 \\
1 & 1 \\
0 & 0 \\
0 & 1 \\
1 & 1 \\
\end{array}
\]

\textit{parent selection based on fitness}

\[
\begin{array}{cccc}
1 & \times & 0 \\
0 & 1 \\
1 & 1 \\
0 & 1 \\
1 & 1 \\
1 & 1 \\
\end{array}
\]

\textit{randomly selected crossover point}

\[
\begin{array}{cccc}
0 & 0 \\
1 & 1 \\
0 & 0 \\
1 & 0 \\
1 & 1 \\
1 & 1 \\
\end{array}
\]

\textit{crossover}

\[
\begin{array}{cccc}
0 & 0 \\
1* & 0 \\
1 & 1 \\
0 & 0* \\
1 & 0 \\
1 & 1 \\
\end{array}
\]

\textit{random mutation}

\[
\begin{array}{cccc}
0 & 0 \\
0 & 0 \\
1 & 1 \\
0 & 0 \\
1 & 0 \\
1 & 1 \\
\end{array}
\]

\textit{new population}

Figure 1 The Genetic Algorithm

Implicit Parallelism

Genetic algorithms efficiently conduct a search over a defined parameter space, converging
to a near-optimal solution. The basic unit of processed information in this genetic search is the schema, defined by Holland (1975). In the context of a digital implementation of genetic algorithms, a schema is a template specifying similarities at certain string positions.

Thus, an individual is a string of binary digits, and the alphabet is composed of \( \{0, 1, \#\} \), where \# denotes 'don’t care' (i.e., the value at this position has no effect on the performance measurement). As an example, an individual may be represented as

\[
[0 \ 0 \ 1 \ 1 \ 0 \ 1 \ 1 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 1 \ 0]
\]

A schema is a similarity template within this individual; so that this individual contains the schemata given by

\[
[0 \ 0 \ # \ \# \ 1 \ 0 \ 1 \ 1 \ 0 \ 0 \ 0 \ 1 \ 0]
\]

Given \( l \) positions, a single individual is an instance of \( 2^l \) distinct combinations, and an instance of \( 3^l \) distinct schemata. Further, a population of size \( N \) contains between \( 3^l \) and \( N3^l \) distinct schemata. Holland has shown that each schemata are evaluated and processed independently of the others, providing a tremendous computational leverage on the number of function evaluations. Therefore, the use of genetic operators in the reproductive plan provides i) intrinsic parallelism in the testing and use of many schemata, and ii) compact storage and use of large amounts of information resulting from prior observations of schemata.

The concept of implicit parallelism is fundamental to the efficiency of genetic algorithms. Each schemata is processed and evaluated independently of other schema in the population; this provides a tremendous computational leverage. A very weak lower bound states that for a population of \( (n) \) individuals, more than \( o(n^2) \) useful 'pieces' of information is processed in each iteration (Goldberg, 1989).

An Example

As an illustration of the genetic algorithm, consider the following example.

\[
f(x, y) = 3(1 - y)e^{-y^2 - (x+1)^2} - 10(\frac{y}{5} - y^2 - x^2)e^{-y^2 - 2x} - \frac{1}{3}e^{-y^2 - x^2}
\]

The function surface is shown in Figure 2, along with the contour lines. This multimodal function has a global maximum at \((1.5814, -0.0093)\).

A genetic algorithm was run on this function with a population size of 20. The initial guesses were chosen randomly, and were bounded as \(-3 < x < 3\), \(-3 < y < 3\). A binary code with wordlength of 8 was used, which means that both \( x \) and \( y \) were discretized by 256 points. An exhaustive grid search under these conditions would involve evaluating 65536 possible points to find the global maximum.

Snapshots of the population distribution up to 7 generations are shown in Figure 2. The snapshots show the population converging upon the global maximum; by the 7th generation, most of the individuals have converged on the maximum. The genetic algorithm in this case converges on \((1.5412, -0.0353)\) as the global optimum.

This convergence has occurred after 7 generations. With a population size of 20 individuals, this is 140 function evaluations as compared to the 65536 necessary for the grid search.

This relatively simple example serves to illustrate the ability of the genetic algorithm to find the optimum of a given function, using no gradient information.

Analytic Model Validation

The mathematical model is correlated with flight test data using nominal values for input coefficients. The correlation plots in Figure 3 show transfer function comparisons for pitch and roll axes. The data represent separate flights. In each
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Figure 2 Genetic Algorithm Example
case, the comparison is between the flight test rate gyro output and the model state. The comparison is made between 0.5 Hz (3.14 rad/sec) and 6 Hz (37.7 rad/sec) since the input signal was designed to cover this frequency range. The fuselage structural bending modes are lightly damped and dominate the frequency above ~20 rad/sec. Therefore the identification procedure uses a bandpass filter with the upper cutoff frequency at 15.7 rad/sec. The frequency range of interest is therefore between 0.5 Hz to 2.5 Hz (3.14 rad/sec to 15.7 rad/sec).

The choice of physical coefficients used to parametrized dynamic model must allow adjustments to account for differences between test and theoretical responses using nominal physical input values. The gain differences at low frequencies, implying a mismatch in rigid body response, requires parametrization of the rigid body acceleration. The coupled fuselage/lagwise modes are a lightly damped pole-zero pair and create a notch-filter effect in the frequency response between 10 - 15 rad/sec. This frequency is near the -180 degree crossover, and a mismatch in this region adversely impacts the gain and phase margin calculations. Modeling the dynamics of this mode is important for control system design and stability analysis and will be the primary focus of modeling in this study.

Validation Of Identification Procedure Using Simulated Data

The maximum likelihood identification methodology for parametrized dynamic systems is validated first on a simulation with known parameters. These results demonstrate the feasibility of using genetic algorithms to estimate physical coefficients from noisy data, and establish the population size and crossover and mutation rates for this application.

The simulation model is driven by flight test control inputs from the hovering condition. Main rotor pitch and roll cyclic and tail rotor pedals are all active, with primary excitation into roll cyclic. The output states used to form the cost function are pitch, roll, and yaw rates, and pitch and roll attitudes. No velocity information is necessary.

Simulation Model Parametrization

The model structure and parametrization was presented in Equations (1) through (3). The continuous-time state space model is analytically derived using the Lagrangian approach and using a vector of physical input coefficients, \( \theta \). For the purposes of this simulation study, the model structure has been augmented to include a first order time constant on process noise. The process noise dynamics are to be parametrized and estimated from output data.

The simulation model was parametrized as follows:

- aerodynamic coefficients:
  - lift curve slope, \( a \)
  - inflow equivalent cylinder height, \( h_{ind} \)
  - inflow wake rigidity factor, \( wrf \)

- hover trim values:
  - trim flap angle, \( \beta_o \)
  - trim main rotor pitch angle, \( \theta_o \)
  - trim inflow velocity, \( v_o \)

- main rotor blade constants:
  - lag damper constant, \( C_z \)
  - lag spring constant, \( K_z \)
  - flap spring constant, \( K_\theta \)

- inertias:
  - fuselage cross-moment, \( I_{cz} \)

- tail rotor:
  - tail rotor thrust scale factor, \( K_{TR} \)

- noise parameters:
  - noise covariance ratio, \( NR \)
  - process noise time constant, \( \tau \)

Kalman filter theory allows optimal state estimates to be obtained in the presence of state and measurement noise, where the Kalman gain is uniquely determined up to the ratio of process to measurement noise. The noise covariance estimate is therefore parametrized by the ratio of process to measurement noise.

Genetic Algorithm Procedure

The genetic algorithm was implemented using a population size of 500 individuals; a crossover
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rate of 2/3; and a mutation rate of 1/1000. The parameters were allowed to vary within 50 percent of the known simulation values.

The identification proceeds by running 10–12 separate genetic algorithms simultaneously, where each algorithm begins with a new random number generator seed to select the initial guesses. Each set of runs therefore produces a scatter band of near optimal guesses for each parameter. The parameters which influence the cost function most are identified most tightly.

Figure 4 shows the progression of the best fitness values out of the population at each generation. The results are shown in Figure 5. The solid line in each figure denotes the true value.

The noise covariance ratio parameter couples only very weakly to the cost function and displays an almost random distribution until the physical coefficient estimates sufficiently converge. Therefore a two-step estimation procedure is required, where the noise ratio is allowed to remain free until physical coefficients have converged. The physical coefficients are then fixed while the noise ratio is estimated.

This methodology clearly demonstrates convergence. Twenty iterations of the genetic algorithm were run. Table 1 tabulates the parameter estimates.

The sensitivity of the cost function to the parameter values vary widely. Therefore, as parameters begin to show convergence, the range of allowable values is progressively narrowed in order to demonstrate convergence for all parameters.

Figure 4 Best Likelihood Values

<table>
<thead>
<tr>
<th>Parameters</th>
<th>$\theta_o$</th>
<th>$\hat{\theta}_o$</th>
<th>std</th>
</tr>
</thead>
<tbody>
<tr>
<td>lift curve slope, $a$</td>
<td>5.73</td>
<td>5.72</td>
<td>3.98e-4</td>
</tr>
<tr>
<td>inflow equivalent cylinder height, hhnd</td>
<td>0.46</td>
<td>0.46</td>
<td>2.23e-4</td>
</tr>
<tr>
<td>inflow wake rigidity factor, wrf</td>
<td>2.0</td>
<td>2.0</td>
<td>1.34e-4</td>
</tr>
<tr>
<td>trim flap angle, $\beta_o$</td>
<td>0.02</td>
<td>0.02</td>
<td>4.99e-7</td>
</tr>
<tr>
<td>trim main rotor pitch angle, $t_o$</td>
<td>0.05</td>
<td>0.0497</td>
<td>9.75e-6</td>
</tr>
<tr>
<td>trim inflow velocity, $v_o$</td>
<td>0.02</td>
<td>0.0196</td>
<td>2.61e-6</td>
</tr>
<tr>
<td>lag damper constant, $C_c$</td>
<td>5.0</td>
<td>4.978</td>
<td>7.7e-3</td>
</tr>
<tr>
<td>lag spring constant, $K_c$</td>
<td>75.0</td>
<td>75.0</td>
<td>7.06e-2</td>
</tr>
<tr>
<td>flap spring constant, $K_d$</td>
<td>45.0</td>
<td>44.92</td>
<td>6.3e-3</td>
</tr>
<tr>
<td>fuselage cross-moment of inertia, $l_x$</td>
<td>30,000</td>
<td>30,035</td>
<td>4.98</td>
</tr>
<tr>
<td>tail rotor thrust factor, $K_{TR}$</td>
<td>1.0</td>
<td>0.99</td>
<td>9.35e-4</td>
</tr>
<tr>
<td>covariance ratio, process/measurement, NR</td>
<td>1.0</td>
<td>0.97</td>
<td>0.11</td>
</tr>
<tr>
<td>process noise time constant, $\tau$</td>
<td>-1.0</td>
<td>-0.99</td>
<td>1.8e-3</td>
</tr>
</tbody>
</table>

Table 1 Estimated Parameters, Simulation Study
Figure 5 Simulation Identification Results
Flight Test Identification Results

Data consistency checks ensure that errors in data collection do not interfere with the estimation procedure. The requirements for this step were minimal in this study, since this estimation methodology requires only rate and attitude information. Consistency was checked by integrating accelerations and rates, and ensuring that sensor attitudes and rates match the integrated rates and attitudes.

The flight test data was processed by 1) applying a bandpass filter, and 2) decimating the data from 80 Hz to 8 Hz. The filter passband was from 0.5 to 2.5 Hz (3.1416 to 15.708 rad/sec). The lower bound corresponds to the beginning frequency of the frequency sweep input used to drive the system, and the upper bound is imposed to exclude the first fuselage bending mode at 3.4 Hz.

The flight test identification parametrization was modified to reflect information available from comparison between test and theoretical responses generated from the analytic model using nominal parameter values. The parameter list used in flight test identification runs is shown in Table 2. The modifications are explained below.

The parametrization of body inertias accounts for significant differences between theory and test in rigid body response, especially in the roll axis. Further, due to significant differences in cross-axis predictions, the roll and yaw rigid body responses could not be simultaneously satisfied. Therefore, yaw axis parameters were eliminated, and the identification scheme therefore attempts to fit pitch and roll responses only. This is permissible since for small motions about hover, yaw rate does not couple with main rotor cyclic multiblade coordinates and has no effect on pitch and roll responses in the rotor/body frequency region.

The inflow equivalent cylinder height (\(h_{eq}\)) is related to the main rotor dynamic inflow time constant. This parameter had no effect on the cost function in the bandpass frequency region used in this study. Therefore a quasistatic main rotor inflow formulation was used and this parameter was dropped.

The process noise dynamics, parametrized by a first order time constant, was also eliminated. This parameter is uniquely identifiable apart from the noise power ratio only if the time constant falls within the bandpass frequency range, and was found to have no effect on the cost function.

The identification run was carried out using flight test data from hover, with primary excitation into roll cyclic. The analytic model, parametrized as given in Table 2, was driven by main rotor pitch and roll cyclic and tail rotor pedal. The likelihood function was formed using pitch and roll rates only.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>(\hat{a}_o)</th>
<th>std</th>
<th>bounds</th>
<th>nominal</th>
</tr>
</thead>
<tbody>
<tr>
<td>scale factor, fuselage roll mom</td>
<td>0.44</td>
<td>0.011</td>
<td>0.35-1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>of inertia, (I_x)</td>
<td>1.15</td>
<td>0.033</td>
<td>0.7-1.3</td>
<td>1.0</td>
</tr>
<tr>
<td>scale factor, fuselage pitch mom</td>
<td>8.4</td>
<td>0.066</td>
<td>5-10</td>
<td>5.73</td>
</tr>
<tr>
<td>of inertia, (I_y)</td>
<td>8.0</td>
<td>0.23</td>
<td>2-11</td>
<td>2.0</td>
</tr>
<tr>
<td>lift curve slope, (a)</td>
<td>0.162</td>
<td>0.0013</td>
<td>0.05-0.25</td>
<td>0.0848</td>
</tr>
<tr>
<td>inflow wake rigidity factor, (wrf)</td>
<td>0.0172</td>
<td>0.00016</td>
<td>0.005-0.15</td>
<td>0.1304</td>
</tr>
<tr>
<td>trim flap angle, (\beta_o)</td>
<td>0.048</td>
<td>0.0007</td>
<td>0.01-0.1</td>
<td>0.0613</td>
</tr>
<tr>
<td>trim main rotor pitch angle, (\theta_0)</td>
<td>5.5</td>
<td>0.10</td>
<td>4-10</td>
<td>9.5</td>
</tr>
<tr>
<td>trim inflow velocity, (v_o)</td>
<td>85.0</td>
<td>0.735</td>
<td>0-100</td>
<td>0</td>
</tr>
<tr>
<td>lag damper constant, (C_c)</td>
<td>16</td>
<td>1.34</td>
<td>0-20</td>
<td>0</td>
</tr>
<tr>
<td>lag spring constant, (K_c)</td>
<td>0</td>
<td>-</td>
<td>0.001-0.1</td>
<td>-</td>
</tr>
<tr>
<td>flap spring constant, (K_g)</td>
<td>0</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>noise covariance ratio, (NR)</td>
<td>0</td>
<td>-</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The initial choice of boundary limits on each parameter defines the parameter space to be searched in the identification algorithm. The bounds applied to each parameter are shown in Table 2; in each case, the bounds are chosen to include the nominal value.

Table 2 shows the identification results for flight test data. It was found that the noise ratio parameter did not converge while the remaining physical coefficients did, indicating that relative to the aeromechanical coefficients, noise powers affect the cost function only very weakly.

The correlation with flight test data using the identified parameters is shown in Figure 6, where the roll axis response is correlated with the data set used in the identification, and the pitch axis response is an independent check. The roll axis correlation shows clear improvement in model correlation using identified coefficients. The low frequency gain prediction has been corrected through the inertia adjustment, and the notch in gain response due to the coupled lag/body response has been corrected.

The differences between identified and nominal parameters can provide physical insight into rotor phenomena when analytic explanations can be found for parameter differences. The identified parameters for lift curve slope, a, and wake rigidity factor, wrf, have produced significant improvement in model response, indicating a possible requirement for refinement of the aerodynamic theory used in the model. The identified parameters for main rotor spring and damping constants indicate necessary refinements in the prediction of frequency and damping of blade motion. A model improvement for blade in-plane dynamics is now presented.

Modeling Blade Elasticity

The identification procedure has resulted in estimated values for rotor blade spring and damping parameters which are different from nominal values. The nominal mechanical damper value may be assumed to be known since it can be independently verified through available data.

A procedure for modeling blade elasticity is presented which accurately accounts for differences between nominal and estimated values for in-plane motion frequency and damping. The method of assumed modes is used to model the case of a flexible beam with damper and spring constraints. This procedure is first demonstrated on a nonrotating beam, for which an exact solution can be obtained. The method of assumed modes will be shown to be a good approximation of the exact solution. This approximate solution can then be used in the flexible beam analysis in the analytic hover helicopter model. The beam formulations for both rotating and nonrotating blades with both spring and damper constraints at the root is given in detail in Appendices A and B.

Approximate solution methods such as the method of assumed modes display convergence toward the analytic solution as more assumed mode shapes are added to the set of basis functions. The first approach to the lagwise bending problem was to use increasing numbers of mode shapes that fulfilled the boundary conditions for a hinged beam. However, with this approach, convergence was not achieved after even after using 5 assumed modes. In order to avoid using an unacceptably large number of basis polynomials in the model, an alternative approach using a combination of modes that satisfy hinged and cantilever boundary conditions was used.

Figure 7 illustrates the assumed modes solution method using both the nonrotating and rotating beam formulations. For a nonrotating beam with spring and damper constraints, an exact expression for the beam eigenvalues is available and is given in detail in Appendix B. The analytic eigenvalue equation is solved numerically. In this case, the root finding problem was converted into a function optimization problem and solved using the genetic algorithm. This solution to the exact formulation is shown against approximate solutions in Figure 7. The approximate solution using the Lagrangian approach, when using only basis functions which fulfill hinged beam boundary conditions, approach the exact solution slowly. With 4 hinged basis polynomials, the solution has not yet converged. However, the assumed modes approach with only one hinged plus one cantilever mode shapes matches
Figure 6 Identified Model Validation
Figure 7 Modal Solutions For Beam Equations
the analytic solution exactly. Convergence is demonstrated by the fact that addition of either hinged or cantilever mode shapes do not further change the eigenvalue solution.

Figure 7 then shows the convergence of the approximate solution for the rotating beam, for which there exists no known exact solution. Here, the sum of 2 hinged plus 2 cantilever modes is near convergence. The addition of either one more hinged or one more cantilever mode does not change the solution appreciably. The combination of 2 hinged plus 2 cantilever modes is chosen for model development as a good compromise between model order and accuracy of solution.
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Figure 8 Rotating Frame Lag Roots

Figure 8 shows the location of the rotating frame lag mode eigenvalues. The elastic blade model using two hinged and two cantilever mode shapes is used to show the progression of the root location as damper value is increased from zero to the nominal value. The predicted root location for the elastic model with the nominal damper constant agrees reasonably well with the predicted location for the rigid blade model using a fictitious spring and using identified spring and damper constants. The rigid blade model using nominal damper constant only (no spring) predicts a much higher damping and lower frequency than is indicated by test data.

Conclusions

An analytically derived linear model of coupled rotor-body dynamics at hover has been validated against flight test data.

The analytic model with literal coefficients has been parametrized using 11 physically meaningful coefficients, including noise covariances. This model has been used to formulate a multi-input, multi-output likelihood function in the time domain. The analytic model is used to generate the state time histories. Only body rates are necessary in the cost function.

The likelihood function is globally maximized using the genetic algorithm approach, resulting in statistically optimal maximum likelihood parameter estimates.

The estimated parameters indicate that lag mode damping in flight is approximately one-half of the value expected from rigid blades.

The correct analytic prediction for lagwise motion is obtained using an elastic blade formulation. The flexible blade model was formulated using a normal mode approach and checked using the closed form solution for a nonrotating beam. The convergence results using assumed mode shapes indicate that the correct lagwise bending mode shapes are obtained using a combination of cantilever and hinged assumed modes.
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Appendix A. Modeling Blade Elasticity

Equation (A.1) gives the in-plane bending equation for a rotating beam. The derivation can be...
found in Bramwell (1976), and in Johnson (1980). This partial differential equation relates the moments due to the inertial, centrifugal, and aerodynamic forces to the moment expression from engineering beam theory.

\[
\frac{\partial^2}{\partial r^2} \left[ EI \frac{\partial^2 Y}{\partial r^2} \right] - \frac{\partial}{\partial r} \left[ G(r) \frac{\partial Y}{\partial r} \right] + m \left[ \frac{\partial^2 Y}{\partial t^2} - \Omega^2 Y \right] = 0 \quad (A.1)
\]

All quantities are understood to refer to lagwise bending motion. Here, \( G(r) \) is the centrifugal tension force at a point at a distance \( r \) from the hub center, \( E \) is the modulus of elasticity, \( I \) is the lagwise area moment, and \( \Omega \) is the rotor rotational velocity.

The boundary conditions for a hinged blade are:

At the hinge:
\[ Y(c) = 0 \]
\[ EI \frac{\partial^2 Y}{\partial r^2} = \text{moment} = 0 \]

At the tip:
\[ EI \frac{\partial^2 Y}{\partial r^2} = 0 \]
\[ \frac{\partial^2 Y}{\partial r^2} = \text{shear force} = 0 \]

There is no known analytic solution for Equation (A.1) due to the presence of the centrifugal term. A solution based on the method of assumed modes is presented.

Let the lagwise displacement be of the form
\[
Y(x,t) = R \sum_n \phi_n(x)q_n(t) \quad (A.2)
\]

where \( R = \text{blade length} \). This solution method follows the method of separation of variables. \( \phi_n(x) \) are a sequence of functions, not necessarily orthogonal, which approximate the expected blade shape and which satisfy the blade boundary conditions.

Substituting into Equation (A.1),

\[
\frac{\partial^2}{\partial x^2} EI \sum_n \frac{\partial^2}{\partial x^2} \phi_n - R^2 \frac{\partial}{\partial x} G \sum_n \frac{\partial}{\partial x} \phi_n + \sum_n (q_n - \Omega^2 q_n) \phi_n R^4 m = 0 \quad (A.3)
\]

Multiply Equation (A.3) by \( \phi_n \) and integrate from \( \varepsilon < x < R \), or \( \varepsilon < x < 1 \) where \( \varepsilon \) is understood to be a nondimensional offset value.

This gives

\[
\sum_n q_n \int_\varepsilon^1 \phi_n \frac{\partial^2}{\partial x^2} EI \phi_n \, dx - R^2 \sum_n \frac{\partial}{\partial x} G \phi_n \int_\varepsilon^1 dx + R^4 \sum_n (q_n - \Omega^2 q_n) \int_\varepsilon^1 \phi_n \, dx = 0 \quad (A.4)
\]

Integrating each term by parts, the first term gives

\[
\sum_n q_n \int_\varepsilon^1 \phi_n \frac{\partial^2}{\partial x^2} EI \phi_n \, dx = \left[ \sum_n q_n \phi_n \frac{\partial}{\partial x} EI \phi_n \right]_\varepsilon^1 - \left[ \sum_n q_n E \phi_n \right]_\varepsilon^1 + \sum_n q_n E \phi_n \phi_n \, dx = 0
\]

Equation (A.4) was obtained using the boundary conditions for the hinged blade, along with the end constraint imposed by the damper, which is given by

\[
EI \frac{\partial^2 Y}{\partial r^2} \bigg|_{r=R} = - D \frac{\partial^2 Y}{\partial t^2} \bigg|_{t=R} = 0
\]

where \( D = \text{damping constant} \).

Similarly, the second term gives

\[
R^2 \sum_n q_n \int_\varepsilon^1 \phi_n \frac{\partial}{\partial x} G \phi_n \, dx = 0
\]

283
\[- R^2 \sum \int \phi_n \phi_m dx \quad (A.6) \]

Using Equations (A.4) through (A.6),

\[
\int \sum q_n EI \phi_n'^2 dx + RD \sum \phi_n' \phi_n' \phi_n \n\]
\[
+ R^2 \sum q_n \int G \phi_n' \phi_n' dx \n\]
\[
+ R^2 \sum (q_n - \Omega^2 q_n) \int m \phi_n' \phi_n dx = 0 \n\]

To evaluate this, nondimensionalize by \( m\Omega^2 R^4 \) and collect terms, which results in

\[ A_{nm} \phi_n + D_{nm} \phi_n + B_{nm} \phi_n = 0 \]

where

\[ A_{nm} = \int \frac{R^4 m}{m\Omega^2 R^2} \phi_n \phi_m dx \n\]
\[ D_{nm} = \frac{RD}{m\Omega^2 R^2} \phi_n' \phi_m' \n\]
\[ B_{nm} = \int \left[ \frac{EI}{m\Omega^2 R^2} \phi_n' \phi_m' + \frac{R G}{m\Omega^2 R^2} \phi_n' \phi_m' - \phi_n \phi_m \right] dx \n\]

Basis Functions For Assumed Mode Shapes

Polynomials are used as the basis functions, \( \phi_n(x) \). Two sets of polynomials, meeting the necessary boundary conditions for hinged-free and cantilever-free beams, were used in this study. They are:

hinged-free:

\[ \phi(x) = x \]

\[ \phi(x) = x^6 - 2x^5 - \frac{5}{6}x^4 + \frac{10}{3}x^3 + x \]

cantilever-free:

\[ \phi(x) = x^4 - 4x^3 + 6x^2 \]
\[ \phi(x) = x^5 - 10x^4 + 20x^3 \]

Since these polynomials meet boundary conditions at \( x=0 \) and at \( x=1 \), and the blade formulation is integrated from \( x = \bar{e} \) to \( x=1 \), the basis polynomials are transformed to new coordinates, where

\[ \bar{x} = (1 - \bar{e})x + \bar{e} \]

With this coordinate transformation, the new set of polynomials, which now fulfill the necessary boundary conditions at the hinge offset and at the blade tip, are now

hinged-free:

\[ \phi(x) = x - \bar{e} \]
\[ \phi(x) = 1.48x^6 - 3.33x^5 - 0.12x^4 + 4.2x^3 - 0.79x^2 + 1.12x - 0.07 \]

cantilever-free:

\[ \phi(x) = 1.3x^4 - 5.2x^3 + 7.8x^2 - 0.92x + 0.03 \]
\[ \phi(x) = 1.39x^4 - 0.44x^3 - 12.11x^2 + 25.10x^2 - 3.03x + 0.09 \]

Appendix B. Exact Equations Of Motion For A Nonrotating Beam

The modal analysis assumes that the beam displacement is written as a sum of modal displacements:

\[ Y(x,t) = R \sum \phi_n(x) q_n(t) \]
To find the exact analytic solution in the case of root constraint with both spring and damper, note that the boundary conditions are given by

\[ \phi(0) = 0, \]
\[ \phi'(0) = \left[ \frac{KR}{EI} + \frac{\ddot{u}DR}{EI} \right] \phi(0), \]
\[ \phi''(0) = 0, \]
\[ \phi''(l) = 0, \]

where \( K \) and \( D \) are spring and damper constants and all quantities are understood to refer to lagwise motion and are defined as in Appendix A.

These boundary conditions are satisfied by writing the mode summation equation as

\[ \phi(x) = \phi_p(x) + \left[ \frac{KR}{EI} + \frac{\ddot{u}DR}{EI} \right] \frac{\phi_c(0)}{\phi_c(0)} \phi_c(x), \]

where \( \phi_p(x) \) and \( \phi_c(x) \) refer to hinged and cantilever mode shapes.

The hinged end mode shape solutions are given by

\[ \phi_p(x) = \cos(A) \sinh(Ax) + \cosh(A) \sin(Ax), \]
\[ \phi_p(0) = 0, \]
\[ \phi_p'(0) = A [\cos(A) + \cosh(A)], \]
\[ \phi_p''(0) = 0, \]
\[ \phi_p''(l) = A^2 [\cos(A) \sinh(A) - \cosh(A) \sin(A)], \]
\[ \phi_p''''(l) = A^2 [\cos(A) \cosh(A) - \cosh(A) \cos(A)]. \]

The cantilever mode shape solutions are given by

\[ \phi_c(x) = (\sin(A) - \sinh(A))(\sin(Ax) - \sinh(Ax)) + (\cos(A) + \cosh(A))(\cos(Ax) - \cosh(Ax)), \]
\[ \phi_c(0) = 0, \]
\[ \phi_c'(0) = 0, \]
\[ \phi_c''(0) = -2A^2 [\cos(A) + \cosh(A)], \]
\[ \phi_c''(l) = -A^2 [I + \cosh(A) \cos(A)], \]
\[ \phi_c''''(l) = A^4 [(\sin(A) - \sinh(A))(\cos(A) - \cosh(A)] + \]
\[ (\cos(A) + \cosh(A))(\sin(A) - \sinh(A))]. \]

Now use these known solutions for hinged and cantilever mode shapes in the combined solution given above:

\[ \phi(0) = 0, \]
\[ \phi'(0) = \phi_p(0), \]
\[ \phi''(0) = [K + \ddot{u}D] \frac{1}{2A} \phi_c'(0), \]
\[ \phi''(l) = \phi_p''(l) + [K + \ddot{u}D] \frac{1}{2A} \phi_c''(l), \]
\[ \phi'''(l) = A^2 [\cos(A) \sinh(A) - \cosh(A) \sin(A)] + \]
\[ [K + \ddot{u}D] \frac{1}{2A} - 2A^2 [I + \cosh(A) \cos(A)] \]
\[ \phi''''(l) = 0, \]

where

\[ K = \frac{KR}{EI}, \]

and

\[ D = \frac{DR}{EI}. \]

The boundary condition at the tip gives the eigenvalue equation:

\[ \phi''(l) = 0, \]

or

\[ A^2 [\cos(A) \sinh(A) - \cosh(A) \sin(A)] + A [K + \ddot{u}D] [I + \cosh(A) \cos(A)] = 0. \]
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ABSTRACT

The present study used a rotorcraft simulator to examine descents-to-hover at landing pads with one of three approach lighting configurations. The impact of simulator platform motion upon descents to hover was also examined. The results showed that the configuration with the most useful optical information led to the slowest final approach speeds, and that pilots found this configuration, together with the presence of simulator platform motion, most desirable. The results also showed that platform motion led to higher rates of approach to the landing pad in some cases. Implications of the results for the design of vertiport approach paths are discussed.

INTRODUCTION

Rotorcraft landings in physically constrained environments, such as urban vertiports, present potential hazards not commonly faced by fixed-wing or rotorcraft landings at conventional airports. One major hazard is the presence of buildings or other obstructions beneath their glideslope and directly behind the landing pad. In such environments it is necessary for pilots to accurately maintain their assigned glideslope and to reliably regulate their speed so as to achieve zero velocity at the landing pad.

The present study examined the effect of different combinations of visual and motion information upon simulated descents to hover. Specifically, the study was designed to determine the effects upon performance and subjective ratings of 1) three approach lighting configurations, and 2) the presence/absence of simulator motion. It was also designed to explore how theoretically significant types of optical and motion information combine to yield different deceleration and glideslope profiles.

Optical Cues For Speed Control

Pilots in aircraft and aircraft simulators require information in order to accomplish their tasks. However, selecting what information to supply the pilot is not easy, especially since many potential information sources are costly (e.g., simulator motion) and/or may not provide much benefit in terms of training effectiveness, performance or flight safety (Andre and Johnson, 1992). Understanding the pilots' reactions to optical information in the environment during flight and in piloted flight simulation can lead to improved visual approach training procedures and may have an impact on the design of heliport approach paths.

There are three important optical variables that a pilot could use to control speed during the descent to hover. **Optical Expansion Rate** is the relative rate of growth in the optical size of the landing pad, and is proportional to the vehicle velocity divided by distance to the pad (i.e., physical closure rate). This optical variable provides information useful for deceleration since maintaining its value at or below some critical positive value will ensure that the vehicle arrives at the landing pad with zero touchdown velocity, with lower values yielding more gradual decelerations. Further, this cue is insensitive to altitude deviations. Figure 1a shows how constancy of optical expansion rate requires speed to be proportional to distance-to-go.
Optical Flow Rate is the angular velocity of surface elements in any one area of the field of view. This velocity in turn is proportional to vehicle velocity divided by the distance to the viewed surface, and is typically scaled in units of eye heights per second (Owen, Wolpert, and Warren, 1984). This is different from Optical Expansion Rate since that variable is defined with respect to contour expansion rate, while Optical Flow Rate is simply optical (angular) speed. When descending over a ground surface, deceleration can be governed by maintaining optical speed, at some locus in the field of view, at or below some critical positive value. (US Army training manuals instruct rotorcraft trainees to “make it look like a brisk walk” during landings. This is an explicit instruction to maintain a constant Optical Flow Rate). Figure 1b shows how constancy of angular flow rate requires speed to be proportional to altitude.

Finally, there is Optical Edge Rate, the frequency at which optical elements pass through some visual locale (e.g., the lower portion of the windscreen). For descents over a surface this is proportional to vehicle velocity divided by the spacing between the elements on that surface. When the elements are spaced apart evenly, this yields a frequency that is directly proportional to speed. To the extent that information about true speed is important in managing decelerations, this variable may prove valuable for speed regulation. Figure 1c shows how constancy of edge rate requires texture elements and speed to be proportional to distance-to-go.

Previous research by Moen, DiCarlo and Yenni (1976) examined altitude, ground-speed and deceleration profiles of visual approaches for helicopters. One goal of their research was to define the mathematical relationships describing nominal visual deceleration profiles. However, the effects of visual cues in the environment were not examined. More recent research has specifically addressed the influence of visual environmental cues on vehicle deceleration control.

For example, Denton (1980), in a somewhat related context, examined the influence of ground texture spacing (i.e., optical edge rate information) on driver’s control of forward speed. Using an automobile simulator, he found that gradually reducing the spacing between horizontal stripes on a simulated roadway surface resulted in drivers reducing their speed. He then applied this finding in a field study where he placed horizontal stripes with gradually reduced spacing across the roadway at a highway exit ramp. This resulted in a reduction of a previously high accident rate caused by excessive speeding upon exiting the highway to lower speed roads. Other research has shown edge rate and flow rate to have roughly equal impact on the perception of self-speed (Larish and Flach, 1990; Owen et al., 1984).
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Figure 1. Optical variables useful for controlling deceleration. a) constancy of optical expansion rate requires speed to be proportional to distance-to-go; b) constancy of angular flow rate requires speed to be proportional to altitude; c) constancy of edge rate requires texture elements and speed to be proportional to distance-to-go.
Optical Cues for Glideslope Control

There are two important optical variables potentially useful for glideslope control: 1) Form Ratio, the angular optical height of the pad divided by its optical width, and 2) aim point Declination Angle, the optical angle subtended between the center of the landing pad and the horizon. If the pilot acts to keep either of these constant after the glideslope intercept, then he will still be on the initial glideslope (see Lintern and Liu, 1991, and Mertens, 1981, for a more complete discussion of these variables). Similarly, pilots can maintain a constant glideslope by simply keeping the image of the landing pad at a fixed point below the horizon.

THE PRESENT STUDY

The present study examined visual approaches in a rotorcraft simulator with various approach lighting configurations, under platform motion and non-motion conditions. These configurations were designed to highlight the utility of one or more of the three types of optical information about vehicle speed discussed above.

In one condition, only the landing pad itself, together with the horizon line, was visible. For control of speed, this makes available closure rate information in the form of the relative rate of the optical expansion of the landing pad surface itself. The reciprocal of this value, called tau, is the time to arrival at the landing pad if present vehicle speed is kept constant. By either maintaining relative closure rate information at a constant value, or by not allowing it to exceed some critical value, a pilot would be ensured of arriving at the pad with zero velocity.

A second condition added two rows of regularly spaced approach lights extending out from the edges of the landing pad. Now, in addition to the closure rate information mentioned above, the optical motion of the lights passing beneath the simulated vehicle provide information, in the form of optical flow rate and optical edge rate, about vehicle speed. For descents along a given glideslope, flow rate will be proportional to speed divided by altitude. By maintaining flow rate at a constant value, or not allowing it to exceed some critical value, one will ensure arrival at the landing pad with zero velocity. For descents over regularly spaced ground elements, optical edge rate is proportional to speed, but does not afford the pilot any simple available optical strategy for ensuring arrival at the pad with zero velocity. Similarly, there is no simple or obvious optical cue associated with the approach lights that a pilot can use to judge glideslope.

Finally, a third condition added a middle row of lights to the second condition configuration. This middle row light spacing was proportional to distance from the pad, so that the lights were spaced half as far apart when the distance to the pad was decreased in half (i.e., exponential). Here, the pilot could hold the edge rate associated with this middle exponential light string at or below some fixed value, and thus ensure arrival at the landing pad with zero velocity.

The impact of simulator platform motion upon descents to hover was also examined in the present study. Previous research has shown that the presence of flight simulator motion appears to help performance, but not transfer to the aircraft (Koonce, 1979; Lintern, 1987). Our interest here was in assessing if simulator motion interacted with the utility of the approach light patterns under investigation.

METHOD

Design

Five factors were manipulated in the present study: 1) Flight Control Instruction (undirected and directed), 2) Simulator Motion (moving and fixed), 3) Approach Lighting Pattern (no lights, linear lights, and exponential +linear lights), 4) Initial Closure Rate (slow vs. fast—see Figure 2), and 5) Initial Range (near vs. far—see Figure 2). These variables were factorial crossed in a 2x2x3x2x2 within-subjects design. Pilots performed 2 repetitions of each of the 48 unique factorial combinations for a total of 96 landing trials. An overview of the experimental design is shown in the top panel of Figure 2.

Simulation Apparatus

All trials were performed in the Vertical Motion Simulator (VMS) at the NASA Ames Research Center. The VMS, shown in Figure 3, is a large motion-base simulator which utilizes a four-window computer-
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Figure 2. Experimental Design. Description of Factorial Structure (top panel) and of Flight Profiles (bottom panel).
were always in view during the approach, pitch attitude and rate was held constant. The pilots had acceleration command in the longitudinal axis. Acceleration command was proportional to longitudinal center stick position, with a sensitivity of 5 ft/sec²/in. The longitudinal travel of the center stick was +/- 5 in.

The vertical axis dynamics were more complicated than the longitudinal axis. The collective sensitivity and the aircraft's vertical damping depended upon airspeed. The aircraft was also given a steep power required curve, so that as the helicopter slowed, increased collective was required. The combination of these dynamics made the vehicle sufficiently challenging to fly, thereby inhibiting the pilots from flying the task open-loop (i.e., essentially flying the vehicle without regard to the visual cues). Pilot comments indicated that while the vertical axis exhibited helicopter-like qualities, the longitudinal axis did not (due to the lack of pitching required to change speed).

Visual Landing Configurations

As shown in Figure 4, Three visual landing scenes were examined: 1) no approach lights with only a landing pad present (None); 2) the landing pad plus two linear strings of equally spaced lights leading up to the landing pad (Regular); and 3) the landing pad, the two linear strings, and an exponentially spaced string of lights (Exponential).

![Figure 3. NASA's Vertical Motion Simulator](image)

generated image system for displaying visual scenes to the pilot. The simulator was outfitted with a rotorcraft cab with conventional controls.

Vehicle Model. The experiment utilized a modified rotorcraft model with only two degrees of freedom: longitudinal and vertical. The three angles that describe the orientation of the vehicle and the lateral position were fixed at zero. Thus longitudinal velocity changes were achieved without pitching the aircraft. Physically, this situation would be realized with a helicopter that had an auxiliary x-force device to control longitudinal acceleration.

This simplification was made for several experimental reasons. First, since straight-in, decelerating approaches were of interest, the three lateral-directional degrees of freedom were unnecessary. Second, since the vertical field-of-view in the simulator was substantially less than in a typical helicopter, pitch-up maneuvers in simulation would result in a drastic loss of visual ground cues. Accordingly, to ensure that the approach lights
Regular. The Regular configuration presented two rows of white approach lights in addition to a 100 ft x 100 ft landing pad and the horizon. These lights were aligned with the sides of the landing pad, spaced either 23 ft or 46 ft apart (a manipulation of light density used to affect initial edge rate), and extended out 5000 ft from the landing pad. The lights at 1610 and 805 ft out were green, while the rest of the lights were white, and the pilots were instructed to intercept the glideslope when these lights passed out of view at the bottom of their windshield. They were instructed to use the first set of green lights when flying at the higher altitude (278 ft) and the second set of green lights when flying at the lower altitude (139 ft). The left panel of Figure 4 depicts this lighting configuration. The bottom panel of Figure 2 shows how the combination of initial altitude and positions of the intercept lights combined to yield a 6° glideslope capture.

None. This configuration was similar to the Regular configuration, but the approach lights were truncated at 805 ft from the pad for the 139 ft initial altitude, and 1610 ft from the pad for the 238 ft initial altitude. The pilots were told to intercept the glideslope when the last approach light passed out of view, and thus during the descent to hover only the landing pad and the horizon were visible. This configuration, depicted in the middle panel of Figure 4, does not provide either Optical Flow Rate or Edge Rate information, but provides all of the other information contained in the Regular configuration.

Exponential. This configuration was similar to the Regular configuration with the addition of a third row of lights aligned with the center of the landing pad. These extended out either 816 ft or 1609 ft (depending on initial altitude), and were exponentially spaced such that the inter-light spacing was 0 at the threshold of the landing pad, 53.9 ft at 816 ft, and 106 ft at 1609 ft for conditions using the high-density light spacing, and 106.9 ft and 212 ft for the low-density light spacing (inter-light separation divided by distance to the landing pad was approximately 0.066). (For the low-density spacing every other light in the Exponential light array was removed, so that inter-light spacing divided by distance to the landing pad was approximately 0.132). In both cases the lights in the center row were continued, using the final spacing found at 816 or 1609 ft so that the pilots would already be using the lights when they intercepted the glideslope. The pilots were again instructed to intercept the glideslope when the appropriate set of green lights passed from view. This configuration, depicted in the right panel of Figure 4, provides all of the information contained in the regular configuration, plus the exponential string of lights makes it possible to reach zero velocity by maintaining an edge rate for this middle row at or below some critical value. As in the other examples, the lower this critical value the milder the deceleration.

Procedure Each landing trial consisted of a cruise phase and an approach phase. The cruise phase, which lasted approximately 10 seconds, did not require manual control as the vehicle maintained its initial level attitude. During this phase, a set of linear lights was present extending from the initial position to the glideslope intercept lights, regardless of the approach light condition (see Figure 4 above). This was done to allow the pilots to determine any altitude deviations due to the collective trim.

The approach phase began when the pilot crossed the glideslope capture position. This is the point where the green glideslope intercept lights just passed out of the lower field-of-view. At this point, the pilot was instructed to intercept the 6 deg glideslope down towards the center of the landing pad. The trial ended when the pilots reached a point approximately 15 ft AGL with the VTOL sign in their view.

The 96 experimental trials were completed over 4-6 sessions. Simulator motion and flight control instruction conditions were blocked between groups of 12 trials, while initial position and approach light pattern were counterbalanced and randomized within each block of 12 trials.

Following each trial, pilots were given feedback on their glideslope variation only.
Instruction. This task was performed under two sets of flight control instructions. In the undirected trials, the pilots were instructed to perform the approach in a way that was "comfortable" or "normal" for them. In the directed trials, the pilots were instructed to maintain a velocity profile that was proportional to their distance from the pad.

Subjective Ratings. Test pilots are trained to fly to some specified degree of performance and then judge difficulty in terms of the effort necessary to attain that degree of performance (e.g., Cooper-Harper Ratings). To this end test pilots generally want that level of performance to be made explicit (e.g., do not deviate more than \pm 10 \text{ ft} in altitude). However, when exploring flight performance on tasks where no standardized measure of goodness exists, or even where it may be presumed to vary across pilots, this is a difficult method to implement.

In this situation we can only try to use the inverse method, and require pilots to fly to some fixed level of effort, and then have them judge difficulty in terms of what they see as good flight performance. This is what we required in this study, defining the level of effort as "flying as well as possible". Thus difficulty (which we called "doability" to focus the pilots on task constraints) was judged in terms of performance variations relative to this fixed high level of effort. In addition we also asked pilots to judge their own performance in terms that took into account the "doability" of the task. Thus, average performance on a difficult task should get the same performance rating as good performance on a more simple task. If the pilots could truly distinguish these ratings, then the performance ratings should not vary as a function of the doability ratings (i.e., task condition).

Pilots were asked to provide the two subjective ratings, each on a 7-point scale, following each trial. For the doability (difficulty) rating, we asked, "how difficult was the task, independent of how well you performed?" The performance rating was to be considered relative to the doability rating. Here we asked, "given the doability of the task, how well did you perform?"

Prática. Each pilot received a practice session of 12 landing trials under motion, undirected conditions. Before the practice session, each pilot was given a set of instructions which explained the various approach conditions and experimental procedures. In addition, the visual information afforded by each approach light pattern, in the form of edge rate and closure information, was described.

Subjects
Six NASA helicopter test pilots participated in the experiment. Each had previous experience in the VMS.

RESULTS
Dependent Measures
Only the data from the undirected trials (where the pilots were free to choose their own approach speed) were analyzed to date.

Subjective Ratings. Prior to analysis normalized subjective difficulty and performance ratings (NRs) were computed for each subject using the equation

\[ NR_s = \frac{R_s - M_R}{SD_R} \]

where \( R_s \) is the rating given by the subject, \( M_R \) is the mean difficulty or performance rating given by that subject, and \( SD_R \) is the standard deviation of the ratings given by the subject. This transformation was used to adjust for individual differences in the amount of the rating scale used by the pilots to make their judgments.

Performance Data. For each trial the descent trajectory was divided into 100 foot segments beginning 2600 \text{ ft} from the pad for the far initial range trials, and at 1300 \text{ ft} from the pad for the near initial range trials. This yielded 26 segments in the first case and 13 segments in the latter case. Since no approach lights would have been within view, and final adjustments to hover position were not of immediate interest, data in the final segment was not included beyond the point at which the front of the landing pad was not visible. Within each
segment, mean velocity, glideslope, and closure rate were calculated.

Subjective Ratings Analysis

A 2 (Replication) x 2 (Initial Closure Rate) x 2 (Initial Range) x 2 (Motion) x 3 (Approach Lighting) repeated measures analysis of variance (ANOVA) was used to analyze the Normalized Difficulty and Performance ratings.

The analysis of the Difficulty ratings yielded statistically significant main effects for Initial Range \( (F(1,4) = 21.221, p = .01) \) and for Motion \( (F(1,4) = 35.144, p = .004) \), and a statistically significant Range x Approach Lighting interaction \( (F(2,8) = 10.533, p = .006) \). Figure 5 shows that the presence of approach lighting also led to the task being judged as easier, although follow-up tests showed that the differences between ratings of the Exponential and Regular lighting configurations were not statistically significant. It also shows that trials with longer Initial Ranges were judged as more difficult, particularly when approach lights were absent. This pattern is not surprising since, at longer ranges to the pad, the absolute (not relative) rates of optical expansion are lower, and therefore probably less discernible. Figure 6 shows that trials with a moving platform were reliably rated as being less difficult, although this was not a very large effect.

The analysis of the Normalized Performance ratings yielded a statistically significant main effect for Initial Closure Rate \( (F(1,4) = 9.97, p = .034) \) and a statistically significant Trial x Initial Closure Rate x Initial Range x Approach Lighting interaction \( (F(2,8) = 7.924, p = .013) \). The effect of initial closure rate (not depicted) showed that the pilots rated their performance as lower on trials with high initial closure rates. The four way interaction is difficult to interpret.

Squared correlations of the Performance and Difficulty ratings yielded \( r^2 \) measures of .43, .43, .15, .10, and .003, showing that three of the five pilots succeeded well in keeping the estimates independent, while the other two had some problems in doing this. Together, these show that the pilots were moderately successful in separating task difficulty and performance contributions in making their judgements.
Glideslope Analysis. Table 1 shows all statistically significant \((p < .05)\) effects on glideslope. In addition to significant variations in glideslope across Segments for all four types of descents (refer to Figure 2, top panel), there were also significant effects involving the Approach Lighting factor in all four types of descents, and significant effects of Motion in all but the Type C descent.

Figures 7-10 show the glideslope profiles as a function of Motion (left panels) and Approach Lighting (right panels) for all four initial conditions. All figures also show an increase in glideslope with proximity to the landing pad (where distance-to-go approaches 0). This is not unexpected since an approach to hover at some distance above the landing pad will, necessarily, lead to increasing glideslopes as measured from the center of the landing pad. All four show the presence of motion yielded a higher glideslope during the final portions of the descent (upper panels), although this is not easily seen in the figures plotting height as a function of distance-to-go (lower panels). In addition, only the approaches from the farther range (types "B" and "D" descents—Figures 8 and 10) yielded statistically significant Motion x Segment interactions.

The absence of approach lighting ("None" condition) led to consistently higher glideslopes in all four conditions, with no consistent direction to the difference in average glideslope of the Regular and Exponential Approach Lighting patterns (i.e., the Regular pattern led to a higher average glideslopes in conditions A and C, and a lower average glideslope in condition B, with the glideslopes for the two being about equal in condition D).

Finally, there were two statistically significant interactions involving both Approach Lighting and Motion in Type B descents. These were an Approach Lighting x Motion interaction, and an Approach Lighting x Motion x Segment interaction. Figure 11 shows that the two-way interaction was due primarily to motion leading to an increased glideslope in the presence of the Exponential pattern, and to a decreased glideslope without approach lighting. The three way interaction (not shown) was due to high variance across segments in the no lights condition.

<table>
<thead>
<tr>
<th>EFFECTS</th>
<th>Type A Descents</th>
<th>Type B Descents</th>
<th>Type C Descents</th>
<th>Type D Descents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Replication</td>
<td>(F(1,4) = 14.2) (p = .0197)</td>
<td>(F(2,8) = 10.5) (p = .0058)</td>
<td>(F(2,8) = 6.06) (p = .025)</td>
<td>(F(2,8) = 10.4) (p = .0059)</td>
</tr>
<tr>
<td>Lights</td>
<td>(F(2,15,8.59) = 69.7) (p &lt; .0001)</td>
<td>(F(1.58,6.3) = 23.9) (p = .0015)</td>
<td>(F(5.84,23.6) = 120.3) (p = .0001)</td>
<td>(F(2.16,8.62) = 37.8) (p &lt; .0001)</td>
</tr>
<tr>
<td>Path Segment</td>
<td>(F(2,8) = 1.8) (p = .1374)</td>
<td>(F(3.75,14.98) = 3.7) (p = .0293)</td>
<td>(F(5.96,23.84) = 3.8) (p = .008)</td>
<td>(F(10.79,43.17) = 2.4) (p = .021)</td>
</tr>
<tr>
<td>Motion x Lights</td>
<td>(F(3,8,15.21) = 3.97) (p = .0224)</td>
<td>(F(6.51,26.06) = 3.3) (p = .0129)</td>
<td>(F(10.79,43.17) = 2.4) (p = .021)</td>
<td></td>
</tr>
</tbody>
</table>
Figure 7. Average Glideslope as a Function of Motion and Lighting Configuration During Undirected Type 'A' Descents to Hover.
Figure 8. Average Glideslope as a Function of Motion and Approach Lighting During Undirected Type 'B' Descents to Hover.
Figure 9. Average Glideslope as a Function of Motion and Approach Lighting During Undirected Type 'C' Descents to Hover.
Figure 10. Average Glideslope as a Function of Motion and Approach Lighting During Undirected Type 'D' Descents to Hover.
the Motion x Segment interactions were statistically significant only for the descents from the longer initial ranges (Type B and D descents), although Figures 12-15 show that the presence of motion tended to yield higher closure rates towards the end of all descents. This dependence of closure rate upon initial range may be due to reasons similar to those suggested for the glideslope effects. That is, at the more extreme initial ranges, the pilots may have been more strongly influenced by the vestibular cues provided by motion and therefore responded less vigorously.

Only Type A and Type D descents yielded significant effects of lighting configuration upon closure rate, but the average final closure rate was lowest in the Exponential light configuration for all four initial conditions. Since the most critical impact of the Approach Lighting factor is upon closure rates closest to the landing pad, a follow-up 2 (Replication) x 2 (Initial Closure Rate) x 2 (Initial Range) x 2 (Motion) x 3 (Approach Lighting) repeated measures ANOVA was conducted using just the closure rate from the final segment. This yielded statistically significant interactions of Initial Closure Rate x Initial Range (F(1,4) = 0.04), Initial Closure Rate x Motion (F(1,4) = 9.61, p = .036), and Replication x Approach Lighting (F(2,8) = 6.346, p = .022).

Table 2. Statistically Significant Effects Upon Closure Rate

<table>
<thead>
<tr>
<th>EFFECTS</th>
<th>Type A Descents</th>
<th>Type B Descents</th>
<th>Type C Descents</th>
<th>Type D Descents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lights</td>
<td>F(1.67,6.69) = 7.09</td>
<td>p = .0249</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Path Segment</td>
<td>F(1.58,6.31) = 17.5</td>
<td>p = .0033</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Motion x Segment</td>
<td>F(5.43,21.73) = 2.95</td>
<td>p = .0324</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lights x Segment</td>
<td>F(9.63,38.54) = 3.88</td>
<td>p = .0012</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2 shows all statistically significant (p<.05) closure rate effects. Approach Lighting had a significant effect on closure rate for the Type A and Type D Descents, while Motion affected closure rate for both the Type B and Type D descents.

Figures 12-15 depict velocity (top panels) and closure rate (bottom panels) profiles as a function of Motion (left panels) and Approach Lighting (right panels) for all four descent types (refer to Figure 2, top panel). Similar to the findings for glideslope control,
Figure 12. Average Velocity and Closure Rate as a Function of Motion and Approach Lighting During Undirected Type ‘A’ Descents to Hover.
Figure 13. Average Velocity and Closure Rate as a Function of Motion and Approach Lighting During Undirected Type 'B' Descents to Hover.
Figure 14. Average Velocity and Closure Rate as a Function of Motion and Approach Lighting During Undirected Type 'C' Descents to Hover.
Figure 15. Average Velocity and Closure Rate as a Function of Motion and Approach Lighting During Undirected Type 'D' Descents to Hover.
The top panel of Figure 16 shows that descents over shorter ranges led to smaller final closure rates that were unaffected by Initial Closure Rate, but that higher Initial Closure Rates led to higher final closure rates, especially for the descents from the farther Initial Range. The middle panel of Figure 16 shows that the presence of platform motion led to lower final closure rates for the lower Initial Closure Rate, but not for the higher Initial Closure Rate. Finally, the bottom panel of Figure 16 shows that the advantage of the exponential lighting configuration strongly increased in the second replication, suggesting that the pilots were still learning to use the information afforded by this configuration.

**Approach Lights**

The proposed impact of additional optical information afforded by the linear, and, to a greater degree, the exponential approach light configuration on control of deceleration was generally supported, although its effects tended to be confined to the most close in segments. This suggests that the effects of edge rate are most consequential during the final, and slowest, phase of the deceleration to hover. This may reflect an increased perceptual salience of this information in this phase, or perhaps more likely, a shift in relative emphasis, with pilots using the exponential pattern edge rate more during this phase.

The absence of approach lights also led to higher glideslopes, showing the influence of optical information in the linear and exponential approach light configurations other than form ratio and declination angle, since only these information sources were available in the no-light configuration. The specific nature of this beneficial information needs to be determined, but may reflect sensitivity to sink rate, since this will be heightened by having approach lights passing under the vehicle.

Finally, and perhaps not surprisingly, the pilots generally rated the linear and exponential + linear configurations as less difficult than the no lights configuration.

**Simulator Motion**

Generally, the presence of platform motion led to slightly higher closure rates and glideslopes, although the pilots rated motion trials as less difficult than non-motion trials.

The effects of motion on glideslope performance suggest that, for longer ranges, motion may have led to an initial descent with an aimpoint substantially beyond the landing pad. At these longer ranges, vertical displacements lead to smaller changes in glideslope and thus to the visual information specifying glideslope. However, the detectibility of sink rate, as given by platform motion, is not as strongly affected by range to the pad. Thus, increased reliance on the vestibular cues may have led to these results.

The impact of Approach Lighting and Motion appears to be generally additive, except
for glideslope control during the Type B Descents. There, motion appeared to help most when visual cues were weakest (i.e., in the no lights configuration).

Applications to Vertiport Design

The present findings may have important implications for the design of vertiport approach paths and other physically constrained landing sites. Specifically, they suggest that approach lights, or similar markings, that afford the pilot accurate edge rate information, might aid in regulating speed (and perhaps glideslope as well), especially as the pilot approaches the landing pad. An added and important benefit of such information is that it is a "natural" optical cue rather than an artificial information display. As such, abstracting the optical information should not require the attention of the pilot, leaving his/her attention to other aspects of the approach task.

CONCLUSION

The present study used a rotorcraft simulator to examine descents-to-hover at landing pads with one of three approach lighting configurations. The impact of simulator platform motion upon descents to hover was also examined. The results showed that the configuration with the most useful optical information led to the slowest final approach speeds, and that pilots found this configuration, together with the presence of simulator platform motion, most desirable.

Future research should aim to generalize the current findings to actual flight conditions or to more complex simulated approaches.
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ABSTRACT

Work in our laboratory suggests that pilots can extract temporal range information (i.e., the time to pass a given waypoint) directly from out-the-window motion information. This extraction does not require the use of velocity or distance, but rather operates solely on a 2-D motion cue. In this paper, we present the mathematical derivation of this information, psychophysical evidence of human observers' sensitivity, and possible advantages and limitations of basing vehicle control on this parameter.

INTRODUCTION

Helicopter control and navigation require the pilot to orchestrate a complex set of control inputs in response to visual information gleaned from the external scene and cockpit instruments. We suggest that a temporal scaling of the external environment, i.e., gauging the time to reach a chosen way-point at current vehicle speed, is a highly useful metric for the pilot. And, in fact, there is sufficient information in the optical flow to support such temporal metrics.

In this paper, we delineate the visual information that specifies temporal range, describe laboratory research demonstrating people's sensitivity to this information, discuss how this information can be used in vehicular control, and consider specific situations in which this information leads to errors in perceived range.

TEMPORAL RANGE INFORMATION

In the mid-1950s, astrophysicist and novelist Fred Hoyle allowed one of the more clever characters in his book, The Black Cloud, to develop a proof showing that the time to impact of an approaching body can be calculated from the size of the object's image and its rate of expansion. Specifically, the time to contact (TTC) is approximated as:

$$TTC \approx \frac{\phi_t}{\delta \phi / \delta t}$$  \hspace{1cm} (1)

where $\phi_t$ is the angle subtended by the object at time $t$ and $\delta \phi / \delta t$ is that angle's temporal derivative (i.e., expansion rate). This equation is an approximation in that it assumes the Law of Small Angles (i.e., $\tan \phi = \phi$). The derivation of this equation can be found in Ref. 1.

This elegant observation that TTC can be derived without knowing either target distance or velocity was "rediscovered" by perceptual psychologists, most notably David Lee (Ref. 1), who recognized its significance for perception and control, and derived general formulations for such visual-temporal (or tau) variables. The one most relevant for our discussion describes a moving observer and a target not directly on the observer's motion track, i.e., the passage situation. In this case, an analogous approximation can be made for when the target will pass the observer (i.e., intersect the eye-plane perpendicular to the track vector, as shown in Figure 1):

$$TTP \approx \frac{\theta_t}{\delta \theta / \delta t}$$  \hspace{1cm} (2)

where TTP is time to passage, $\theta_t$ is the angle between the observer's track vector and the proximal edge of the target, and $\delta \theta / \delta t$ is that angle's temporal derivative. As before, this equation requires the tangent approximation.

-------

Figure 1. Passage geometry for Equation 2. An observer \( O \) is moving with velocity \( V \). A target \( P \) lies some distance \( R \) from the track vector, forming angle \( \theta \).

Despite the generality of Lee's formulations, empirical studies of human performance have focused almost exclusively on the direct collision, or TTC, situation (Ref. 2 and 3). These studies examined people's intercept (e.g., catching) and avoidance behaviors. However, for many skilled activities, particularly vehicular control, it is also important to judge the temporal range of objects which are not on a direct collision course. In our laboratory, we have examined observers' sensitivity to visually specified TTP information. Our findings suggest that people are adept at making both relative and absolute TTP judgments.

**TTP Empirical Studies**

We conducted a series of studies in a low-fidelity, fixed-based simulator. Observers were required to make either relative (i.e., which of two targets they would pass first) or absolute judgments (i.e., indicate when a target that was no longer visible would pass them).

**Method**

The experimental setting is shown in Figure 2. Observers were seated 2.13 m from a 2.44 m X 1.83 m rear-projection screen, creating a horizontal field of view (FOV) of 46°. Viewing was monocular to reduce anomalous depth cues. Displays were generated by a Silicon Graphics Personal IRIS 4D/25TG, with a refresh rate of 60 Hz, and a vertical resolution of 1024 lines. Displays consisted of a cloud of white dots (n=600) distributed in a virtual volume 17.37 m deep. The eyepoint was translated forward at 1.5 m/s. The projected size of the dots did not vary as a function of distance (or change as the observer approached). Thus, there were no object-expansion cues to temporal range.

For the relative TTP judgments, two of the dots were color-coded (green and purple) as targets. The two targets appeared on opposite sides of the heading vector. After viewing durations of 3 or 4 sec, the display was terminated, and observers predicted which of the two targets they would pass first. In the absolute judgment task, only one colored target was visible. It would pass from the observers' FOV after 3 to 5 seconds. The observers estimated when the target would pass their eyeplane by pressing a mouse button. This button press terminated the display.

Target positions were selected such that TTP was fully independent of the time the target was visible on screen, and largely independent of its initial angular projection from the heading vector. In the relative judgment task, the display terminated when the far target was 2 to 4 sec to passage. In the absolute judgment task, the target was between 1 and 3 seconds from passage when it exited the FOV.

The relative judgement task was conducted with feedback, i.e., observers were informed after each trial whether their response was correct or incorrect. The absolute judgment task was conducted both with and without feedback. When feedback was given, observers were informed by a message on the screen after each trial how early or late their response was (in msec).

Eight observers (four males and four females) participated in both the relative judgment and absolute judgment with feedback tasks. They
ranged in age from 19 to 42 yr; all had normal or
corrected to normal vision and were right-eye
dominant. Four additional observers (3 males, 1
female) participated in both the feedback
version and the no-feedback version absolute
judgment task (performing the no-feedback task
first). They ranged in age from 24 to 34 yr.

For the relative judgment task, observers
completed a total of 160 experimental trials, 80
at the 3-sec duration and 80 at the 4-sec duration.
For the absolute judgment task, trials were
arranged in blocks of 66 trials. Following initial
training trials, observers completed 3 blocks of
trials, with 10 min breaks between blocks.

Results
Analyses of the relative judgment data
indicated that observers were able to judge above
chance level which target they would pass first
for all but the shortest (250 msec) temporal
separation. The percentages of correct responses
averaged across observers are shown in Figure 3.
Performance was not affected by whether
observers viewed the targets for 3 or 4 seconds.
Percent correct differed for the longest temporal
difference (1000 msec) only, however this
difference was not statistically significant
\[F(1,15) = 1.05, \text{ns}.\]

The absolute judgment data were analyzed by
performing linear regressions. Judged TTP was
regressed against actual TTP. The linear fits (R^2)
for the data ranged from 0.55 to 0.85, with a mean
of 0.73. The regression slopes for all observers
were less than 1 (the mean value was 0.84),
indicating a temporal compression (i.e., an
additional sec in actual time resulted in less than
one sec increase in judged time). The intercepts
were all positive (the mean value was about 500
msec). This, coupled with the less-than-unity
slopes, indicates that shorter TTPs were
overestimated and longer TTPs were
underestimated. Across observers, the correlation
between constant error and extrapolation time
was \(r = -0.94.\)

For the four observers who participated in
both the feedback and no-feedback conditions,
the presence of feedback did not significantly
impact the linear regression fits, either in terms
of slope and intercept, or the goodness of fit.

Discussion
Taken together, the findings from our
empirical studies suggest that people are able to
make reasonably reliable TTP judgments.
Observers could reliably discriminate differences in TTP of a half sec or more.

Observers' absolute judgments did demonstrate non-veridical temporal scaling (i.e., slopes less than unity and positive intercepts). This bias, however, could either represent a warping of the perceptual space (e.g., a target four sec distant appears to be less than twice as far as a target two sec distant), or result from systematic error in the cognitive extrapolation component of the judgment task. Further research is needed to decompose this bias into its components. Despite this bias, however, observers' judged TTPs were highly correlated with actual TTPs. Further, observers did not require any training or feedback to achieve well-calibrated judgments.

USING TTP TO CONTROL FLIGHT

Optical tau variables thus provide a useful metric for control related activities. Given such temporal metrics, how might a pilot utilize them for vehicular control? We propose that pilots tend to maintain a window of safe maneuverability, which is defined in terms of the handling qualities of the aircraft. For example, consider the geometry shown in Figure 4. For any given eyeheight (i.e., altitude), the forward field can be scaled in terms of eyeheights: the terrain along the 45° declination is one eyeheight distant, a gaze angle of -26.5° corresponds to 2 eyeheights, -18° to 3 eyeheights, and so forth. The time it takes to traverse 1 eyeheight is a function of speed relative to altitude (AGL). If the vehicle is at an altitude of 31 m, a speed of 30 knots will create a flow of 1 eyeheight/sec. If that altitude is doubled, the speed must likewise double to create the same flow rate (or TTP) at a given gaze angle. We suggest that pilots are most comfortable with speed/altitude profiles which allow them to maintain acceptable TTP values at some nominal gaze angle. Acceptable TTP values are defined by the time required to allow the pilot to safely perform necessary flight maneuvers.

In a normal walking gate, people move at about 1 eyeheight/sec. Our sense of subjective speed is geared to this metric. The same objective speed feels faster at lower eyeheights (thus the thrill of low-slung sports cars) and slower at higher ones (thus the boredom of minivans and the early tendency of pilots to taxi B747s too fast). Likewise, as a pilot reduces altitude, the natural tendency will be to reduce speed such that the temporal lead time along a given gaze line is consistent. The flight environment is scaled in a temporal, rather than spatial domain. This temporal scaling is highly relevant for flight control. However, this metric will bias the pilot against maintaining constant speed during altitude change.

![Figure 4. Eyeheight geometry for forward flight. Gaze angle for three look-aheads given. Temporal value of look-aheads determined by velocity in eyeheights/sec.](image-url)
LIMITATION OF TTP INFORMATION

Given that pilots may utilize optical tau variables to orchestrate control and avoidance maneuvers, it is important to consider limitations and degenerate cases of these variables. As mentioned above, such temporal scaling can result in undesired speed changes during altitude transitions (although a consistent "safety window" is maintained). In addition, there is an interesting degenerative case of TTP that occurs when the observer and a moving target are on a collision course, but the object is not on the observer's track vector. If the observer and object maintain constant velocities, the center of the object maintains a fixed angle to the observer's track vector, as shown in Figure 5.

Thus, \( \theta \) for the centroid of the target is constant (i.e., \( \delta \theta / \delta t \) is zero), and \( \delta \theta / \delta t \) for all other points is small, reflecting only image expansion. Consider what value of TTP is specified in this condition: \( \text{TTP} = \theta / \delta \theta / \delta t \), so as \( \delta \theta / \delta t \) approaches zero, TTP approaches infinity. Thus, an object on such a collision course can be mistaken for an object at a very large distance, since the TTP information is virtually identical. Image expansion will differentiate these cases, but may not be salient at large distances. Only when image expansion becomes noticeable (or if the observer is cued by some non-motion information, such as familiar size) are the two cases discriminable. Since image expansion may not become salient until the object is temporally proximal, the observer may be required to make a last second correction to avoid collision. Such maneuvers are highly undesirable in flight situations. This examination of the TTP information lends insight into how such mishaps may occur, particularly in visually impoverished (e.g., night flight) environments.

CONCLUDING REMARKS

This "unmoving objects on a collision course" scenario, however, represents a degenerate (albeit interesting) case of TTP information. Most of the time, optical tau variables provide reliable information concerning objects' temporal distance. Moreover, our empirical studies demonstrate that observers possess a robust ability to utilize this information. We propose that these tau cues provide a useful temporal metric for pilots to employ in planning and orchestrating vehicular control. However, the maintenance of such temporal windows result in altitude-related speed changes, which are undesirable in some flight profiles.
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ABSTRACT
The Pilot's ability to derive Control-Oriented Visual Field Information from teleoperated Helmet-Mounted displays in Nap-of-the-Earth flight, is investigated. The visual field with these types of displays, commonly used in Apache and Cobra helicopter night operations, originates from a relatively narrow field-of-view Forward Looking Infrared Radiation Camera, gimbal-mounted at the nose of the aircraft and slaved to the pilot's Line-of-Sight, in order to obtain a wide-angle field-of-regard. Pilots have encountered considerable difficulties in controlling the aircraft by these devices. Experimental simulator results presented here, indicate that part of these difficulties can be attributed to head/camera slaving system phase lags and errors. In the presence of voluntary head rotation, these slaving system imperfections are shown to impair the Control-Oriented Visual Field Information vital in vehicular control, such as the perception of the anticipated flight path or the vehicle yaw rate. Since, in the presence of slaving system imperfections, the pilot will tend to minimize head rotation, the full wide-angle field-of-regard of the line-of-sight slaved Helmet-Mounted Display, is not always fully utilized.

INTRODUCTION
With head-slaved Helmet-Mounted Displays (HMD's), the image of a forward looking camera, such as an Infrared Radiation or a low-light level camera, mounted on a servo-driven gimbals system at the front of the helicopter, is transferred to a miniature helmet mounted Cathode Ray Tube (CRT). By means of collimating optics and a beam splitter, the image is presented to a single eye so that it appears to be superimposed on the visual field at infinity. The camera motions are slaved to the pilot's Line-of-Sight (LOS), by measuring the pilot's head angles in pitch and yaw, and by imparting this information to the camera servo drives. The LOS slaving system of HMD's allows the field-of-regard of the pilot to be extended well beyond the limits of the narrow field-of-view of the HMD's viewing optics. Thus, just by rotation of the head, the pilot is able to cover a field-of-regard of nearly up to 180 deg horizontally, and 90 deg vertically. In addition, in most cases, the camera is positioned such that its view is not obstructed by the aircraft body. This allows the pilot to view areas which are usually blocked out by the cockpit. This wide-angle coverage is very essential in Nap-of-the-Earth (NOE) flight, both for vehicular control by allowing the pilot the necessary spatial orientation with respect to terrain and obstacles, and for the detection and location of targets or mission threats in military missions, or survivors in rescue missions.

Although the LOS slaved HMD apparently solves the problem of providing a wide-angle coverage for the given narrow field-of-view of the HMD optics, vehicular control with such systems is still very difficult, and demands high pilot proficiency and work load. Part of these difficulties can be attributed the fact that the viewpoint of the camera is displaced with respect to the actual eye position. In the presence of fast vehicle pitch or yaw rotations this might result in misjudged vehicle motions. Furthermore, for a camera mounted in front of the pilot, near objects will appear larger than they actually are.

Additional difficulties arise from the relatively narrow field-of-view of the HMD's viewing optics, resulting from practical limitations on the miniature CRT face-plate dimensions, the dimensions and shape of the beam splitter and its minimal safe distance to the pilot's eye, and the collimating system design. Thus, essential parts of the pilot's peripheral vision are missing, which may result in impaired motion perception.

Considerable difficulties are also encountered in the interpretation of FLIR images, which are basically different from visible light images, usually resulting in misjudged object size and impaired depth perception.

The head-slaved HMD resembles a viewing aperture without optics, attached to the pilot's head, which allows him to frame-in different areas of the outside world by rotation of the head. The HMD one-to-one slaving system and the deliberate choice of a
Flow field cues in straight flight

The horizontal situation for straight and level flight is shown in Fig. 1a. The center of gravity of the vehicle moves along a straight path in the direction of the velocity vector \( \mathbf{V} \), while the longitudinal vehicle axis is \( x_b \) rotated with respect to \( \mathbf{V} \) by the crabbing angle \( \beta \). The camera axis \( x_h \) is rotated with respect to the vehicle axis by the angle \( \psi_h \). The corresponding streamer pattern is shown in Fig. 1b. The horizontal and vertical axes in Fig. 1b are the viewing azimuth angle and elevation angle, (the latter is measured positive in upwards direction).

For straight flight the streamer pattern appears to expand from a common focal point on the horizon, point F, see Fig. 1b. This point has often been called the "focus of expansion", Gibson [3-5]. The straight vehicle path is defined by the set of points which do not have an azimuth LOS rate component, see solid line. This is also the streamer that is apparently vertical, i.e. perpendicular to the horizon or to the base of the HMD image frame, for zero vehicle roll angle. The dotted box in Fig. 1a indicates the area of the visual field, viewed by the HMD. The center of this box, \( H \), indicates the camera axis \( x_h \) and coincides with the pilot's direction of gaze. The vehicle longitudinal axis \( x_b \) is indicated by point C. The head angle \( \psi_h \) is the angle between \( H \) and \( C \), and the vehicle crabbing angle \( \beta \) is the angle between \( F \) and \( C \). In case the crabbing angle \( \beta \) is zero, \( F \) and \( C \) coincide and the direction of motion is presented to the pilot implicitly by kinesthetic head position cues. However, for arbitrary large angles of \( \beta \) this is not the case, and the direction of motion has to be derived solely from the streamer pattern.

Fig. 1b indicates that the focal point \( F \) is not necessarily located within the HMD field-of-view. In this case, the direction of motion is derived by estimating the point where the streamers line segments, visible within the HMD viewing area, would intersect. It has been shown in Ref. [2] that the detectability of the direction of motion depends on the local expansion, which is defined as the derivative of the streamer direction with respect to the azimuth angle. This local expansion is shown to be proportional to the viewing distance to the texture point, measured along the LOS. It therefore appears, that the direction of motion is most easily perceived in the far visual field, where the local expansion is the largest. However, the streamer pattern can only be perceived when the magnitude of the LOS rates are above a certain threshold. It is shown in Ref. [2] that these LOS rates are inverse proportional to the squared viewing distance. A possible mechanism for estimating the straight vehicle path is to extrapolate the focal point from converging streamer segments, located within an area of the visual field, at the farthest

Visual flow field cues

A detailed geometrical analysis of visual flow field cues in horizontal flight over textured flat terrain, is given in Ref. [2]. In this paper we shall suffice with a brief qualitative description.

The visual flow field resulting from an observer's self-motion, is given by the time derivative of a set of line-of-sight (LOS) vectors extending from the pilot's eye to conspicuous points in the visual field (texture points). The flow field is the pattern traced by the intersection of these LOS vectors with a unity sphere about the observer's head. These traces are commonly referred to as the "streamer" pattern. For straight or constantly curved motion at fixed velocity and altitude above a flat surface, the flow field is constant.
viewing distance at which the streamer direction can still be detected, and at which the local expansion is the largest. It is clear that when this area is not within the HMD field-of-view, the pilot will have to shift his gaze to a different area of the visual field.

**Flow field cues in curved flight**

The horizontal situation for steady curved flight over flat terrain is shown in Fig. 2a. The instantaneous velocity vector is \( \mathbf{V} \), and \( \beta \) is again the crabbing angle. However, the actual vehicle path is a circle with radius \( R \), tangential to \( \mathbf{V} \) and with its center at point \( M \). The corresponding streamer pattern is shown in Fig. 2b. This pattern shows a converging, curved set of lines, and a common focal point on the horizon no longer exists. The curved vehicle path is the dashed, central line in the bundle. The vehicle path is defined by the streamer which, for very close viewing ranges, will have a zero azimuth LOS rate component and which tend to be tangential to the velocity vector (solid vertical line). This tangent is again apparently vertical, i.e., perpendicular to the horizon or to the base of the HMD image frame, for zero vehicle roll angle.

**Figure 1.** (a) Horizontal Situation for Straight and Level Flight; (b) Streamer Pattern for Straight and Level Flight over Flat Textured Terrain

**Figure 2.** (a) Horizontal Situation for Curved Level Flight; (b) Streamer Pattern for Curved Level Flight over Flat Textured Terrain
It is of interest to consider points in the visual field, which do not have an azimuth LOS rate component. It is shown in Ref. [2] that the locus of these points is formed by the circle, tangential to \( V \) and with radius \( 0.5R \), hereafter referred to as the "half-radius circle". This locus is shown in Fig. 2b as the dotted line. For viewing distances \( D<<R \), the azimuth angle of a point on the vehicle path is about halfway in between the azimuth angle of the velocity vector and of a point on the half-radius circle.

A possible mechanism for estimating a point on the vehicle path, would look for the azimuth angle of the area at viewing distance \( D \), with a zero azimuth LOS rate component, (on the half-radius circle). In addition, the mechanism would estimate the azimuth of the velocity vector by looking, at very close distances, for points with a zero azimuth LOS rate component. It would then estimate the azimuth of a point on the vehicle path at distance \( D \) to be halfway in between the two angles. A shortcoming of this mechanism is that it will break down when the point on the half-radius circle is outside the field-of-view.

Another possible mechanism would be to look for continuity of motion between points in the visual field. It would select a set of points which belong to a certain section of the streamer, by following the motion of a texture point over a given interval of time. It would then find the correspondence between streamer sections which would add up to the central streamer, i.e. the one of which the azimuth LOS rate component for close viewing distances, is zero, or, alternatively, the streamer which tends to be tangential to the apparent vertical. This would involve viewing near as well as far areas of the visual field.

The dotted box in Fig. 2b. again shows the area of the visual field, viewed by the HMD. Regardless of the mechanism used, active head motions of the pilot will be required, since the estimation of the curved

![Figure 3: Streamer Pattern "Bending" Effect Resulting From Line-of-Sight Slaving System Lags](image-url)
vehicle path is based on different areas of the visual field, which involve either points on the half-radius circle or points nearby.

**Flow field cues in helmet mounted displays**
As mentioned before, for an observer in straight or steady curved level flight, a stationary streamer pattern is obtained. Under natural, unconstrained viewing conditions, the streamer pattern and consequently the ability to estimate the vehicle path, will not be affected by voluntary head rotations. This can be attributed to the visuo-ocular reflex, which will inertially stabilize the eye line-of-sight with respect to the viewed background. In this situation, changes in the pattern only result from changes in self-motion parameters. However, the viewing conditions for LOS slaved HMD's differs from natural unconstrained conditions in two ways: (1) the narrow viewing aperture and (2) slaving system imperfections. Due to the narrow viewing aperture, areas essential for estimating the vehicle path might not be in view. Attempts of the pilot to acquire the information might require quick scans of different areas of the visual field, resulting in rapid head motions. However, due to the frame-of-reference effect caused by the narrow viewing aperture, the observer might experience an apparent yaw motion in opposite direction of the voluntary head rotation, Boff [6]. This illusion is caused by strong edge rate effects of image elements passing the edge of the HMD image frame during rotation. The smaller the reference frame, the stronger the effect.

Slaving system imperfections are detrimental in particular in perceiving self-motion information from the visual field. Random tracking errors, scaling errors, or phase lags will result in undesired shifts of the displayed visual field with respect to the true "natural" visual field. These undesired image shifts will make the viewed visual scene appear to move with respect to an inertially stable background. The negative effects of this apparent motion are twofold: (1) Since, during voluntary head rotation, the eye LOS is stabilized with respect to inertial space, the parasitic image shifts will alter the visual field information. (2) The self-motion estimated from the shifted visual field is in conflict with the vestibular signals. This visuo-vestibular conflict might cause motion sickness or disorientation. The following example demonstrates the effect of parasitic image shifts due to LOS slaving system servo lags, on the visual field information contents.

Consider the LOS slaving system to be a second-order system with an natural frequency of \( \omega_n = 94.3 \text{ rad/s} \) (15 Hz) and with a damping factor of \( \zeta = 0.707 \). Consider the head yaw rotation to be sinusoidal with amplitude \( A \) deg and frequency \( \omega \text{ rad/s} \). It is easily shown that for \( \omega \ll \omega_n \) the image shift rate amplitude \( s \) is given by: \( s = 2\zeta A\omega^2/\omega_n \text{ deg/s} \).

For example, for \( A = 10 \text{ deg} \) and \( \omega = 1.0 \text{ rad/s} \) the image shift rate amplitude is \( s = 0.15 \text{ deg/s} \). This parasitic yaw rate will add a constant azimuth component to all LOS vector rates. For an observer in straight motion the parasitic yaw rate will make the expanding pattern appear to "bend" momentarily, just as if the observer were in curved motion. It is clear that the larger the ratio between parasitic yaw rate and LOS rate, the larger the "bending" effect. Therefore the negative effects of servo lags are noticed in particular for low self-motion velocities. Fig. 3 shows examples of this "bending" effect, for \( A = 10 \text{ deg} \) and \( \omega = 1.0 \text{ rad/s} \), for various velocities. Both the velocity \( V \) and the viewing distance \( D \) are expressed in units of the height \( h \) above the terrain. For \( V/h \) ratios of 0.25 s and 4.0 s, the angular errors introduced by the bending effect at viewing distance \( D = 7.5h \) are 2.26 deg and 0.14 deg, respectively.

**EXPERIMENTAL PROGRAM**

**Experimental setup**
The visual scene was generated at a Silicon Graphics IRIS 4D 50/GT work station. The pilot subject was seated in a general aviation simulator cabin, wearing an operational flight helmet, on which a Hughes Aircraft miniature CRT with beam splitter and collimating optics was mounted. The monochromatic image, of aperture 22.8 deg horizontally and 18.4 deg vertically, was presented to the subject's left eye only. The right eye was uncovered, viewing the low-light level cockpit background, normally present in night helicopter missions. No outside view or panel mounted display images were presented. A Polhemus head tracking system was used to measure the angular orientation of the head. The measured yaw, pitch and roll head angles were send to the graphics work station, and used for generating the image corresponding with the subject's line-of-sight. Although the Polhemus was sampling at 30 Hz, the image was updated at about 15 Hz. Thus, the system roughly simulated a line-of-sight slaving system with a bandwidth of 15 Hz. Pilot controls included a two-axis high-precision strain gauge operated side-arm controller with response buttons.

**Flight path estimation experiment**
Each trial represented the situation of passively being flown over nominally flat terrain at height \( h \), either in a straight or constantly curved, level motion pattern. The terrain consisted of a field of randomly placed poles with constant density and with no visible alignment. The average distance between the poles was 1.17 units of \( h \), and their average height was 0.25h. Both the vehicle velocity vector \( \mathbf{V} \), and the vehicle
longitudinal axis $x_b$ were parallel to the ground plane. The vehicle axis was deviating from the velocity vector $V$ by the crabbing angle $\beta$, and the curved path was tangential to $V$. In order to conserve computational resources and realize an update rate of 15 Hz, the field was not drawn beyond a viewing distance of $D=15h$.

The subjects initiated an experimental trial by pressing a response button, after which the visual field became visible from an initially blank screen. For each trial the side slip (crabbing) angle $\beta$ and/or the path curvature radius $R$ were uncorrelated and chosen randomly. A marker was visible in the visual field at viewing distance $D$, in the direction of gaze, consisting of a circular base of diameter $0.625h$ placed in the ground plane with a vertical pole at its center of height $0.125h$. The marker remained at the center of the HMD image, and the subjects could change the marker azimuth just by turning their head. It should be noted that through appropriate geometrical transformations, the marker was kept at all times perpendicular to the ground plane and at a fixed viewing distance $D$, regardless of head pitch and roll. The subjects were asked to place the marker on the estimated flight path. They were instructed to do this intuitively, as quickly as possible and to acknowledge their choice by pressing a response button. During the training runs, after each trial, a dotted line was displayed for two additional seconds, indicating the true flight path.

Three types of experiments were conducted: (1) Straight and level flight in the presence of a constant side slip angle $\beta$, chosen from a uniformly distributed random set, ranging from $-45$ to $+45$ deg. (2) Steady curved and level flight with zero side slip, where the path curvature radius was chosen from a uniformly distributed random set ranging from $15h$ to $40h$ and where the curvature could be to the left or to the right with equal probability, and (3) Steady curved and level flight in the presence of side slip, with the curvature chosen as in (2) and with the side slip angle $\beta$ chosen from an uncorrelated uniformly distributed random set, ranging from $-14$ to $+14$ deg.

The relevant parameters investigated were: the velocity-to-height ratio and the viewing distance. Five velocity-to-height ratios were chosen, ranging from $0.25s$ to $4s$. Two viewing distances were chosen, $D=7.5h$ for the far field, and $D=3.0h$ for the near field.

![Figure 4: Image of the Randomly Curved Canyon used in the Simulated NOE Flight Experiments](image-url)
Simulated NOE flight experiment

This experiment simulated the task of actively flying a control-augmented H-19 helicopter through a V-shaped randomly curved canyon, shown in Fig. 4. The horizontal canyon path, and the vertical path profile were generated by passing band-limited white noise processes through a series of shaping filters. The horizontal and vertical path correlation length was about 1500 ft. Two trajectory shapes were considered: a "moderately" curved trajectory with maximum horizontal curvature radii of 500 ft and a strongly curved trajectory with maximum radii of 250 ft. For each run, lasting 180 s, a different random path was generated. The canyon was formed by randomly shaped cross sections spaced 30 ft apart and interconnected by monochrome, solidly drawn polygons of randomly different brightness, simulating a FLIR image. The subjects were instructed to follow the canyon while staying as close as possible to its base without hitting the sides.

Deliberate head rotation was introduced by a secondary task. At random intervals, a diamond-shaped target appeared at a location, fixed with respect to the canyon, see Fig. 4. The target became first visible at a viewing range of 550 ft and disappeared at 300 ft. The subject had to lock his line-of-sight on the target, by bringing it within a 5.7 by 5.7 deg tick mark area in the center of the image. After a successful lock-on, the target and tick marks disappeared. During each run a total of 15 targets were presented. The target locations were chosen such that they involved considerable head rotation, in addition to the rotation needed for following the canyon.

Subject training and experimental procedure

Eight male and one female subject, all of them Technion Aerospace undergraduate students, participated in the experiment. Subject age was between 19 and 24. Subject training for the vehicle path estimation experiments included several one-hour training sessions. After that each subject carried out a series of runs for each one of the three experiments (straight, curved, curved with side slip, in this order). Each series included a number of configurations, each of which was repeated four times and addressed in a random fashion. Each configuration consisted of a set of 20 consecutive trials, each of which was initiated by the subject by pressing a response button. Each trial lasted for about 2-8 seconds, depending on the time needed by the subject to estimate the direction of motion. About 8 one-hour sessions were needed for each subject to finish the experimental program.

Training for the simulated NOE flight experiment required several one hour sessions. Production included simulation runs of 180 s duration, repeated 5 times for each subject and for each configuration. Subject motivation was enhanced by a reward system based on competition.

Experimental measurements

In the flight-path estimation task, for each trial in a set, the error in azimuth angle between the true and estimated location of a point on the flight path at viewing distance D, were recorded, together with the time needed to make the estimate. The upper limit on the estimation time was 8 seconds, after which the run was terminated and marked as a failed run. In addition, the head activity was recorded in terms of the standard deviation of the head yaw angle and yaw angle rate.

For each set of 20 trials, the average and the standard deviation of the estimation error and estimation time, were computed. Since the average of the estimation error was found to be almost zero, i.e. no preference for an error in left or in right direction existed, the standard deviation of the estimation error was adopted as the representative estimation error score of each set. For the estimation time, the average of the set was taken as the representative score.

Performance scores for the NOE flight experiments included the power of the deviation from the bottom of the canyon, standard deviations of head activity, stick activity, vehicle roll and roll rate and the average time needed to lock the line-of-sight on the target.

EXPERIMENTAL RESULTS

Flight path estimation task

Effect of the velocity-to-height ratio:

Figs. 5-8 show the various performance scores as a function of the $V/h$ ratio, for the three motion patterns. For straight motion, (dotted line) the estimation error score strongly decreases with $V/h$, both for the "far" viewing distance of $D/h=7.5h$ (Fig. 5a) and for the "near" viewing distance of $D/h=3.0h$ (Fig. 5b). In contrast, the downslope of the curves for curved motion and curved motion with side slip, is considerably less. For the near viewing distance the curves are even sloping upwards (Fig. 5b). Furthermore, the curves for straight motion for the estimation time and the head yaw rate activity are markedly above the ones for the curved motion patterns, see Figs. 6a,b. This indicates that the subjects probably used a different strategy in the straight motion task. The curves for the head yaw angle and yaw angle rate activity show pronounced and consistent upward slopes, Figs. 7 and 8. This effect can be attributed to the LOS slaving system imperfections, discussed in Section 2.4. The smaller $V/h$, the stronger the "bending" of the streamer pattern.
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Figure 5a. Estimation Error Score for $D=7.5h$

Figure 5b. Estimation Error Score for $D=3.0h$

Figure 6a. Estimation Time for $D=7.5h$

Figure 6b. Estimation Time for $D=3.0h$
Figure 7a. HeadYaw Angle Activity for D=7.5h

Figure 7b. Head Yaw Angle Activity for D=3.0h

Figure 8a. Head Yaw Rate Activity for D=7.5h

Figure 8b. Head Yaw Rate Activity for D=3.0h
Figure 9a. Effect of Reduced Field-of-View and LOS Slaving Lags on Estimation Error Score

Figure 9b. Effect of Reduced Field-of-View and LOS Slaving Lags on Estimation Time

Figure 9c. Effect of Reduced Field-of-View and LOS Slaving Lags on Head Yaw Angle Activity

Figure 9d. Effect of Reduced Field-of-View and LOS Slaving Lags on Head Yaw Rate Activity
during head rotation resulting from slaving system lags, and the less accurate the perception of the streamer direction. This is detrimental in particular in the straight motion task, in which the streamer "bending" makes it almost impossible to find the apparent vertical streamer. As a result, for small velocities subjects will minimize their head rotation, estimates will take longer and estimation errors will be larger. This explains the strong downward slope of the estimation error curve for straight motion, as compared to the more flat curves for curved motion, see Fig. 5a.

Strategy differences between straight and curved tasks are apparent when considering that the subjects are expecting a straight expanding motion pattern in the straight task. Thus, bending effects due to slaving system lags will be identified immediately, and estimates are made only at moments at which the head is stationary. The subjects might have employed a "null measurement" method, in which a sequence of correcting steps is made aimed at placing the apparent vertical streamer at the center. In contrast, in the curved task the subjects might have employed a "deflection measurement" method in which the vehicle path is found intuitively, more or less in an open manner, triggered by the amount of streamer "bending" in the field. Consequently, estimation times and head yaw activity are much larger for the straight task.

Effect of side slip on curved motion:
The estimation error score curves for motion with and without side slip have similar characteristics, i.e. for the far viewing distance a minimum at V/h=1.0 s (Fig. 5a), and for the near viewing distance similar up slopes, (Fig.5b). This up slope might be due to motion "blurring" effects, which prevent the subject from making accurate estimates on the streamer pattern direction. However, the error score curve for motion with side slip is on the average about 3 deg above the one for motion without side slip. This was expected, since in the first case, in the process of estimating the vehicle path, the observer has to derive the direction of motion from the near visual field, whereas in the latter case the direction of motion is at zero azimuth. This direction is presented to him implicitly by kinesthetic head position cues. The increased difficulty to estimate the vehicle path in the presence of side slip is also noticed in the higher head yaw angle and yaw angle rate activity, see Figs. 7 and 8.

Effect of the viewing distance:
A comparison of the curves of Figs. 5a and 5b shows that the near viewing distance yields generally larger estimation errors than the far distance. This might result from the smaller local expansion in the near field. The difference is large in particular for high V/h ratios, probably as a result of image blurring. In contrast, the head yaw rate activity shown in Fig. 8a,b for the near and far viewing distance were found to be very similar. It would be expected that the near field, with its higher LOS rates, would allow larger head rotation, since less streamer "bending" will occur. However, the negative effect of the "bending" will be stronger, due to the smaller local expansion. Therefore, the subjects will still minimize their head rotation for low V/h and for the near viewing distance.

Effect of reduced field-of-view:
The results for an HMD field-of-view reduced to 13.7 deg horizontally and 11.0 deg vertically (40% reduction), are shown in Fig. 9. Contrary to what was expected, estimation errors for all three motion patterns were about the same as for the nominal viewing situation, Fig 9a. However, estimation times were slightly higher (by 9%), and head yaw rate activity lower (by 15%), in particular for straight motion, Fig 9b. This indicates that although the reduced field-of-view did not affect estimation accuracy, the subjects might have reduced their head yaw rates due to increased edge rate effects. On the other hand, as expected, the reduced field-of-view demanded slightly more head motions, as seen in the 6.5% increase in head yaw angle activity.

Effect of LOS slaving system lags:
A first-order slaving system lag with a time constant of 0.5 s was introduced. Although the phase lag yielded an only 4% higher error score as compared to the nominal viewing situation, the head yaw rate activity was markedly smaller (by 53%) and, consequently, the estimation time higher (by 30%), see Fig. 9. This clearly demonstrates that slaving system phase lags primarily constrain the subject from making fast head motions, they require from him to make more corrections (14% larger head yaw angle activity), and they result in longer estimation times.

Simulated NOE flight task
Results for the NOE flight task are summarized in Table I. For flight without target capture secondary task, the increase in path curvature has its primary effect on the tracking performance (a 65% increase in tracking error score). The increased path curvature is also strongly noticed in the 31% larger head yaw angle rate. Thus, the high-curvature canyon demands more head activity, which, in the presence of inherent LOS slaving system lags, adversely affects tracking performance. As expected, the increased curvature also yields larger control activity and vehicle roll motions.

The effect of adding the target capture secondary task to the vehicular control task is strongly noticed both in the markedly higher tracking error and in the larger head yaw rates (tracking error scores increase by
Table 1. Simulated NOE Flight Experiment

<table>
<thead>
<tr>
<th>Without Target</th>
<th>With Target</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task</td>
<td>Task</td>
</tr>
<tr>
<td>Low Curvature</td>
<td>High Curvature</td>
</tr>
<tr>
<td>Tracking Error [ft²]</td>
<td>390.1</td>
</tr>
<tr>
<td>Head Yaw rate [deg/s]</td>
<td>3.2</td>
</tr>
<tr>
<td>Comm. Roll rate [deg/s]</td>
<td>25.7</td>
</tr>
<tr>
<td>Comm. Pitch rate [deg/s]</td>
<td>2.6</td>
</tr>
<tr>
<td>Vehicle Roll Angle [deg]</td>
<td>7.5</td>
</tr>
<tr>
<td>Vehicle Roll Rate [deg/s]</td>
<td>15.6</td>
</tr>
<tr>
<td>Target Capture Time [s]</td>
<td>-</td>
</tr>
<tr>
<td>% Missed Targets/Run</td>
<td>6.6</td>
</tr>
</tbody>
</table>

Summary of results

1. The experimental results have clearly shown that line-of-sight slaving system imperfections in HMD's seriously impair the pilot's ability to derive Control-Oriented Information from the visual field. Since, under these conditions, the pilot will tend to minimize head rotations, the wide-angle coverage provided by the slaving system, will not be utilized and search performance and spatial orientation will be impaired.

2. Canyon following performance was found to deteriorate with increased head rotation, either when introduced in a "natural manner" through a higher path curvature, or when induced purposefully by using the target capture secondary task.

3. The vehicle path estimation accuracy and head yaw rate activity generally increase with the V/h ratio. Due to the larger "local expansion" the far viewing distances yield more accurate estimates than close distances. However, due to blurring effects, close distance estimates no longer improve with V/h.

4. The flight path for curved motion is considerably more difficult to estimate than for straight motion, since it relies on the entire streamer pattern rather than on local field estimates. Since in curved flight the near as well as the far field is used, the estimates are less accurate and improve less with increasing V/h ratio.

DISCUSSION

The display system discussed in this paper can be classified as a virtual environment display. Head-mounted displays have become a vital component of virtual environments, which attempt to give the operator the illusion of being physically present in a remotely existing or synthetically generated world. Frequently this objective is achieved by fully immerging the operator in the visual scene by completely blocking out the direct view of the outside world and by presenting the operator with a stereo image of the environment, which is derived either from a remotely located stereo camera pair or computer generated. Although state-of-the-art miniature display technology and computer generated image techniques enable to display images of high quality, detail and authenticity, most system fail to provide the operator with the confidence to move around freely without the fear of stumbling or falling.

The main findings in this paper are valid for this general class of displays as well. While designers of virtual environments are devoting considerable attention to picture contents, quality and detail, the dynamic aspects are often neglected. Detrimental
factors are insufficient update rates, too large time delays due to time-consuming signal communication or highly band limited camera slaving systems. Other factors are inaccurate head position measurements and a lack of rigidity between the display and the head. While these displays may be adequate for a seated person in a near-static environment, in the presence of slow head motions, they often fail short in situations in which self-motion estimation is essential, such as walking, running or controlling a vehicle. Since correct motion estimation from visual cues is only possible when the illusion of an inertially stable background is preserved, deviations induced by system lags or slaving system errors, will result in estimation errors in the self-motion variables. Furthermore, for the person immersed in the environment, the visual cues will be in conflict with the vestibular ones, resulting in disorientation, loss of balance or even motion sickness.

The display, discussed in this paper provides only "partial immersion" since the outside world remains directly visible both to the uncovered eye and to the covered one through the beam-splitter. This arrangement allows the pilot to maintain direct visual contact with the outside world in case of HMD system failures, or for scanning the cockpit instruments. Part of the task difficulty can be attributed to this dichoptic viewing situation, in which the pilot has to switch his attention consciously between the two eyes.

Future research effort should be devoted to exploring ways to eliminate the need for maintaining direct visual contact with the outside world by incorporating all necessary information in a stereoscopic, full immersion display. This might require integrating the present cockpit panel information in the HMD image, and the use of superimposed display symbology, such as a vehicle path trace, a vehicle axis or velocity vector symbol. This superimposed symbology would serve in compensating for the lack of peripheral vision resulting from the narrow HMD field-of-view. Engineering efforts should be devoted primarily to solving the display-to-head rigidity problem, minimizing slaving system errors and enlarging the effective HMD field-of-view.
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Abstract

Display latency is the time delay between aircraft response and the corresponding response of the cockpit displays. Currently, there is no explicit specification for allowable display lags to ensure acceptable aircraft handling qualities in instrument flight conditions. This paper examines the handling qualities effects of display latency between 70 and 400 milliseconds for precision instrument flight tasks of the V-22 Tiltrotor aircraft. Display delay effects on the pilot control loop are analytically predicted through a second order pilot crossover model of the V-22 lateral axis, and handling qualities trends are evaluated through a series of fixed-base piloted simulation tests. The results show that the effects of display latency for flight path tracking tasks are driven by the stability characteristics of the attitude control loop. The data indicate that the loss of control damping due to latency can be simply predicted from knowledge of the aircraft's stability margins, control system lags, and required control bandwidths. Based on the relationship between attitude control damping and handling qualities ratings, latency design guidelines are presented. In addition, this paper presents a design philosophy, supported by simulation data, for using flight director display augmentation to suppress the effects of display latency for delays up to 300 milliseconds.

Introduction

The next generation of military rotorcraft are being designed to fulfill an astonishingly wide range of mission objectives. Due to an explosive growth in avionic system technology tasks which were unthinkable ten years ago, including nap-of-the-earth flight in low visibility, are now possible. Crew station designers are challenged to integrate the state-of-the-art technologies to provide the means to accomplish ambitious mission objectives, while also assuring that the performance of “routine” flight tasks is not degraded. Unfortunately, one side effect of complex avionic systems, known as display latency, stands as an obstacle to this challenge.

Display latency is defined as "the time delay between sensor detection of aircraft movement and the corresponding indication on the cockpit displays." The advent of the fully integrated all-glass cockpit allows pilots to selectively access a wide range of flight information including aircraft attitude, rates, navigation information, threat and/or target status, aircraft systems information, and engine parameters. Aircraft sensor information is digitally processed in on-board computers and may be accessed by the pilot through selectable cockpit displays, or through head-up/helmet-mounted display systems. However, the processing and

Notation

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AFCS</td>
<td>Automatic Flight Control System</td>
</tr>
<tr>
<td>CHPR</td>
<td>Cooper-Harper Pilot Rating</td>
</tr>
<tr>
<td>FCSIR</td>
<td>V-22 Flight Control System, Interface Rig</td>
</tr>
<tr>
<td>ILS</td>
<td>Instrument Landing System</td>
</tr>
<tr>
<td>IMC</td>
<td>Instrument Meteorological Conditions</td>
</tr>
<tr>
<td>K</td>
<td>Pilot control gain (in/deg)</td>
</tr>
<tr>
<td>N_w</td>
<td>Pilot workload metric</td>
</tr>
<tr>
<td>N_ref</td>
<td>Tracking performance metric</td>
</tr>
<tr>
<td>MFD</td>
<td>V-22 cockpit Multi-Function Display</td>
</tr>
<tr>
<td>P</td>
<td>Aircraft roll rate (deg/sec)</td>
</tr>
<tr>
<td>T_p, T_I</td>
<td>Pilot model lead, lag time constants (sec)</td>
</tr>
<tr>
<td>Y_f(jω)</td>
<td>Aircraft + control system transfer function</td>
</tr>
<tr>
<td>Y_m(jω)</td>
<td>Pilot model transfer function</td>
</tr>
<tr>
<td>δ</td>
<td>Lateral stick control input (inches)</td>
</tr>
<tr>
<td>Φ</td>
<td>Phase of pilot-a/c-display system (deg.)</td>
</tr>
<tr>
<td>Φ_m</td>
<td>Phase margin pilot-a/c-disp. system (rad)</td>
</tr>
<tr>
<td>σ</td>
<td>Phase margin of aircraft system (rad)</td>
</tr>
<tr>
<td>Δγ</td>
<td>Tracking error standard deviation (deg)</td>
</tr>
<tr>
<td>ΔΓ</td>
<td>Localizer tracking error (deg)</td>
</tr>
<tr>
<td>ΔV</td>
<td>Glideslope tracking error (deg)</td>
</tr>
<tr>
<td>ξ</td>
<td>Pilot-a/c-display system damping ratio</td>
</tr>
<tr>
<td>ω_c</td>
<td>Pilot crossover frequency (rad/sec)</td>
</tr>
<tr>
<td>τ_c</td>
<td>Control system delay (sec)</td>
</tr>
<tr>
<td>τ_d</td>
<td>Display delay (sec)</td>
</tr>
<tr>
<td>τ_f</td>
<td>Display low-pass filter time constant (sec)</td>
</tr>
<tr>
<td>τ_p</td>
<td>Pilot delay (sec)</td>
</tr>
</tbody>
</table>

transportation of the flight data takes time. During nighttime or adverse weather conditions, the delay of fundamental flight information, such as aircraft attitude and rates, may adversely affect the pilot's ability to control his aircraft. Currently, there is no explicit military specification for display latency and little research data on the subject. Designers of new aircraft are thus faced with the unanswered question of how much latency is acceptable.

This paper evaluates the relationship between display latency and instrument flight handling qualities for the V-22 Tiltrotor aircraft. The three goals of this study were to quantify handling qualities trends (performance, workload, and pilot ratings) from varying levels of display latency, to generate methods to predict aircraft sensitivity to display latency, and to investigate methods to subdue latency effects. Using classical control theory, a second order linear model of the pilot-aircraft-display system was developed to analyze latency effects. Extensive piloted simulation was performed to support the analytical model and gather handling qualities data for different levels of latency. Finally, flight director displays were investigated as a means to augment the pilot control loop and suppress the latency effects.

**Background**

The V-22 Osprey Tiltrotor is a revolutionary aircraft designed to meet the mission requirements of all four military services. Besides providing basic control functions in multiple flight modes (helicopter-conversion-airplane), the V-22 digital flight control system and fully integrated avionic system provide maneuver limiting, fully coupled flight path tracking, integrated cockpit management, and thrust-power management regulation. Subsequently, the V-22 exhibits a substantial amount of display latency due to the digital processing and transportation of the sensor data as it is passed from an avionics data bus to the Flight Control Computer and the Mission Computer, where it is processed, and then passed to the Display Electronics Unit (DEU) where the symbology is drawn on the cockpit Multi-Function Displays (MFD) as shown in Figure 1. Measurements indicate an average latency of 211 milliseconds (ms) for the V-22 attitude display.

It is intuitive to assume that in the absence of any out-the-window visual cues, a quarter-second display delay might be troublesome. For a precision flight task in instrument conditions, the pilot controls his aircraft by closing the loop between the cockpit displays and the aircraft control inputs as shown in Figure 2. The pilot acts as an optimal, adaptive, multi-loop control element by applying control inputs to track a prescribed flight condition indicated on the displays. System delays, such as control system and aircraft lags, have been shown to degrade aircraft handling qualities for tasks requiring high frequency control inputs (Ref. 1). Extensive research (Refs. 2, 3) has shown that control system delays in excess of 100 ms are likely to degrade the ease and accuracy at which a pilot can successfully perform demanding visual tasks. Subsequently, control system lags are limited to 100 ms (for level 1 handling qualities) in flying qualities military specifications (Refs. 4, 5). However, fundamental differences in pilot technique between visual flight and instrument flight preclude the direct application of control system delay specifications to display delay. Pilots are trained to fly instrument tasks with milder and more deliberate control inputs than corresponding visual tasks. Furthermore, precision instrument tasks often require display augmentation, visual aids, or selectable automatic control modes which are not considered in visual flight task specifications. Unfortunately, most of the previous research on display delays has been limited to simulator delays (Ref. 6) and highly maneuverable fixed-wing aircraft (Ref. 7).

The bottom-line handling qualities criterion for a developmental aircraft such as the V-22 is to provide Level 1 Cooper-Harper pilot ratings. Cooper-Harper pilot ratings (Ref. 8) provide a qualitative assessment of the pilot's ability to successfully perform a given task with a tolerable amount of workload. A Level 1 rating implies the aircraft is "acceptable without improvement." In order to substantiate Level 1 compliance, the aircraft must be flight-tested.
throughout its flight envelope including the full range of mission tasks. Subsequent handling qualities ratings depend on several variables including performance requirements, aircraft stability characteristics, flight control system functionality, cockpit displays, crew station format, and pilot proficiency. It is therefore not straightforward to isolate the effects of a single factor such as display latency on handling qualities results during limited flight testing of a developmental aircraft. In order to prevent display latency from unexpectedly handicapping a developmental aircraft late in its flight test program, system designers require either specific latency guidelines or simple techniques to evaluate latency effects.

**Evaluation Procedure**

Handling qualities engineers often employ analytical models of the pilot-aircraft closed-loop system to predict and analyze the effects of specific aircraft and control system parameters on simple flight task performance. The pilot is modeled as a servo-actuator control element which provides aircraft control inputs to follow a command profile. Various linear models have been developed including single-input/single-output, multiple-input/multiple-output (Ref. 9), optimal control (Ref. 10), and structural models (Ref. 11). One of the simplest and most often used is the classical control theory pilot crossover model. The crossover model (Refs. 12,13) states that a sufficiently trained pilot linearly relates a control input to a tracking error such that the open-loop pilot-aircraft system provides the following frequency domain characteristics (Figure 3):  
1) Sufficient bandwidth (crossover frequency) for task tracking and disturbance rejection,  
2) Adequate stability margins (phase margin > 45 degrees), and  
3) An integrator-like response at the crossover frequency.

Use of the crossover model has several advantages including: a) ease of implementation, b) flight task and aircraft characteristics sufficiently define pilot parameters, c) straightforward validation from flight or simulator data, and d) frequency-domain approach easily related to physical system. The primary limitation of the crossover model is that pilot behavior for most flight tasks cannot be accurately described in a fixed, linear, single-input/single-output (SISO) context. However, the display latency problem is well suited to the crossover model. Most instrument tasks are characterized by a control objective to maintain a displayed parameter (i.e. attitude, airspeed, vertical velocity) in a desired position (i.e. level, fixed speed, constant altitude). This results in a relatively simple control loop and describes the pilot's innermost control loop for each input axis. Also, there is less likelihood of "nonlinear" pilot behavior due to external stimuli such as abrupt motion and peripheral visual cues for instrument flight compared to visual flight. Research has shown (Refs. 12,13) that handling qualities ratings are best correlated with the stability characteristics of the inner control loop for the most difficult control axis. For the V-22 in helicopter and conversion modes (Ref. 17), the roll axis exhibits the lowest stability margins and will thus be the focus of the analytical study.

Fixed-base piloted simulation was used extensively to evaluate the handling qualities effects of display latency in a controlled environment. Since the reduced visual cue environment of simulators is not an issue for instrument flight, simulation provides a high fidelity platform for handling qualities testing. The display generator of the V-22 simulator at the Boeing Helicopters Flight Simulation Laboratory (Ref. 18) was reconfigured to allow latency to be varied from 70 ms to 400 ms in 33 ms increments. Two flight tasks were simulated in instrument meteorological conditions (IMC) to serve the dual purpose of validating the single-loop crossover model analysis and evaluating latency effects for a high-gain operational task. The first task consisted of single-axis roll attitude tracking where the pilot maneuvered the aircraft to track a commanded bank angle symbol which prescribed moderate rate roll maneuvers. In the second task, the pilot was required to capture and track the final leg of an Instrument Landing System (ILS) approach to a vertical landing at a VTOL pad. Both moderate and high speed approaches were tested with visibility lim-
itied to 2500 feet so that the landing pad was not observable until the approach Decision Height (200 feet above ground level) was reached. Moderate levels of turbulence, wind shear, and crosswind were utilized to demand constant pilot control inputs.

**Attitude Loop Analysis**

Time delay effects on aircraft controllability are best described by the innermost (attitude) control loop. For attitude control, the crossover model relates the pilot control input to the displayed attitude error in the transfer function form:

\[ Y_p = K \frac{T_L s + 1}{T_s + 1} e^{-\tau_s} \]

(1)

where \( K \) is the pilot control gain and \( T_L, T_s, \) and \( \tau_s \) are the pilot lead, lag, and neuromuscular delay time constants, respectively. The neuromuscular delay is defined as "the time required for the pilot to comprehend display information, determine, and physically apply the appropriate input." Included in the pilot delay parameter are fixed and variable components. The fixed component, estimated at around 60 ms - 100 ms (Ref. 12), is due to inherent physiological delays, and the adjustable component is due to the pilot display scan rate and concentration level. The adjustable delay component can be reduced, where necessary, at the expense of increased cognitive workload. The control gain and lead compensation parameters are optimized by the pilot in the same hierarchical fashion as a control system designer tunes a servomechanism. That is, the gain is set for stability, then compensation is added to meet bandwidth requirements with the parameters subject to energy constraints. For example, during a high frequency target tracking task the pilot will provide a control gain sufficient to minimize the tracking error while maintaining adequate stability margins. If system delays, or aircraft dynamics, do not allow stable, high frequency control, the pilot will be forced to add lead compensation to perform the task. Low compensation, which may be perceived as "stick pulsing", significantly increases the pilot control workload. On the other hand, if the task is simply to maintain level flight with only moderate disturbances, the pilot will act to minimize workload in the form of lower control gain, no lead compensation, and a comfortable scan rate.

Simply stated, the pilot-aircraft crossover frequency may be estimated based on control theory given knowledge of the aircraft stability characteristics, system delays, and task control bandwidth requirements. In order to accommodate demanding visual tasks (i.e. shipdeck hovering, in-flight refueling), the V-22 digital flight control system provides high bandwidth control throughout its operational envelope. Figure 4 shows the frequency response of the lateral axis for the augmented V-22 (AFCS on, rate command-attitude hold system) at a 120 knot flight condition. It is seen from the Bode diagram that if the pilot-aircraft-display system contained no time delays, the pilot could maintain integrator response (-20 db/decade gain slope) for control bandwidths up to 6 rad/sec with pure gain compensation and sufficient stability margins. High gain flight tasks, such as precision hover, mandate control bandwidths in the range 1 rad/s < \( \omega_c \) < 4 rad/s (Refs. 15,16).

The most demanding operational requirements for the V-22 in IMC consist of "flight path tracking tasks" at high speed and low altitude such as terrain following and aggressive approach-to-landings. Flight path tracking may be viewed as an "outer-loop" control function, as shown in Figure 5, where the pilot corrects for low-frequency flight path errors by adjusting commands to the high-frequency attitude control loop. In general, the flight path tracking outer-loop requires a bandwidth one-quarter of the attitude tracking inner loop. Therefore, for limited amounts of delay, the V-22 stability bandwidth (based on phase characteristics) is significantly greater than the required task bandwidth for flight path tracking instrument tasks. This implies that the pilot crossover frequency will be determined by workload factors alone. A general rule-of-thumb in this case (Ref. 16) is that the crossover frequency will equal the maximum of the phase plot such that

\[ \omega_c = \omega_{\text{max}}. \]

Applying the rule to Figure 4 indicates that for the V-22 lateral axis at 120 knots,

\[ \omega_c = 2 \text{ rad/sec}. \] (2)
Assuming that the crossover frequency is 2 rad/s for V-22 precision instrument tasks, the crossover model may be used to predict the effects of pilot and display delays. System delays act to linearly reduce the phase of the pilot-aircraft system such that

$$\Phi = \Phi_a - \omega_c (\tau_p + \tau_d + \tau_c)$$  \hspace{1cm} (3)

where $\Phi_a$ is the phase of the aircraft alone and $\tau_p$, $\tau_d$, $\tau_c$ are the delay times of the pilot, displays, and control system, respectively. Control system delays for the V-22 have been measured through frequency response testing on the Boeing Helicopters Flight Control System Interface Rig (FCSIR) (Ref. 17) and the data is presented in Table 1. Using the second order system approximation between phase margin and damping ratio, and combining the maximum control system delay of 50 milliseconds with a conservative estimate of the pilot neuromuscular delay of 250 ms (based on simulator time history matches), the system damping ratio is related to the latency such that

$$\xi = \Phi_m \left( \frac{57.3 \text{ deg/rad}}{100 \text{ 1/deg}} \right)$$

$$= 0.573 \Phi_m - 0.573 \omega_c (\tau_d + 0.3)$$  \hspace{1cm} (4)

where $\Phi_m$ is the phase margin of the pilot-aircraft-display system, and $\Phi_m$ is the aircraft phase margin (1.92 radians). Figure 6 shows the system damping reduction due to display latency increases between 70 milliseconds and 400 milliseconds. Handling qualities studies (Refs. 17,18) have shown that for phase margins less than 45 degrees, task performance may be limited by overshoot tendencies for abrupt control inputs, and this corresponds to the required aircraft phase margin in the military specifications (Ref. 5). Therefore, it is expected that the pilot will reduce the control gain, or add lead compensation, to continually maintain stability margins over 45 degrees. It is observed from Figure 6 that the pilot is unable to sustain this criterion with pure gain compensation for latencies exceeding 317 milliseconds.

**Piloted Simulation**

The V-22 simulator consists of a validated aircraft mathematical model operated real-time on a multi-processor computer with a fixed-base emulation of the V-22 dual-place crew station. Cockpit cues are provided to the pilot through out-the-window scenes produced by an Evans and Sutherland CT-6 computer image generation system, a displacement cyclic controller with a programmable force-feel system, a small-displacement (±2 inches) thrust control lever, and two CRT multi-function displays per pilot station. The simulator has been shown to be a high fidelity representation of the aircraft through time histories and handling qualities evaluations matched to flight test (Ref. 14). Real-time simulation processing is run at a

<table>
<thead>
<tr>
<th>Input</th>
<th>Output</th>
<th>FCSIR delay</th>
<th>SIM delay</th>
</tr>
</thead>
<tbody>
<tr>
<td>longitudinal stick</td>
<td>longitudinal cyclic</td>
<td>50.75 ms</td>
<td>50.0 ms</td>
</tr>
<tr>
<td>longitudinal stick</td>
<td>elevator</td>
<td>28.25 ms</td>
<td>50.0 ms</td>
</tr>
<tr>
<td>lateral stick</td>
<td>diff. collective pitch</td>
<td>50.75 ms</td>
<td>50.0 ms</td>
</tr>
<tr>
<td>lateral stick</td>
<td>flaplever</td>
<td>25.00 ms</td>
<td>50.0 ms</td>
</tr>
<tr>
<td>pedals</td>
<td>diff. collective pitch</td>
<td>50.75 ms</td>
<td>50.0 ms</td>
</tr>
<tr>
<td>pedals</td>
<td>rudder</td>
<td>34.85 ms</td>
<td>50.0 ms</td>
</tr>
<tr>
<td>thrust control lever</td>
<td>collective pitch</td>
<td>50.75 ms</td>
<td>50.0 ms</td>
</tr>
<tr>
<td>thrust control lever</td>
<td>engine command (PASDEC)</td>
<td>38.75 ms</td>
<td>50.0 ms</td>
</tr>
</tbody>
</table>

Table 1. V-22 control system delays

![Figure 6. Predicted damping ratio vs. latency](image-url)
frequency of 20 hertz which yields, on average, a control delay of 50 milliseconds. This falls within 25 ms of the aircraft control delays as shown in Table 1. A high performance Silicon Graphics IRIS-4D/80 CG display generator computer drives the simulator displays interlaced at a frequency of 60 hertz. In order to vary the display latency, a software buffer was inserted in the display generator which held the symbology data in multiples of two display cycles according to an operator selectable index. The inherent display delay, from the mathematical model output until completion of the display generation cycle, was measured at an average of 73 milliseconds. Therefore, the possible display latency test points were 73 ms, 107 ms, 140 ms, etcetera. In order to verify the latency values, measurements were taken prior to each simulation test by sending a discrete signal through the mathematical model and measuring the analog time difference between the model output and display generator optical output.

**Attitude tracking task**

Display delay effects on the attitude control loop were evaluated with a pilot-in-the-loop through an attitude tracking task simulation. The pilot was asked to track a commanded attitude symbol with the aircraft nose symbol on the displays, as shown in Figure 7, "to the best control accuracy." Moderate rate (3 to 5 deg/sec) bank angle captures of 10 degree amplitude were used to drive the command symbol. The commands were interjected in a random manner to prevent "pilot anticipation" from masking the results. Results were obtained with two highly trained V-22 evaluation pilots during a total of 4.6 hours simulation time. The data consisted of both tracking performance and workload measurements which were digitally recorded and statistically processed real-time, combined with qualitative pilot comments. All tests were run at a flight condition of 120 knots airspeed with the nacelles tilted at a 60 degree incidence (where 90 degrees is referenced at helicopter mode). This flight condition was chosen as representative of precision instrument tasks for the V-22.

A straightforward metric, referred to as the 2σ-bound, was used to gauge the attitude tracking accuracy. During each test run, which consisted of bank angle captures in each direction over a one minute test period, the 2σ-bound was calculated by doubling the standard deviation of the bank angle tracking error and adding the mean value. In simple terms, this statistic measures the aircraft dispersion about the commanded attitude. For a normally distributed tracking error, the 2σ-bound represents the absolute value such that the probability of exceeding the bound is approximately 5% at any instant in time.

In a similar manner, a workload metric referred to as the control workload index was used to quantify the magnitude of pilot control activity. The control workload index \( N_{cw} \) was calculated as

\[
N_{cw} = \frac{1}{2} \left( \frac{\delta_{max}}{\delta_{max-req}} + \frac{\delta_{max}}{\delta_{max-req}} \right)
\]

where,

\[
\delta_{max} = \text{root-mean-square of lateral stick deflection}
\]

\[
\delta_{max-req} = \text{root-mean-square of lateral stick rate}
\]

The normalizing parameters represent the minimum required stick activity to track the command as determined from the V-22 autopilot. By combining a measure of stick deflection variance and stick rate variance, the control workload index measures the amount the pilot is forced to move the controls and vary the control frequency. This provides a basis for comparing control activity between test runs.

Figure 8 presents the simulation performance and workload measurements plotted against latency value. The plots indicate the average values from four data runs at each latency value (for each latency test point the pilots were allowed a few training runs prior to data collection). From the workload plot it is clear that the display delay effects can be broken into three regions:

1. \( \tau_c < 140 \text{ ms} \): a no-effect region where the latency does not significantly impact attitude control,
2. \( 140 \text{ ms} < \tau_c < 307 \text{ ms} \): a degraded attitude control region where the pilot works harder to maintain desired attitude, and
3. \( \tau_c > 307 \text{ ms} \): a gain reduction region where the pilot is forced to ease control aggressiveness to assure adequate system stability.

![Figure 7. Attitude tracking display](image-url)
The pilot gain reduction breakpoint corresponds well with the pilot model analysis which predicted that the 45 degree phase margin criterion would not be met for latencies exceeding 317 ms. Sample time histories for one run in each of the three regions are shown in Figure 9 and illustrate the loss of control damping with latency variations. Superimposed on the plots are time histories from the second order analytical model. At the higher latency values, the control oscillations of the simulator data were more prominent than the model predicted and are most likely due to nonlinearities in the pilot compensation.

Accordingly, the tracking performance plot indicates that as the delay increases and stability margins are reduced, tracking difficulty increases. A linear regression fit to the tracking performance data shows a bank angle control degradation of one-half degree for every 100 ms of added latency. Pilot comments indicated that lead compensation was applied for latencies over 240 ms in an attempt to alleviate tendencies to overshoot the commanded attitude.

**ILS approach task**

The final leg of a low-visibility ILS precision approach was simulated with six different latency values between 70 ms and 400 ms. The task was initialized with an initial offset from the desired glidepath at approximately 2000 feet above ground level, challenging the pilot to acquire the ILS glidepath and track to a decision height of 200 feet. The approaches were flown at airspeeds of 85 knots and 120 knots, and the task was terminated at decision height. Turbulence, wind shear, and crosswind models were implemented in the simulation to induce disturbances. The turbulence consisted of a body-fixed sampling Dryden model with the intensity and scale length parameters set according to "moderate" specifications of MIL-F-8785C (Ref. 4). In addition, a 20 knot wind at a 45 degree azimuth from the approach course was implemented with a "moderate" wind shear profile added per MIL-F-8785C.

The flight displays consisted of the vertical situation display...
of Figure 7 plus a horizontal situation display with the ILS localizer and glideslope deviation indicators as shown in Figure 10. In order to receive pilot handling qualities ratings per the Cooper-Harper scale, performance constraints were issued to the pilot. For “desired” performance the pilot was required to track the glidepath within the following constraints for more than 80% of the approach and be within constraints at decision height: localizer deviation ($\Delta y$) less than +/- 1 degree, glideslope deviation ($\Delta \Gamma$) less than +/- 0.25 degree, and airspeed deviation ($\Delta V$) less than +/- 5 knots. Yaw axis control was not required since the V-22 control system automatically provides turn coordination and heading hold features. “Adequate” performance constraints were set at double the desired constraints. It should be noted that in the V-22 the pilot is required to scan an azimuth of approximately 10 degrees to monitor all necessary ILS flight information on the two displays.

Data was recorded for five highly trained evaluation pilots during simulation spanning over 34 hours. In addition to 126 data runs, more than 200 runs were performed for pilot training purposes. Simulation studies (Refs. 18,19) have shown that biases may result in handling qualities evaluations between alternate configurations due to cross-training effects. This means that variations in pilot rating between different configurations may depend on the order in which they are tested. To subdue cross-training effects, latency values were tested in varying sequence and several runs were allotted for training at each test point. For each data run, performance and workload metrics were calculated real-time. The performance metric consisted of the normalized 2σ-bound averaged between the three tracking variables such that

$$N_{\text{perf}} = \frac{1}{3} \left( \frac{\Delta V_{2\sigma}}{5 \text{kts}} + \frac{\Delta y_{2\sigma}}{1 \text{deg}} + \frac{\Delta \Gamma_{2\sigma}}{0.25 \text{deg}} \right)$$

(6)

![Figure 10. ILS displays](image-url)
The desired constraint parameters were used as the normalizing factors such that performance indices less than unity indicate that the aircraft was maintained within desired constraints for at least 95% of the run. The root-mean-square of the control deflections from trim were used as the workload metric.

Figure 11 displays the median performance indices, Cooper-Harper pilot ratings (CHPR), and lateral stick workload metric (lateral inputs were by far the most active) versus display latency. Median values, as opposed to averages, were used to eliminate the weighting effect of poor performance data during a few runs when the pilot aborted the approach and prepared for a go-around. The performance plot indicates that, although variations in performance resulted, there were no discernible trends relating tracking performance to latency for test points between 70 ms and 300 ms, and only a slight reduction in tracking accuracy at 400 ms, as indicated by the relatively flat distribution of the median values. This was predicted by the attitude loop analysis which showed that delays up to 300 ms are not sufficient to degrade the performance of the low bandwidth flight path tracking outer loop. However, the pilot ratings and workload plots do indicate a control degradation for latencies between 140 ms and 300 ms which is consistent with the “degraded attitude control region” identified in the attitude tracking task. Comments indicated that the pilots were perceptually unaware of latency changes between configurations, but that they acquired different control techniques due to “slight changes in aircraft response characteristics.” The altered control techniques appeared as lateral stick pulsing during small heading changes at the 270 ms and 400 ms latencies which was not required at 70 ms. This was caused by the loss of attitude control damping and resulted in a one-half Cooper-Harper point degradation between 140 and 270 milliseconds.

Corrective Measures

At 211 ms of display latency, the loss of attitude control damping produced a slight degradation (less than 1/2 CHPR point) in V-22 instrument approach handling qualities relative to a minimum latency of 70 ms. Furthermore, the handling qualities ratings for all latency values tested were consistently a level 2 classification which implies that “deficiencies warrant improvement.” Pilot comments indicated that workload issues mandated the level 2 ratings, and the workload was increased by a difficulty in assimilating all the necessary flight information and determining the proper input to the ILS tracking deviations. It is therefore desirable to 1) suppress the latency-induced attitude damping reduction and 2) reformat the presentation of ILS information to the pilot. These two objectives may be accomplished by the addition of flight director displays.

Flight director displays provide the pilot with pursuit-type cues to steer the aircraft along a commanded path. The command path is based on the flight path tracking error, such as an ILS deviation, and all control cues are presented to the pilot in a centralized location. Figure 12 shows the V-22 flight director symbology on the vertical situation display which consists of power, roll, and pitch cues. The dynamics of the flight director cues are selected to augment the stability characteristics of the closed-loop pilot-aircraft-display system to provide sufficient tracking performance with only pure gain pilot compensation. Several methodologies to optimize flight director designs are presented in the literature (Refs. 20, 21) but do not address the issue of display latency.

Flight director designs can be used to suppress latency effects to only a limited degree. From Equation 3 it is observed that for pure gain pilot compensation and a fixed amount of display latency, the phase margin of the pilot-aircraft-display system can be increased by 1) reducing the pilot delay, 2) adding phase lead at the crossover frequency through display compensation, or 3) decreasing the crossover frequency. The ability of a flight director to reduce the pilot delay is easily recognizable. By using centralized cues, the display scan time will be reduced. And any time spent from pilot cognition (deduction of control input from flight path deviation indicators) will lessen since the flight director processor assumes the responsibility of calculating control inputs from the tracking error. However, benefits gained from adding phase lead or reducing the crossover frequency are mostly counter-productive since a reduction in the crossover frequency, through smaller gains or low-pass filtering, precludes any effect of phase lead. Similarly, adding phase lead in the displays will increase the crossover frequency unless the display gains are reduced. Therefore, with inherent display latency, the potential performance
gains of a flight director are limited, but the flight director can improve instrument handling qualities by reducing the pilot delay and forcing the pilot to control at an "acceptable" crossover frequency.

For an ILS task the V-22 flight director lateral cue (Ref. 22) is driven by the localizer deviation shaped by washed-out bank angle and ground track angle feedback signals as shown in Figure 13. The gain ratios between the three feedback loops determine the relationship between the localizer deviation and the commanded lateral stick input. By increasing the gain on the bank angle loop, lead compensation is introduced which increases the crossover frequency of the pilot's attitude control loop. By adjusting the flight director gains, the inner loop crossover frequency can be selected to trade off the adverse effects of display latency with the benefits of increased tracking bandwidth. For the V-22 ILS task, the tradeoff can be biased toward subdued the latency effects since sufficient tracking performance was obtained with raw-data displays.

**Conclusions**

It is the general belief in the rotorcraft handling qualities community that display latency degrades an aircraft's instrument flight capabilities, but, up to this point, no requirements on allowable latency have been produced. This paper investigates the handling qualities effects of varying levels of display latency analytically through the pilot crossover...
model and experimentally through piloted simulation of the V-22 Tiltrotor aircraft. Latency effects on the lateral axis of the V-22 Tiltrotor aircraft were predicted through a second order crossover model of the attitude control loop, and the effects were tested through piloted simulation of both an attitude tracking task and a precision ILS approach. The results showed that the pilot workload involved in the ILS approach was directly related to a linear reduction in the damping ratio of the roll attitude control loop from 0.60 to 0.45 as latency was increased from 140 ms to 310 ms. The control damping reduction was predicted by the model based on the V-22 frequency response characteristics, control system lags, and instrument task bandwidth requirements. The display latency did not degrade flight path tracking performance, due to its low bandwidth, until the attitude loop phase margins fell below 45 degrees and the pilot was forced to reduce control gain. For an ILS approach task, the results indicated that pilot workload was increased as the attitude control damping was reduced, resulting in pilot rating degradations of 1/2 CHPR between 140 ms and 270 ms of latency.

Flight director displays were then investigated as a means to suppress the increased workload effects of display latency. The results showed that flight director displays improve instrument flight handling qualities by reducing pilot cognitive workload, and they can suppress latency effects by regulating pilot control at an "optimal" crossover frequency.

Based on the results of this study the following conclusions were reached:

1) The handling qualities effects of display latency, in terms of pilot workload and task performance, are driven by the stability characteristics of the pilot's inner control loop.

2) In general, an aircraft's robustness to display latency is proportional to its stability margins, and inversely proportional to the bandwidth required for its instrument flight mission tasks. Based on the test results which showed that damping ratios below 0.6 induce difficulties in precise attitude control, and damping ratios below 0.45 degrade precise flight path control, proposed latency guidelines are presented in Figure 15. The guidelines specify maximum delay values such that the latency will not significantly degrade handling qualities. The maximum delay values (display latency plus control system delay) are shown as a function of the aircraft phase margin and crossover frequency.

3) The benefits of flight director lead compensation ("display quickening" - which increases control bandwidth), often used for high bandwidth instrument tasks, is limited by display latency since latency-induced reductions in control damping are linearly proportional to the crossover frequency.

4) The V-22 exhibited "satisfactory" (level 1) handling qualities for latency values less than 300 ms based on its instrument task requirements and the use of flight director displays. Without flight director displays, an aggressive ILS approach task with moderate disturbances yielded level 2 handling qualities even at a minimum display latency of 70 milliseconds.

**FLIGHT PATH TRACKING TASKS IN IMC**

**ATTITUDE TRACKING TASKS IN IMC**

![Figure 15. Proposed latency guidelines](image-url)
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ABSTRACT

The pilot's perceptions of aircraft handling qualities are influenced by a combination of the aircraft dynamics, the task, and the environment under which the evaluation is performed. When the evaluation is performed in a ground-based simulator, the characteristics of the simulation facility also come into play. Most evaluations were conducted with a baseline set of rotorcraft dynamics, using a simple transfer-function model of an uncoupled helicopter, under different conditions of visual time delays and motion command washout filters. Differences in pilot opinion were found as the visual and motion parameters were changed, reflecting a change in the pilots' perceptions of handling qualities, rather than changes in the aircraft model itself. The results indicate a need for tailoring the motion washout dynamics to suit the task. Visual-delay data are inconclusive but suggest that it may be better to allow some time delay in the visual path to minimize the mismatch between visual and motion, rather than eliminate the visual delay entirely through lead compensation.

INTRODUCTION

Ground-based simulation is an important tool in the assessment of handling qualities for both research and development. The strengths and limitations of simulation are well known and recognized in the handling qualities community. What is not as well documented, however, is the relative impact of various elements in the simulator itself on perceived handling qualities. For example, past studies (Ref. 1) have demonstrated that rate-augmented vehicles that exhibit good handling qualities in flight are much more difficult to control on ground-based simulators (e.g., Fig. 1).

Besides the obvious issues of simulation fidelity and flight/simulation transference (Ref. 2), there are other fundamental issues in simulation design that also impact the use of ground-based simulators for handling qualities research. All of these issues, such as inherent time delays and their compensation (Refs. 3 and 4), simulator sickness (Ref. 5), and the requirements on motion (Refs. 6, 7, 8, and 9), have been investigated in great detail in terms of their impact on human operator response dynamics and assessments of fidelity. Few studies, however, have explored the specific impact of these issues on handling qualities evaluations.

A two-part study was conducted on NASA Ames Research Center's Vertical Motion Simulator (VMS) to evaluate the effects of simulator characteristics on handling qualities. The primary focus of the two piloted simulations was on piloted assessment of the variations — i.e., Cooper-Harper Handling Qualities Ratings (HQRs; Ref. 11) and comments. Evaluations were conducted with several sets of vehicle dynamics, using a simple transfer-function model of an uncoupled helicopter, with Level 1 handling qualities based on Aeronautical Design Standard ADS-33C (Ref. 10). Changes in the simulation environment were made by adding time delays in the visual path and in the overall simulated response, and by changing motion system washout filter dynamics. The pilots were instructed to evaluate each variation in the environment as if it were a new aircraft; therefore, it may be assumed that differences in HQRs were due entirely to the pilots' perceptions of handling qualities, rather than to changes in the aircraft model itself.

The first simulation (Simval I) was an exploratory study of the tradeoffs in the motion and visual elements. A more systematic evaluation of these tradeoffs was conducted
in the second simulation (Simval II). This paper reports on the overall results and conclusions from both simulations.

FACILITY

Hardware

The VMS is a six-degree-of-freedom simulator with a cab mounted on a Rotorcraft Simulator Motion Generator (RSMG) gimbal (Fig. 2). Translational motion is limited by hard stops at ± 30 ft vertically, ± 20 ft laterally, and ± 4 ft longitudinally. Software trips in the motion system further limited the available range of linear travel from center position to ± 25 ft vertically, ± 18 ft laterally, and ± 2.5 ft longitudinally. The cockpit was representative of a single-pilot helicopter configuration. In the first simulation three horizon-level monitors provided the out-the-window view; the rightmost window included a view of the ground environment near the helicopter as well. In this simulation visual display generation was via a Singer-Link Digital Image Generator (DIG I). In the second simulation, a four-window cab was used with three forward-looking windows and one downward-looking chin window. For this simulation a three-channel CTSA CGI system was used; since only three channels were available for four windows, the leftmost forward display was not used. In both simulations the cockpit head-down instruments were conventional, with the addition of a digital altimeter. No head-up displays were used. Cockpit controls were also conventional, with a center-mounted cyclic, left-hand collective, and pedals. The command signals were displacement for all controllers.

Motion Description

The general structure of the VMS cockpit stick-to-motion response is shown in Figure 3. Control inputs made by the pilot result in aircraft model accelerations, rates, and positions. The motion washout software generates motion commands in the simulator axes reference frame from the aircraft model accelerations. In the motion washout software, first the aircraft accelerations are transformed into simulator axes. Then, each of the six simulator axes accelerations is sent through a washout filter. The washout filter is a linear, constant-coefficient, second-order high-pass filter of the following form:

\[
\frac{\text{simulated acceleration}}{\text{model acceleration}} = \frac{K_{wo} s^2}{[s^2 + 2s\omega wo s + \omega wo^2]} \]

Different sets of motion washout filter gains, damping ratios, and break frequencies were devised and evaluated in the two experiments. These washout filter sets were designed to transmit different forms of acceleration information to the pilots. Details of the washout filter sets are given in the Description of the Experiment section of this paper.

The washed-out commands are sent to the lead compensation software, where phase lead is added to the motion drive commands to compensate for some of the lags in the motion drive hardware. No modifications were made to the lead compensation software.

The motion drive has dynamics associated with the hardware in each axis. The response of the combination of lead compensation and motion hardware constitutes the motion response. If the effective delay of the motion response is large enough, then it will be noticeable to the pilot. The effective delays in each axis of the motion response (feedforward and motion drive hardware dynamics combined) are presented in the next section.

The roll-lateral washout configuration will be explained in more detail as an example of the interplay between the motion system axes. Without compensation, the rotational accelerations of the Vertical Motion Simulator induce a spurious linear acceleration since the rotational axis of the simulator is below the pilot’s seat. This effect is compensated by subtracting the induced angular acceleration term from the linear motion command. The correction factor is washed out through the same filter as the rotation that generated the lateral acceleration; it is multiplied by the rotational washout filter and divided by the lateral washout filter before the command is sent to the lateral washout.

In a constant lateral acceleration maneuver, the aircraft linear accelerations are eventually washed-out by the high-pass filter. In this case, the cab is tilted to change the relative orientation of the gravity vector to the cab, simulating the sustained lateral accelerations that are not achievable with finite linear motion. Similar coordination is achieved between the pitch and surge axes.

Time Delays

Delays in the Motion System. During the simulation, the dynamics of the motion response to motion command were quantified by measuring these responses to a cockpit controller input. The inputs, generated by a random number generator, were shaped with a Gaussian distribution over the frequency range of 0.1 to 30 rad/sec and added directly to the cockpit control signal of interest. The result of the Gaussian distribution was that the higher frequency inputs were of smaller magnitude, and no saturation occurred in
the motion hardware. The resulting motion command and motion response to these inputs were recorded, CIFER (Ref. 12) was used to generate frequency responses and the generalized transfer-function fitting program NAVFIT (Ref. 13) was used to identify an effective time delay of the combined feedforward and motion drive dynamics.

The effective delays in each axis of the motion response are presented in Table 1. Recall that the sway and roll axes were necessary to provide rotation about the aircraft center: although the motion washout software generates the correct commands for an aircraft rotation, the sway and roll motion responses were asynchronous (a time difference of 30 to 40 msec existed between the responses). It was found that this difference between the sway and roll axes in the lateral response was noticeable in many of the evaluated configurations.

Delays in the Visual System. The sources of time delay in the stick-to-visual response with the CT5A CGI (used in Simval II) are shown in Figure 4 and identified delays are listed in Table 2. It takes 10 msec for the cockpit stick position signal to get to the host computer, and the host computer updates the model states based upon the stick position and the aircraft rates. The computation time of the model acceleration is $T_{cycle}$, but the model positions and rates are forward integrated by one cycle so that they are concurrent with the accelerations of the next time frame (when they will be used in the calculation of the next frame's accelerations). The forward integrated positions and rates are sent to the Image Generator (IG); there is a 2 msec transport delay in this transmission. The IG takes 3 internal CGI cycles to display the visual scene, consisting of one cycle for the object manager, one cycle for the geometric processor and the polygon manager, and one cycle for the display processor. The IG then requires 1/2 cycle to prepare the data and 1/4 cycle to draw half of the model response to the stick on the screen. The IG computer cycles at 60 Hz (16.67 msec), resulting in an IG transport delay of 62.5 msec (3.75 cycles). The overall delay of stick-to-visual response is 74.5 msec - $T_{comp}$ with a standard deviation of 3 msec. The overall stick-to-visual response was varied by adjusting the visual lead compensation, $T_{comp}$ (Ref. 16).

While Simval II used the Evans and Sutherland CT5A CGI as described above, Simval I used a Singer-Link Digital Image Generator (DIG I). There is a small difference in the update rates between these systems resulting in an IG transport delay for the DIG I of 83.3 msec compared to 62.5 msec for the CT5A. The visual variations for the experiments are outlined in the Description of the Experiment section of this paper.

Interactions of Motion and Visual Delays

The dynamics of the tested configurations were characterized in terms of their pitch and roll attitude Bandwidth parameters (Ref. 10), i.e., Bandwidth frequency $\omega_{BW}$ and phase delay $\tau_p$. Each of the time-delay sources in the VMS facility outlined above can have a very large effect on the values of these parameters. For ground-based simulation, it is necessary to properly account for three separate response elements, the math model, the visual scene, and the motion system, since the pilot is, to some extent, aware of and operating in response to all of them. In the case of the VMS it is possible for the Bandwidths of these three responses to be quite different for the same configuration. An example of this is shown in Figures 5 and 6.

The frequency-response plot of Figure 5 illustrates the dramatic effects of cascading the individual elements of the simulation onto the ideal math model. The model (shown as solid lines in Figure 5) is the transfer function for an ideal rate-augmented helicopter model with roll damping $L_p = -4$ rad/sec; $p/\theta$ represents the model response to measured control actuator position (i.e., after the A/D and D/D interfaces in Figure 4). As expected, in the absence of time delays this ideal system exhibits a Bandwidth frequency of $\omega_{BW} = -L_p = 4$ rad/sec, and phase delay $\tau_p = 0$.

The response of the compensated visual display (Ref. 15) in Figure 5 introduces the 10-msec control position measurement delay for the A/D and D/D (Fig. 4). This delay has no effect on magnitude and only a slight effect on phase angle. Bandwidth frequency is reduced from 4 rad/sec to 3.7 rad/sec, and phase delay increased from zero to 0.01 sec. Turning the visual compensation filter off also does not affect the magnitude curve, but there is further phase lag, with $\omega_{BW} = 2.4$ rad/sec and $\tau_p = 0.07$ sec.

The motion response of the VMS cab (Ref. 16) in Figure 5 is quite different from the model and visual responses. The combination of washout filter and effective motion time delay contributes low-frequency phase lead and high-frequency phase lag. The low-frequency lead introduced by the motion washout serves to increase the Bandwidth frequency to $\omega_{BW} = 3.9$ rad/sec, but the motion-system lags increase phase delay to $\tau_p = 0.05$ sec.

Figure 5 serves to illustrate several important points. First, it shows the beneficial effect of the visual compensation filter, since the phase curve of the compensated response is closer to ideal to higher frequencies. Second, the phase distortions and gain reductions introduced by the washout are evident, as the responses of the ideal
math model and cab roll motion are in phase for effectively only a single frequency. Third, Figure 5 shows that in terms of visual-motion synchronization, the uncompensated visual response actually corresponds most closely to the motion response, especially at high frequencies.

The significance of the Bandwidth differences of Figure 5 is illustrated by Figure 6. This figure shows the eight possible measurements of the Bandwidth parameters to describe the responses of Figure 5. The parameters for the ideal model are the most straightforward, especially for position-referenced values of measured roll rate to measured control actuator deflection (p/δ). The visual-display Bandwidth, with compensation on, is referenced back to cockpit control position inputs, δ, and hence reflects 10 msec of time delay; with compensation removed the Bandwidth decreases and phase delay increases. The phase delays for motion are about equal to those for the uncompensated visual display, but with increased Bandwidths due to the washouts. Addition of stick force feel dynamics, typical of those used in the two simulations, greatly increases τ and decreases ω_BW when these values are referenced to force.

DESCRIPTION OF THE EXPERIMENT

Effects of variations in the three major elements of the simulation — the motion and visual systems and math model — were evaluated. Specific variations and the philosophies behind them were as follows.

Motion System

Even though the VMS provides a large range of linear and angular travels, there are still very tight limitations on maneuvering space that necessitate lowered response gains and high washout break frequencies (Ref. 9). The selection of such gains and washouts is a compromise between the desire for realism in motion and the realities of space limitations. Potential criteria for determining washout limits (both gain and break frequency) for linear washouts have been developed (Refs. 14 and 15). These limits generally indicate that for minimum loss of motion fidelity, washout filter break frequencies should be no greater than about 0.3 rad/sec (for a second-order filter with damping ratio of 0.7). Ideally, the values selected reflect the requirements of the particular maneuvers to be flown and the expectations of the pilot.

As Figure 5 indicates, the combined effects of motion washouts and delays results in only a narrow range of frequencies for which the phase angle of the motion response accurately reflects the model response. In addition, the reduced gain in the motion system results in an attenuation in the motion response at all frequencies. This difference between the ideal system and the achieved motion is complex and is a function of frequency. Nonetheless, it is useful to find a simpler metric for judging the fidelity of the motion response. In terms of phase differences, it has been suggested (e.g., Refs. 14 and 17) that a phase distortion of less than about 30 deg corresponds to high motion fidelity. Therefore, in this paper we will consider two parameters to define the model-to-motion differences as shown in Figure 5: 1) the washout gain, or reduction in motion response as compared to full-scale motion; and 2) the frequency range for which the phase distortion (difference in phase angles between model and motion) is 30 deg or less. While these parameters are not as explicit as complete transfer-function plots, they will greatly facilitate the comparison of the different motion washout values evaluated in these simulations.

Baseline Washout Dynamics

The Baseline set of motion washouts used in this experiment was developed for the Simval I simulation by NASA engineers. This Baseline set followed the NASA philosophy of transmitting initial accelerations at the expense of motion/visual/model phasing (Ref. 9). Scaling of the initial response was on the order of 30% to 60% of full scale, with washout break frequencies of 0.2 to 0.7 rad/sec.

The frequency range where the phase distortion of the motion washout filter is less than 30 degrees is plotted versus washout filter gain for the Baseline washouts in Figure 7. The plots were produced by concatenating the identified motion System dynamics with the washout filters. The high-frequency end of this low-phase-distortion range is almost entirely a function of motion dynamics and delays and cannot be increased. At the low-frequency end, the low-distortion range can be improved by reducing washout break frequency. The gain of the washout filter must also be reduced, however; otherwise, saturation of the motion drive occurs in position, rate, or acceleration.

The Baseline motion system represents a typical design for helicopter low-speed handling qualities studies on the VMS. The washout filters were selected conservatively, so that the motion system did not saturate during any of the Simval I tasks. The motion washout filters can be designed independently for each task of a simulation, to take full advantage of the capabilities of the motion system; the gain and phase distortion would be dependent on the task aggressiveness in each of the motion system axes and on the simulator capabilities. This is not always done, however, as
it is a difficult and sometimes time consuming process to perform. The more that is understood about the effects of the motion washout filters on pilot performance and pilot opinion, the better they can be adjusted for handling qualities evaluations.

**Modified Washout Dynamics (Simval I).** An alternate set of Modified washouts was developed during the Simval I simulation. This set was designed with the specific goal of reducing the phase distortions in motion around the frequencies of pilot closed-loop control (and maximum acceleration sensitivity), 0.5-5 rad/sec. Since this requires a washout break frequency below that of the Baseline washouts, the decreased phase distortion comes at the expense of further attenuated amplitude of motion. The phase-distortion ranges for the Modified washouts are compared with the Baseline set in Figure 7. These washouts emphasized the large-amplitude axes of response of the VMS — pitch, roll, and heave.

**Systematic Variations in Washout Dynamics (Simval II).** In the second experiment, only two tasks were evaluated, a precision hover and a sidestep, so that the development of the motion washout filters could be studied in greater detail. The precision hover allows for a substantial increase in gains (including one-to-one), due to the relatively small aircraft positions and attitudes generated during the task. Schroeder et al. performed a VMS simulation that successfully utilized gains of one in all six motion system axes (Ref. 18). The Simval II hover task actually consisted of a 6-8 knot translation to hover and a precision hover, and consequently the gains had to be reduced below one-to-one.

The sidestep task is an aggressive task that primarily emphasizes the roll and sway axes, secondarily emphasizing the heave axis. The design of the motion washout filters for the sidestep task addressed the interplay between roll, sway, and heave axes of the simulator; the yaw, surge, and pitch washout filters were not varied among the sidestep configurations.

Three motion washout configurations were designed for the sidestep to investigate the gain attenuation versus phase distortion trade-off. Phase-distortion plots are shown in Figure 8. The washout break frequency for the roll, sway, and heave axes was systematically varied and the gains adjusted so that the pilots did not run into any motion limits while flying the task. The yaw, surge, and pitch washout filters were similar to the Baseline washouts. The roll and sway washouts cannot be designed independently because of the interdependence of the rotational and linear axes of the VMS, mentioned previously. It can be seen in Figure 8 that while variation was made in the roll gain, sway gain remained 0.3 or less for all three Sidestep washout configurations.

**Visual System Delays**

While the visual compensation filter (Ref. 3) used on simulations on the VMS effectively removes the overall visual delays, it increases the mismatch in phasing between the visual and motion responses: the motion system experiences unavoidable delays due to anti-aliasing filters, mass, inertia, and control limiting effects that cannot be removed entirely. Past studies of time delays in either the visual or motion path, resulting in a visual/motion mismatch, show mixed results. For example, a simulation on the NASA Ames Six-Degree-of-Freedom (S.01) simulator (Ref. 19) suggests that based upon measures of pilot performance, 1) it is better to have the motion response lag visual rather than to intentionally lag the visual just to reduce mismatch, and 2) in terms of pilot high-frequency lead generation, motion compensation is more important than visual compensation. A study of a vertical pursuit tracking task on the NASA Langley Visual/Motion Simulator (Ref. 20) investigated visual/motion mismatch by introducing delays in the visual system. Pilot performance measures of total tracking error and control activity were taken. Slight improvements in performance were found for the case where total visual delay most closely matched the effective delays of the motion system (approximately 97 ms).

Effects of removing the visual delay compensation were evaluated in both simulations. The total visual time delays for both Simval I and II are listed in Table 3.

**MATH MODEL**

The mathematical model for the rotorcraft was a generic, uncoupled stability-derivative model that has been used for several simulations at Ames (Ref. 21). Changes in dynamic response characteristics are effected by altering the basic aircraft stability and control derivatives; for example, the transfer function for pitch attitude response to longitudinal cyclic for the rate-augmented aircraft was represented by

\[
\frac{\theta}{\delta_e} = \frac{M_{\delta_e}}{s^2 - M_s} 
\]
TASKS

Simval I

Seven tasks were evaluated in the preliminary simulation. These tasks consisted of precision and aggressive maneuvers at hover and in low-speed flight as defined by Section 4 of ADS-33C (Ref. 10). The precision tasks were a one-minute hover, vertical translation (a surrogate for landing), and pirouette. The aggressive tasks were a bob-up/bob-down, dash/quickstop, and sidestep. A 40-kt lateral slalom task, which has no counterpart in ADS-33C, was included to emphasize a combination of precision and aggressiveness. Desired and adequate performance limits were defined for each task, based as much as possible on ADS-33C limits but adapted when necessary to the specific visual environment of the DIG. Details of the tasks are given in Refs. 22 and 23.

Simval II

The second simulation focused on two tasks, a precision hover and a sidestep. The visual scenes for these tasks were tailored to adhere to recently revised task definitions, and performance limits were consistent with those for the revised tasks.

Because of the emphasis on these two tasks for the systematic study of motion and visual variations, an analysis of the pilots' control activity was performed to verify that the tasks were sufficiently demanding (i.e., exhibited sufficient task bandwidth) to elicit the desired effects in pilot performance and opinion. Figure 9 shows frequency-response plots of an example power-spectral density (PSD) for lateral cyclic activity. These plots show that 70 percent of all input power (corresponding to the pilot's "cut-off frequency," Ref. 24) occurs at 2.4 rad/sec for the hover (Fig. 9a) and 1.1 rad/sec for the sidestep (Fig. 9b). As expected, these frequencies confirm that the hover is a higher-bandwidth task than the sidestep. They also suggest that the pilots will be more sensitive to visual delay variations in the hover (where visual delay introduces high-frequency phase rolloff), and more sensitive to motion delay variations in the sidestep (where the cut-off frequency is very near the low edge of phase distortion as introduced by the washouts, Fig. 8).

PILOTS

Seven pilots, with varying backgrounds and levels of experience, participated in the first simulation. Two pilots had relatively little previous experience in ground-based simulation, and none in the VMS. In Simval II four pilots participated, including two with over 300 hours in the VMS. The other two pilots in Simval II had no previous VMS exposure. Two of the experienced pilots flew in both simulations.

RESULTS

Effects of Task

Motion and task effects were evaluated in Simval I. The seven tasks were evaluated fixed-base and with the Baseline and Modified motion washouts. Figure 10 is a summary plot of the HQRs for the tasks. Average HQRs are depicted by solid symbols that are connected by a solid line for clarity. Each data symbol represents a single rating. There is evidence in Figure 10 of rating differences across the tasks. Generally, the easiest tasks (in terms of best average HQR) were the hover, bobup/bobdown, and dash/quickstop. Since no turbulence, gusts, or winds were simulated, the one-minute precision hover was low-workload as long as the helicopter was reasonably well stabilized before starting the formal maneuver. Pilot comments indicated that the bobup/bobdown was relatively easy because of the decoupled helicopter model, making this almost entirely a single-axis task, while the dash/quickstop was rated well because of the ample forward field-of-view for initiating the maneuver. By contrast, the vertical translation, pirouette, and slalom maneuvers were inherently multi-axis and thus tended to receive higher HQRs, while pilot comments indicate that the poor ratings for the sidestep maneuver are due primarily to the lack of a sideward field-of-view for adequately determining the endpoints of the maneuver.

Effects of Motion Washout Filters

The effects of motion washout filters were investigated in both of the experiments. Simval I was an exploratory study that looked at a variety of tasks for only two motion washout configurations (Fig. 10). Simval II concentrated on understanding washout filter design for two tasks; results for the sidestep task are discussed below.

Simval I. Figure 10 illustrates the importance of motion on pilot opinion: all tasks were Level 2 fixed-base, and average HQRs improved by 1/2 to 2 rating points when motion was introduced. Comparison of the HQRs for the Baseline and Modified washouts in Figure 10 shows a general trend for slightly improved ratings with the Modified set. There are exceptions, however, as the average ratings for the bobup/bobdown and sidestep tasks are slightly worse. The slight improvements for the other tasks suggest that the pilots were either aware of the more consistent motions
provided by the Modified set, or, conversely, that the rapid washouts of the Baseline set mitigated the beneficial effect of the increased initial accelerations provided by the higher gains. It is likely that the answer is a blend of the two, supported by the degraded ratings for the bobup/bobdown (where initial accelerations are an important cue to the pilot) and the sidestep (where the Modified motion washouts overdrove the vertical axis in response to lateral commands).

By their nature, aggressive tasks involve rapid changes of state — i.e., large initial accelerations — compared to the precision tasks. Since the Baseline motion gains transmitted more of the initial acceleration onset cues, it might be expected that this set would be preferred for the aggressive tasks, and this is the case for the bobup/bobdown and sidestep (Figs. 10c and 10g). By contrast, the Modified motion set was designed to provide more accurate phasing of the motion and visual responses, at the cost of reduced gain. Therefore, it is reasonable to expect this system to be preferred for those tasks that involve continuous closed-loop operations, such as the precision tasks, and this is the case as well (Figs. 10a, 10b, and 10c).

Several important factors must be considered in comparing the HQRs for the two motion gain/washout sets: first, the Modified set as developed for Simval I was intended to be exploratory in nature, and it did not take advantage of all axes (see Fig. 7); and second, since the basic aircraft was good to begin with, small changes in average HQR may or may not be significant. Simval I indicated that further testing was required, in a more systematic fashion, as was conducted on Simval II.

Simval II. The pilot ratings for the Sidestep task with the medium bandwidth helicopter dynamics are shown versus the motion washout configuration in Figure 11. As was found in Simval I, there is a substantial improvement in the pilot ratings for all the motion configurations over the fixed-base case (1/2 to 1-1/2 rating points). Of the three configurations developed for the sidestep task, the lowest phase distortion (and lowest gain) configuration, SS1, was preferred by all the pilots, as indicated by the pilot ratings in Figure 11 and the pilot comments outlined below.

Pilot A thought that both the Baseline and the low-phase-distortion, low-gain combination (SS1) were good configurations (HQR = 3). He perceived stronger motion cues in the medium phase distortion case (SS2), "Motion seemed a little strong ... you got bounced around pretty good... [I] could feel the difference between this and the previous configuration (SS1) just by the high level of motion... and that lowered the rating" (HQR = 4.5). The highest gain washouts brought the impression that the simulator was always moving around, and "[the motion response] felt like it was not in sync with the control movements or visual movements" (HQR = 4).

Pilot B was the most sensitive of the pilots to the strong movements of the simulator, preferring the low phase distortion (SS1) configuration over all the others. For example, with SS2, the medium gain configuration, "Every time I made any kind of aggressive rollout, then I was feeling a negative motion cue during the roll out to the hover" (HQR = 5). But for SS1, "I was getting good positive cues, but the negative cues that I felt before weren't present... In most of these cases where you do have a problem, you excite the problem by being more aggressive... [this] system lets me be more aggressive and then attain a tighter performance... this is good" (HQR = 3). It is possible that the pilots were feeling the effect of the mis-coordination between the roll and sway responses, in which the sway motion response to a lateral stick input was delayed by 30-40 msec behind the roll response (Table 1). The roll-axis bandwidth in this case was 4.3 rad/sec, and the effect of the asynchronous responses would have been magnified as the gain of the motion system was increased. These results suggest that the higher gain, higher phase distortion cases are not as robust to changes in pilot technique.

Pilot C's comments indicate that out of the three sidestep washout configurations, SS1 was the best because it was less jerky, easier to control, and required slightly less workload than the others. SS1 was also the only configuration where he noted that the motion system felt like it was in synchronization with what he was seeing and doing.

The low-phase-distortion, low-gain configuration SS1 offered two advantages over the others. The first advantage was that the phase distortion between the visual and motion responses was minimized for the roll, sway, and heave axes, as described earlier (Fig. 8). This was apparent in the pilot comments where they noted that the responses were more in sync and the helicopter was easier to control. The second advantage of the low-phase-distortion, low-gain configuration was that any motion misces, such as those mentioned above, were diminished by lowering the gains. The pilots were very attuned to these motion misces, as indicated in their comments.

For this study, the 30 degree phase distortion has been used as a reference by which the motion configurations were compared. The lower end of the low-distortion frequency range of the SS2 configuration is well above 1 rad/sec in all axes, while the SS1 configuration range spans down to almost 0.7 rad/sec (Fig. 8). The PSD of the Sidestep in Figure 9b indicates that the pilot cut-off frequency (the
frequency below which 70 percent of control power is contained) was 1.1 rad/sec. So 70 percent of the control power is below the lower bound of the 30-deg phase-distortion frequency range for SS2, while more control power is contained above the lower bound of the SS1 configuration. It is therefore suggested that pilots preferred the SS1 washout configuration because they perceived lower phase distortion in the frequency range in which they were operating, i.e., below 1.1 rad/sec, even though it had lower motion gains.

Effects of Visual Delays

The baseline visual transport delay of the Vertical Motion Simulator is 63 - 83 msec, depending on the Computer Image Generator, as seen in Table 2. The effect of adding lead to the visual command to compensate for visual delay was investigated in both studies. When comparing the results from the two studies, the baseline visual delay case refers to the uncompensated visual delay for both studies, while the compensated visual case refers to the added visual lead compensation.

Sensitivity to Visual Delays. Before reviewing the pilot ratings for the visual-delay evaluations on the moving-base simulation, it is important to establish that the pilots were sensitive to the relatively small change in visual delay resulting from the addition of the lead compensation. To answer this question, we look at the results of fixed-base evaluations, where the pilots' only cue is visual. Five pilots flew back-to-back evaluations of the compensation on and off for the hover task, fixed base during the two simulations. The HQRs, shown in Figure 12, indicate that there was a preference for the compensated visual case, as expected.

Effects of visual delays were further investigated by calculating the improvement in phase margin at the pilot cutoff frequency (Fig. 9b) for the compensated visual case. For the Simval II high-bandwidth helicopter response, the phase margin at 2.4 rad/sec was increased from 67 to 75 degrees when the visual delay was compensated. This eight-degree increase in the phase margin alone is not enough to explain the improvement in ratings from Level 2 to Level 1. The bandwidth of the stick-to-visual response was greatly improved with the compensated case, from 4.8 rad/sec to 8.9 rad/sec in roll, and from 2.8 rad/sec to 4.0 rad/sec in pitch. So it is assumed that the reduction in pure time delay in the open-loop aircraft response was the major factor in the improved ratings.

Simval I. For this simulation, the baseline visual delay was 83.3 msec (Table 2), and the compensated visual delay was effectively zero; the model and motion responses remain unchanged. These evaluations were made with the Baseline motion washout filters (Fig. 7).

The pilot ratings for two precision tasks from the Simval I simulation, chosen because the same pilots flew both visual delay configurations and because the tasks are similar to the Simval II hover, are shown in Figures 13a and 13b. The results indicate that Pilots Mc and M preferred the visual-delay case over the no-delay case, while the third pilot (Pilot S) was just the opposite.

Comments by pilot S for the baseline visual delay case deal almost exclusively with motion problems, rather than visual. It is not clear whether the adverse comments about motion for these evaluations reflect the change in the motion/visual relationship, or simply Pilot S's dissatisfaction with the motion response.

Pilots M and Mc had relatively little previous exposure to ground based simulation. These pilots generally preferred the baseline visual delay case over the compensated case because of the reduction in the crispness of the response. For pilot M, "The [baseline visual configuration] was the least as far as the crispness goes... This last one is more in tune... It was easier to control." Pilot Mc commented that "The baseline visual case... overall, felt more like flying than any of the others... The motion and visual cues seemed to be the most consistent between my inputs and the aircraft response."

Simval II. For this simulation, the baseline visual delay was 62.5 msec, and the compensated visual delay was effectively zero; the motion dynamics were held constant for the visual delay evaluations, but they were slightly different than the Simval I motion dynamics. These dynamics were used because the Simval II pilots felt that this set of washouts was slightly better than the baseline dynamics. However, the one pilot who flew both simulations gave almost identical ratings for these precision tasks, so the motion system difference does not appear to have affected results.

Pilot ratings for the hover task evaluations of the baseline and compensated visual are shown in Figures 13c and 13d. Two helicopter response configurations are represented here. The pilots rated the high-bandwidth helicopter better than the medium-bandwidth helicopter, but the trends are the same for both sets of dynamics. Pilots B and A, experienced VMS pilots, preferred the compensated visual in both cases, and the novice VMS pilot (Pilot C) preferred the baseline visual.
Pilot B, a veteran VMS pilot who flew both simulations (Pilot S in Simval I), noticed the motion system more with the baseline visual: "The visual system seems to be still correlating with the inputs, however, the motion seems to be giving me some uncorrelated response...causing me to make inputs to correct something that I don't think was wrong." It appears that Pilot B was compelled to pay more attention to the motion response with the baseline visual: "Maintaining the precision took all of my capacity...[the response] was slow when I gave my first input to move over to the hover position." With the compensated visual, however, "I didn't detect any time delay in the visual displays or the motion...the cues seemed very succinct and very in tune with the inputs...I could be as aggressive as I felt necessary... actually it did have spare capacity in this case...even though I was pretty active on the control..... The initial inputs to arrest the translation seem just a hair abrupt... It is a very sharp response, but very predictable."

Pilot B's ratings and comments are backed up by his performance, shown for the hover task with the medium bandwidth helicopter model in Figure 14a. The lateral and longitudinal errors are appreciably reduced with the compensated visual configuration.

Pilot C, the novice VMS pilot, agreed with the novice pilots in Simval I (Pilots M and Mc), but directly contradicted the other two pilots from Simval II. For the baseline case, "The motion I was picking up and the visual scene seemed to be in sync... minimal pilot compensation" (HQR = 3), whereas for the compensated case, "Motion/display cues were worse than the [baseline case]...the visual and motion felt out of phase...[I] was working a lot harder to control height, and there was a lot of cyclic activity....[Compared to the baseline, this system was] less sensitive. I thought you changed the control system, it seemed like lower bandwidth" (HQR = 4).

An example of Pilot C's performance for the hover task with the medium bandwidth helicopter model is shown in Figure 14b. Here we can see that, in contrast to Pilot B's performance, Pilot C's longitudinal and lateral errors were reduced in the baseline visual case.

**General Conclusions on Visual Delay Effects.** While the pilots do not agree on the visual configurations, the results are consistent between the two simulations. A summary of the HQRs from the two simulations is presented in Figure 15.

Based on the HQRs, the experienced VMS pilots prefer the visual compensated. It was seen that these pilots actually get better performance with this configuration, because they use primarily the visual cues for the task. Even Pilot B mentioned, however, that the response for the compensated visual was abrupt; it was this same abruptness that made some of the other pilots dislike the compensated case. It seems that the pilots with experience on the VMS have the ability to filter out the adverse motion responses.

The novice pilots prefer the baseline visual, where the motion and visual responses were most closely matched (Fig. 15). There is some rationale for this, since the high-frequency response of the visual scene with the baseline visual exhibits approximately 63-83 msec of total delay (depending on the CIG), and the VMS cab motion in pitch and roll exhibits 70-90 msec of effective delay due to high-frequency lags. Thus the baseline visual and motion responses are nearly in phase, whereas the implementation of the visual filter actually increases the discordance between visual and motion responses (Fig. 5).

It appears that the most practical solution is to match the motion and visual responses as closely as possible in the frequency range that is being exercised, even though some pilots may be able to achieve better performance with the visual response leading the motion response. With the visual and motion responses in phase, the simulation represents a more realistic helicopter response.

**CONCLUSIONS**

This two-phase study of the interactions of simulator motion, visual, and response dynamics on rotorcraft handling qualities has both confirmed previous observations and revealed areas deserving of more indepth study. Unlike most previous motion/visual simulation studies, the primary goal of this study was the measurement of these interactions on perceived handling qualities, rather than on objective performance measures.

Motion was necessary to obtain satisfactory handling qualities: none of the tasks received Level 1 average HQRs fixed-base. Improvements in HQRs when motion was added were generally 1/2 to 2 rating points.

Based on average HQRs, motion washouts with low break frequency and low response gain are slightly better than correspondingly high-gain, but high-break-frequency, washouts for the low-speed tasks evaluated. This may be a function of task aggressiveness.

The data suggests that the best handling qualities occur with the lowest motion/model phase distortion, even though this occurs at the cost of a reduction in the motion gain. The results of the motion washout configurations may have
been mitigated by anomalies encountered in the motion system.

Pilots with little or no experience in the VMS or other ground-based simulators expect the visual and motion responses to be synchronized, and they are sensitive to changes in the phasing between the motion and visual responses. As a result, they prefer the situation where the visual response, although delayed, best matches the motion response. On the other hand, experienced VMS pilots were able to improve their performance with the visual delays compensated, apparently because they were able to filter out the mismatched motion responses and use the visual response as their primary cue.

The best solution to problems with visual/motion/model mismatches would be to improve the delays in the motion response, but this has proven to be difficult due to hardware limitations. The most practical solution may be to match the motion and visual responses as closely as possible in the frequency range that is being exercised, even though some pilots may be able to achieve better performance with the visual response leading the motion response. With the visual and motion responses in phase, the simulation represents a more realistic helicopter response.
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TABLE 1. EFFECTIVE TRANSPORT DELAY OF MOTION SYSTEM (INCLUDING MOTION LEAD COMPENSATION)

<table>
<thead>
<tr>
<th>Axis</th>
<th>Delay (msec)</th>
<th>Simval I</th>
<th>Simval II</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pitch</td>
<td>70</td>
<td>91</td>
<td></td>
</tr>
<tr>
<td>Roll</td>
<td>70</td>
<td>88</td>
<td></td>
</tr>
<tr>
<td>Yaw</td>
<td>70</td>
<td>157</td>
<td></td>
</tr>
<tr>
<td>Surge</td>
<td>170</td>
<td>169</td>
<td></td>
</tr>
<tr>
<td>Sway</td>
<td>100</td>
<td>128</td>
<td></td>
</tr>
<tr>
<td>Heave</td>
<td>130</td>
<td>168</td>
<td></td>
</tr>
</tbody>
</table>

TABLE 2. SOURCES OF VISUAL TIME DELAY

<table>
<thead>
<tr>
<th>Source</th>
<th>Delay (msec)</th>
<th>Simval I</th>
<th>Simval II</th>
</tr>
</thead>
<tbody>
<tr>
<td>A/D (Stick measurement)</td>
<td>8</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>D/D</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Host Computer ($T_{cycle}$)</td>
<td>20</td>
<td>25</td>
<td></td>
</tr>
<tr>
<td>Forward Integration ($-T_{cycle}$)</td>
<td>-20</td>
<td>-25</td>
<td></td>
</tr>
<tr>
<td>Visual Lead ($T_{comp}$)</td>
<td>variable</td>
<td>variable</td>
<td></td>
</tr>
<tr>
<td>D/D</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Visual Transport Delay</td>
<td>83.3</td>
<td>62.5</td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>95.3 - $T_{comp}$</td>
<td>74.5 - $T_{comp}$</td>
<td></td>
</tr>
</tbody>
</table>

TABLE 3. VALUES OF STICK-TO-VISUAL DELAY EVALUATED

<table>
<thead>
<tr>
<th></th>
<th>Simval I</th>
<th>Simval II</th>
</tr>
</thead>
<tbody>
<tr>
<td>COMP ON</td>
<td>12</td>
<td>14.2</td>
</tr>
<tr>
<td>COMP OFF</td>
<td>95.3</td>
<td>74.5</td>
</tr>
</tbody>
</table>
ABSTRACT

With a pilots' increasing use of visual cue augmentation, much requiring extensive pre-processing, there is a need to establish criteria for new avionics/display design. The timeliness and synchronization of the augmented cues is vital to ensure the performance quality required for precision mission task elements (MTEs) where augmented cues are the primary source of information to the pilot. Processing delays incurred while transforming sensor-supplied flight information into visual cues are unavoidable. Relationships between maximum control system delays and associated flying qualities levels are documented in MIL-F-83300 and MIL-F-8785. While cues representing aircraft status may be just as vital to the pilot as prompt control response for operations in instrument meteorological conditions, presently, there are no specification requirements on avionics system latency. To produce data relating avionics system latency to degradations in flying qualities, the Navy conducted two simulation investigations. During the investigations, flying qualities and performance data were recorded as simulated avionics system latency was varied. Correlated results of the investigation indicates that there is a detrimental impact of latency on flying qualities. Analysis of these results and consideration of key factors influencing their application indicate that: (1) Task performance degrades and pilot workload increases as latency is increased. Inconsistency in task performance increases as latency increases. (2) Latency reduces the probability of achieving Level I handling qualities with avionics system latency as low as 70 ms. (3) The data suggest that the achievement of desired performance will be ensured only at display latency values below 120 ms. (4) These data also suggest that avoidance of inadequate performance will be ensured only at display latency values below 150 ms.

INTRODUCTION

This paper documents the results of two piloted simulations conducted to generate data regarding display latency effects on flying qualities. A theoretical foundation is presented first to facilitate discussion. In this introduction, latency, flying qualities and a general closed-loop system are defined. The predictions that provided the impetus for the simulation investigations are presented.

Definition of Latency

Latency associated with a system component can be viewed as a pure time delay between some input or change and the corresponding output. Avionics system latency can be defined as the time delay between aircraft motion and the corresponding indication of that motion on the aircraft displays. Based on this definition, the terms latency, time delay, and delay are considered equivalent and are interchanged throughout this paper.

Definition of Flying Qualities

The acceptability of aircraft dynamics and control characteristics can be quantified in terms of achievable mission task performance and resulting pilot workload. This quantification is typically performed using the Cooper-Harper pilot opinion scale shown in Figure 1. Aircraft flying qualities evaluations and specification development are based on results obtained from the use of this scale tempered with actual task performance data. Military flying qualities specifications typically quantify acceptability in terms of flying qualities levels. Explicit in the definition of these levels is not only pilot workload, but also mission task performance as indicated in Figure 1.
MIL-F-83300\textsuperscript{2} and MIL-F-8785C\textsuperscript{3} have been used to define the flying qualities requirements for many military V/STOL aircraft. These requirements are established with respect to the flying qualities levels as defined above. Most Navy aircraft in normal state conditions are required to exhibit Level I flying qualities. This level of flying qualities is required even during the more demanding tasks intended to be flown and in the more adverse environments expected to be encountered. In general Navy aircraft will be required to perform routine and tactical flight operations satisfactorily (including high-speed terrain following flight and shipboard operations) in adverse weather and combat conditions.\textsuperscript{4}

**General Latency Effects and Flight Control System (FCS) Latency Specifications**

The effect of time delays on flying qualities is common knowledge in the flying qualities community. In summary, data from numerous experiments indicates that time delays reduce closed-loop system stability, thereby increasing pilot workload and degrading task performance. These data further indicate that latency will have an increasingly detrimental effect as task difficulty, aggressiveness and precision requirements are increased.

The data referenced above was generated in experiments designed to identify the effects of FCS latency and has been used to define FCS latency limits. Shown in Table 1, these limits have been associated with handling qualities levels and incorporated into military flying qualities specifications.\textsuperscript{2,3}

**Table 1. FCS Delay Specifications**

<table>
<thead>
<tr>
<th>Specification</th>
<th>Flying Qualities</th>
<th>Requirement</th>
<th>Time Delay</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIL-F-83300</td>
<td>Level I</td>
<td></td>
<td>(\leq 100\text{ ms})</td>
</tr>
<tr>
<td>MIL-F-8785</td>
<td>Level I</td>
<td></td>
<td>(\leq 100\text{ ms})</td>
</tr>
<tr>
<td></td>
<td>Level II</td>
<td></td>
<td>(\leq 200\text{ ms})</td>
</tr>
<tr>
<td></td>
<td>Level III</td>
<td></td>
<td>(\leq 250\text{ ms})</td>
</tr>
</tbody>
</table>
The time delay limits shown are typical of delay limitations associated with high difficulty/high gain/high precision tasks and may appear conservative. However, it should be noted that most experiments used to support these limits have investigated delay effects with delays inserted in only a single axis of control. Delays in all axes, which is more representative of a real system may result in an even more severe degradation than that indicated above. In this sense, the specifications may be liberal.

**Definition of a Closed-Loop System**

A simplified closed-loop system is illustrated in Figure 2 and includes airframe, control, pilot and information components. A typical loop closure will involve pilot control of an aircraft state or flight parameter. During control, the pilot will attempt to minimize the difference or error between a reference or desired value of the selected state and the actual or perceived value of the selected state. Information on the reference value, controlled parameter and the error between the two will be available to the pilot through outside world visual cues, motion cues and displays. To close the loop, the pilot will apply control proportional to the error.

As an example, consider a precision approach to a ship. The pilot's goal is to track the instrument landing system (ILS) beacon, both vertically (glideslope) and laterally (localizer), with precision sufficient to allow a safe landing. Outer loop control is accomplished with closure around the pilot's reference parameters, glideslope angle, localizer and recovery heading. Inner loop control is accomplished with closure around descent rate, airspeed, and pitch and roll attitude.

Since precise glideslope and localizer error are available only from the displays, the displays can be considered the primary source of information in the above task. This is clearly the case during an approach with degraded visibility, where the displays are the pilot's only reliable source of flight information. Under these circumstances, the pilot would find it difficult, if not impossible, to distinguish between display dynamics, control dynamics and airframe dynamics. The effect of a delay in displayed information could, therefore, be considered equivalent to the effect of an airframe or control delay of the same magnitude.

The most severe delay-induced degradations in flying qualities are expected during high difficulty, high gain, high precision tasks requiring the use of displays as the primary source of flight information. In particular, the concern lies with the performance of manual, high frequency, precision control of aircraft attitude, position and vertical speed in degraded visual conditions (instrument meteorological conditions (IMC), visual meteorological conditions (VMC) with an obscured horizon, and night VMC). Under these circumstances, the head-down displays or helmet-mounted displays would most likely be used to provide the required flight information, either alone or superimposed on a Forward Looking Infra-red (FLIR) image.

**FLIGHT SIMULATION INVESTIGATIONS AND RESULTS**

Two manned flight simulations, one in an engineering simulator and one in a high fidelity developmental simulator, were conducted to generate data specific to avionics or display system latency effects on aircraft flying qualities. The first, conducted in a basic engineering simulator to generate initial data, simulated avionics system latency which was swept from 47 ms to 447 ms. The second, conducted in a high fidelity developmental simulator to produce high quality data, was conducted with latency values varying from 70 ms to 240 ms.

A precision approach task was selected as the primary task for the simulation. Performance constraints were established based on mission or safety requirements. Adequate performance constraints were based on maximum safe or
acceptable spatial deviations. Desired performance constraints were established as limits reflecting a desired margin of performance or safety beyond adequate performance constraints. The tasks and the corresponding performance constraints are described below.

Unless specified otherwise, "Latency", "Delay", "Display Delay" and are used in short for "Avionics System Latency" in the following text.

### Engineering Simulation

#### Simulation Facility

This investigation utilized a fixed-base engineering research simulator. This simulator employs standard fixed-wing controls: center stick, pedals, and throttle. The computer generated outside-world image is projected onto a single, forward screen. For this investigation, primary flight information was superimposed on the outside-world image in a standard uncluttered format. This format presented glideslope as a fly-to horizontal bar and localizer as a fly-to vertical bar. Range and airspeed data were digitally represented. The symbology is shown in Figure 3.

The aircraft model used was a generic medium weight, medium agility fixed-wing aircraft with level-I baseline handling qualities.

### Evaluation Task

The primary task consisted of a precision approach on a 3.5 degree glideslope to a ship. Environmental conditions were extremely limited visibility and crosswinds up to 45 kt. Direction and magnitude were selected at random, prior to each evaluation run. The initial conditions were glideslope (GS) and localizer (LOC) offsets of 1 degree and 5 degrees, respectively. These were combined randomly to result in four initial positions: above GS and left of LOC, below GS and right of LOC, etc. Range at the initial position was 24000 ft. Trim approach speed was 128 kt.

The pilot was instructed to capture GS/LOC prior to reaching a 15,000 ft range and to track GS/LOC to 1,500 ft range within the following performance tolerances:

<table>
<thead>
<tr>
<th>Desired</th>
<th>Adequate</th>
</tr>
</thead>
<tbody>
<tr>
<td>± 5 kt</td>
<td>± 10 kt</td>
</tr>
<tr>
<td>± 1/4 degree GS</td>
<td>± 1/2 degree GS</td>
</tr>
<tr>
<td>± 1 degree LOC</td>
<td>± 2 degrees LOC</td>
</tr>
</tbody>
</table>

A given level of performance was to be maintained for at least 80-percent of the approach (between 15,000 and 1,500 ft range) for that level to be considered achievable during evaluation.

A secondary task was used to examine the effect of side task workload on primary task performance. This secondary task consisted of the pilot physically setting and verbally repeating the barometric altitude pressure reference to random values called by the engineer every 3000 ft range (with the last call made at 4000 ft). No degradation in performance was tolerated in this task.

### Latency Matrix and Evaluation Technique

Limited by hardware, minimum achievable simulated delays were 57 ms flight controls (from stick displacement to aircraft motion) and 47 ms displays (from aircraft motion to head-up display update). The matrix of delay configurations evaluated is shown in Table 2.

<table>
<thead>
<tr>
<th>Flight Control Delay (ms)</th>
<th>Display Delay (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>57</td>
<td>47</td>
</tr>
<tr>
<td>167</td>
<td>327</td>
</tr>
<tr>
<td>447</td>
<td></td>
</tr>
<tr>
<td>107</td>
<td>47</td>
</tr>
<tr>
<td>167</td>
<td>327</td>
</tr>
<tr>
<td>447</td>
<td></td>
</tr>
</tbody>
</table>

Two Marine Corps operational test and evaluation pilots performed as evaluation subjects. Each pilot was given between four and eight hours familiarization time. During evaluation, each pilot was given as many runs as necessary to confidently assess achievable task performance and his workload. This technique resulted in as many as eight flights per delay configuration evaluation (single pilot rating). Further, each pilot evaluated each configuration at least twice.

### Results

Results are presented in the form of pilot ratings and sample time histories of stick activity and tracking error. Pilot ratings as a function of display delay are shown in Figure 4. Sample longitudinal and lateral stick activity with glideslope and localizer tracking error are shown in Figure 5 and 6, respectively.
Evaluation Task

Again, the evaluation involved the performance of a precision approach task. This task is similar to that of the engineering simulation. The precision approach task was flown at 85 kt (75° in) on a 3.5 degree glideslope. Environmental conditions consisted of mild-to-moderate turbulence with a mild (10 kt) windshear (between 1000 and 100 ft AGL) in addition to a moderate (20 kt) crosswind. A ceiling was simulated at 300 ft AGL. A constant altitude, 30 degree ILS intercept profile was flown from the initial conditions. Tracking constraints for evaluation were identical to those used in the engineering simulation, with one exception. The pilots were instructed to place emphasis on the performance and the workload near decision height, 200 AGL, which was the task termination point.

The approach configuration flown was at 120 kt, 60° nacelle angle (in) and represented a nominal combat or expedited recovery. Environmental conditions were fixed with mild-to-moderate turbulence, 10 kt windshear, 20 kt crosswind, 200 ft ceiling. As illustrated in Figure 7, initial positions were located at 5.9 nm range with randomly selected offsets of 1 degree in glideslope and 5 degrees in localizer. The initial heading corresponded to the recovery heading with a minor trim adjustment for the crosswind.

The pilot was instructed to maneuver from his initial position to intercept glideslope and localizer by 4.8 nm range and to track glideslope and localizer to decision height (300 ft AGL). For evaluation purposes the task began at initial glideslope and localizer intercept and terminated at decision height.

Tracking constraints were also similar to those used in the engineering simulation, with additional emphasis placed on the last half of the approach. Because of the evolution of these constraints, they are summarized in Table 3. Precision approach flight symbology was mildly cluttered with a vertical bar for localizer, and an arrow indicator for the glideslope and is shown in Figure 8. The above desired, geometric, GS and LOC constraints corresponded to 1/2 of a display tic and 2/3 of a display tic, respectively. Airspeed was indicated with a digital numeric display.

High Fidelity Simulation

Simulation Facility

The fixed-base simulator used in this investigation employs a representative tilt-rotor cockpit with a multi-window, high-resolution, computer-generated, outside-world image. The simulator mathematical model represents a low to medium agility medium weight tilt rotor aircraft.
Figure 4. Handling Qualities as a Function of Display Delay - Engineering Simulation

Figure 5. Longitudinal Stick Activity and Glideslope Tracking Error - Engineering Simulation
Figure 6. Lateral Stick Activity and Localizer Tracking Error - Engineering Simulation

Figure 7. Precision Approach Geometry
Non Directional Beacon (NDB) DIGITAL DISTANCE MEASURING EQUIPMENT (DME) DISPLAY

A) Horizontal Situation Display

B) Vertical Situation Display

Figure 8. High-Fidelity Simulation Display - Simulated Precision Approach Mode

Table 3. Tracking Constraints

<table>
<thead>
<tr>
<th>Geometry: Desired</th>
<th>Geometry: Adequate</th>
</tr>
</thead>
<tbody>
<tr>
<td>± 5 kt A/S</td>
<td>± 10 kt A/S</td>
</tr>
<tr>
<td>± 1/4 degree GS</td>
<td>± 1/2 degree GS</td>
</tr>
<tr>
<td>± 1 degree LOC</td>
<td>± 2 degree LOC</td>
</tr>
</tbody>
</table>

Time: - maintain given level of performance for at least 80% of task for given level to be considered achievable
- exceedance of adequate performance constraints for 5 seconds or more could not be considered desirable

Emphasis: - performance and workload during last half of approach (approximately 60 seconds, 1000 ft to 300 ft AGL)
- performance and workload at decision height

Latency Matrix, Pilots, Evaluation Technique

i. Latency Matrix - The FCS latency was fixed at 50 ms. Three display latency configurations (73, 179, and 241 ms) were evaluated.

ii. Pilots - Four military test pilots served as evaluation subjects. The pilots and their backgrounds are listed in Table 4.

Table 4. Government Pilot Evaluation Team

<table>
<thead>
<tr>
<th>PILOT</th>
<th>HRS HELO (HC-3)</th>
<th>HRS FW</th>
<th>HMX-1 OT+E 1 YR</th>
<th>HQ EVAL EXPERIENCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>PILOT A</td>
<td>2100</td>
<td>250</td>
<td>1</td>
<td>V-22 SIM</td>
</tr>
<tr>
<td>PILOT B</td>
<td>1900</td>
<td>1500</td>
<td>4</td>
<td>V-22 SIM</td>
</tr>
<tr>
<td>PILOT C</td>
<td>4000</td>
<td>1000</td>
<td>2 YRS</td>
<td>V-22 SIM</td>
</tr>
<tr>
<td>PILOT D</td>
<td>3400</td>
<td>400</td>
<td>1000 HRS FW</td>
<td>V-22 SIM + FLT</td>
</tr>
</tbody>
</table>

iii. Evaluation Technique - Each pilot underwent extensive familiarization prior to evaluations. This familiarization was accomplished with the mini-
mum latency and proceeded as follows. Each pilot took approximately 1 hour of free-flight without turbulence or wind to become familiar with the cockpit and math model. An additional 2 hours was taken by each pilot to fly approximately 20 precision approaches with and without turbulence and wind. During evaluations, the pilots provided an HQR following each run. A complete evaluation consisted of, at least, three runs. After both the pilot and the engineer were satisfied that the delay configuration had been adequately evaluated, the engineer informed the pilot that the delay configuration was to be changed and the next evaluation commenced. The pilot was not informed of the latency value during evaluations. Each pilot performed a minimum of two evaluations per latency configuration.

Results

Among all pilots, 254 approaches were flown during six days of simulation. Results presented here take the form of pilot ratings and tracking performance as a function of display delay. Pilot rating data is shown in Figure 9. Tracking performance, in terms of time outside desired glideslope envelope, weighted time outside desired glideslope envelope, and time outside adequate glideslope envelope, is shown in Figures 10, 11, and 12 respectively.

Localizer tracking and airspeed maintenance performance is not shown for the following reasons:

- with two exceptions in 254 runs, airspeed error was within desired performance constraints for all values of latency evaluated;
- even though lateral-axis workload seemed to increase as latency increased, no trend in localizer tracking error as a function of latency was apparent;
- glideslope tracking performance drove both pilot ratings and comments.

Returning to the glideslope tracking performance data shown in Figures 10, 11, 12, several issues are worth mentioning. First, these data represent the last 60 seconds of the task (from approximately 1000 to 300 ft AGL). Following the time constraints and evaluation emphasis specified, 12 seconds (20% of 60 seconds) can be considered the time constraint associated with desired performance. Any runs with excursions outside of the desired glideslope envelope beyond 12 seconds, during the last 60 seconds of the task, were considered to have, at best, adequate performance. Second, examining time outside of constraints as an isolated performance metric may be misleading if the magnitude of the angular excursion is inversely related to the time of the excursion. To examine this possibility, the time of the excursions were weighted by the corresponding magnitude of the excursions outside of the desired glideslope envelope. These weighted values are plotted in Figure 11. A trend similar to that of the unweighted data exists. This indicates that time outside of constraints may legitimately be used as a measure of performance.

Finally, considering adequate performance (Figure 12) and following the time constraints and evaluation emphasis, 5 seconds can be considered the time constraint associated with adequate performance. With the time constraint defined, specifying that "exceedance of adequate performance constraints for 5 seconds or more could not be considered desired," any excursion beyond 5 seconds could legitimately be classified as either adequate or inadequate. Nearly all excursions outside of the adequate glideslope envelope occurred, however, just prior to decision height. The pilots, observing the emphasis on performance near decision height, typically classified the excursions beyond the adequate glideslope envelope of 5 seconds or more as inadequate.

Examining the results, one general observation can be made:

A handling qualities degradation with increasing display delay is apparent in both the pilot ratings and tracking performance.

The nature of this degradation and its applicability to defining an acceptable level of latency is discussed in the following section.

DEFINING AN ACCEPTABLE LATENCY LEVEL

When attempting to define a limit on any flying qualities parameter, several criteria may be considered:

- achievement of Level I handling qualities
- achievement of desired performance (note that achievement of desired performance does not mean that Level I handling qualities are achievable; Level II handling qualities (HQR 4) could result if workload is moderate or greater - see Figure 1)
- avoidance of inadequate performance

Regarding these criteria the results will first be considered in isolation. A discussion of the issues affecting the definition of delay limits will be discussed subsequently.
NOTE: The data shown above are the result of two modifications of the raw data. During the evaluation process pilots were permitted to give a rating of 4.5 for either of two reasons: desired performance was achievable with maximum pilot compensation only adequate performance was achievable but with minimal pilot compensation. Ratings of 4.5 with desired performance achievable and 4.5 with adequate performance achievable were redistributed to HQR 4 and 5 respectively. The other modification involved adjustment of ratings to reflect corresponding actual performance. In this case, the minimal possible adjustments were made and only when the original rating clearly was not supported by actual performance. Here, 3, 1, and 8 ratings were adjusted at 70, 170, and 240 ms, respectively. Neither of these modifications altered the true nature of the results.

Figure 9. Handling Qualities Ratings for Precision Approach
tracking performance through a reduction in time outside of constraints is apparent with decreasing latency. A continuation of this trend, although shallow, is reasonable to assume if latency were dropped below 70 ms. It may also be reasonable to assume based on the available data that, as latency is reduced below 70 ms, workload would first incrementally decrease and then level off at some baseline. Taken together, these observations and assumptions lead to the conclusion that reducing latency below 70 ms should result in consistent Level I handling qualities.

Achievement of Desired Performance

Workload is not a consideration when applying this criteria. Tracking performance may therefore be examined directly. For this purpose, time outside of the desired glideslope envelope as a function of latency is shown in Figures 13 A, B, C.

The probability bands in Figure 13 are defined by the worst 10, 20, or 30 percent of the main body of the performance data. Examination of these bands reveals the nature of latency effects on flying qualities. The following observations are made regarding achievement of desired performance.

- As latency increases, an increasing rate of performance degradation is apparent.
- Extrapolating the bands below 70 ms, very little performance benefit is expected with a latency reduction below 70 ms.
- If an increased probability of exceeding overall desired performance constraints is tolerable, then a higher latency is acceptable. As an example, if a 10-percent probability of exceeding desired constraints is tolerable, then a latency of 120 ms is acceptable. If a 20 percent probability of exceeding desired constraints is tolerable, then a latency of 170 ms is acceptable.

However, noting that there are significant occurrences of inadequate performance at 170 and 240 ms (see Figure 9), avoidance of inadequate performance must be considered.

Achievement of Level I Handling Qualities

In applying the first criterion, pilot rating data (Figure 9) and performance data (Figure 10) must be examined. From Figure 9, it is apparent that, although there is a clear improvement in handling qualities between 170 and 70 ms, consistent Level I handling qualities are still not achievable at 70 ms. Further, from Figure 10, an improvement in
Avoidance of Inadequate Performance

Tracking performance can also be examined directly in this section. Here, however, time outside of adequate glideslope envelope is used in the analysis. As in Figure 13, the probability bands shown in Figures 14 A and B are defined by the worst 10 and 20 percent of the main body of the performance data.

Examination of these bands provides additional insight into the effects of latency on flying qualities. The following observations can be made regarding the avoidance of inadequate performance:

- A linear degradation in tracking performance and consistency with increased latency is apparent.
- Extrapolating the bands below 70 ms, a substantial performance benefit is expected with a latency reduction below 70 ms. This extrapolation indicates that below 10 to 20 ms no excursions outside of adequate constraints would occur.
- If an increased probability of exceeding overall adequate performance constraints is tolerable, then a higher latency is acceptable. As an example, if a 10-percent probability of exceeding adequate constraints is tolerable, then a latency of 150 ms is acceptable. If a 20-percent probability of exceeding adequate constraints is tolerable, then a latency of 240 ms is acceptable.
ISSUES AFFECTING DEFINITION OF A LATENCY LIMIT

Due to the origin and quantity of data used in the analysis, the following issues must be considered when applying the results of the previous section to definition of a latency limit:

- Data Quality
- Simulation vs. Actual Flight
- Simulation Fidelity
- Cues Available to the Pilot
- Pilot Gain
- Severity of Task/Environment
- Training

Data Quality

The data used in the previous analysis were generated under controlled conditions using accepted flying qualities evaluation techniques. The evaluation pilot population was diverse and representative of the general pilot population. Minor adjustments were made to the pilot rating data to better reflect actual performance; actual performance data were used "as is."

A general qualitative check on both the experiment and data validity can be made by examining the trends in Figures 10, 13, and 14. These trends are what is physically expected from the effects of latency on tracking performance and workload.

Based on the above, the data used in the analysis are considered to be "high quality."

Simulation vs Actual Flight

Motion cues are not available in a fixed-base simulator. As a result, lead information available through actual commanded aircraft acceleration was not available. In the task used in evaluation this is not a factor for several reasons. First, tracking error information is only available to the pilot from the display. Motion cues do not provide any tracking error information. Even though motion cues aid inner-loop control this provides only marginal benefit in a primary visual tracking task. Second, during precision approach in IMC, the displays are the only reliable source of flight information. Anomalous aircraft motion cues, from both the pilot's head orientation and turbulence, force the pilot to rely on display information for an accurate assessment of the flight condition. A detrimental effect, if any, is expected due to the display latency induced mismatch between actual dynamics and display dynamics.

Finally, pilot gain would be higher in flight than in the simulator. Pilots would be less tolerant of tracking errors. This tolerance change would manifest itself through an increase in control activity. In turn, this increase in control activity would accentuate the effects of latency.

Therefore, given the same task, configuration and conditions, tracking performance and workload in flight are expected to be worse than that in the simulator.

Severity of Task and Environment

The precision approach evaluation task used was representative of a nominal combat or expedited recovery in IMC. This task should be able to be performed with Level I handling qualities. Potentially more demanding tasks such as terrain following or target tracking have not been explored.

The wind and turbulent environment can be classified as mild to moderate. Much more severe environments are frequently encountered in the field.

A lower limit than that associated with a nominal precision approach may be required to ensure satisfactory performance of potentially more demanding tasks or nominal tasks in more severe environments.

Training and Pilot Compensation Techniques

Pilots, with sufficient training will develop delay compensation techniques. In compensation, the pilot would reduce his input magnitude and frequency. This technique would not only allow the aircraft and display to respond, but also limit the response magnitude to a controllable level. This technique, by its nature prohibits high frequency precision control, and requires the acceptance of task performance degradations.

Another technique that can be used is lead compensation. This technique involves an initial control overshoot by the pilot to quicken the response followed by a reduced steady state input to limit the response magnitude. As with lead compensation implemented with the avionics or FCS, pilot lead is effective, but only over a given frequency range. Furthermore, this technique, by its nature, requires the pilot to stay in the control loop, with his energy split between two primary control frequencies, one associated with his application of lead (high frequency), and one associated with the fundamental task requirements.

Under normal conditions, pilot compensation can be effective. In emergency conditions or during sudden severe disturbances, the pilot tends to abandon compensation techniques instinctive control. Under these circumstances, the pilot will increase input magnitude and frequency in an attempt to retain control of his aircraft. This, however, accentuates the detrimental effects of latency and only aggravates the control problem. In the extreme, an aircraft with large delays, but readily controllable with appropriate pilot compensation, will become uncontrollable in emergency conditions or during sudden severe disturbances.
Negative training is also an issue. Although the compensation techniques described above can be effective with large delays, they can be detrimental if applied to a system with low delays. If compensation techniques used in IMC are retained in performance of a visual task, a degradation in task performance and increase in workload are expected.

Integrating the above issues, the net impact on the application of the simulation data is minimal. Any latency limit, based on analysis of the previously presented simulation data, is expected to be applicable to an actual production aircraft.

CONCLUSIONS

The results from the Navy simulations correlate well. These studies further indicate that performance and flying qualities degradations can be expected to occur with increasing avionics system latency. Considering the simulation data, several latency limits are suggested.

- 70 ms or below to ensure Level I handling qualities.

- 120 ms or below to ensure desired performance (with a maximum 10-percent probability of exceeding constraints).

- 150 ms or below to ensure the avoidance of inadequate performance (with a maximum 10-percent probability of exceeding adequate performance constraints).

These limits were established from analysis of data generated during simulation where the flight control latency was 50 ms. If actual flight control latency differs significantly from 50 ms, the above limits must be examined from a system latency point of view.
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ABSTRACT

The purpose of this paper is to identify and describe some of the human factor problems which can occur in the cockpit of a modern civilian helicopter. After examining specific hardware and software problems in the cockpit design of the Eurocopter (Aerospatiale) AS332L-1 Super Puma, the author proposes several principles that can be used to avoid similar human factors problems in the design of future cockpits. These principles relate to the use and function of warning lights, the design of autopilots in two-pilot aircraft, and the labeling of switches and warning lights, specifically with respect to abbreviations and translations from languages other than English. In the final section of the paper, the author describes current trends in society which he suggests should be taken into consideration when designing future aircraft cockpits.

NOMENCLATURE

ADF  Automatic Direction Finder
ADI   Attitude Deviation Indicator
CDI   Course Direction Indicator
DECCA Area Navigation System
DME   Distance Measuring Equipment
EFIS  Electronic Flight Info. System
FFCL  Fuel Flow Control Lever
HSI   Heading Situation Indicator
IFR   Instrument Flight Rules
ILS   Instrument Landing System
LORAN Area Navigation System
MGB   Main Gear Box
NG    Gas Generator Speed
NR    Rotor Speed
T4    Engine Exhaust Gas Temp.
VLF/OMEGA Area Navigation System
VOR   VHF Omnidirectional Receiver

INTRODUCTION

The Eurocopter (Aerospatiale) AS332L-1 Super Puma is a twin-engine commercial helicopter, primarily designed for passenger transport. It is a derivative of the SA 330 Puma which was developed initially to meet a French Air Force requirement for a medium-sized helicopter able to operate day or night in all weather and in all climates. Although used very little in the United States, the Super Puma is popular in many parts of the world and has been particularly successful in offshore oil market in the North Sea. The AS332L-1 is equipped with Turbomeca Makila 1A1 engines, can carry up to 24 passengers, has a maximum gross weight of 18,960 pounds, and has a maximum cruise speed of 150 knots.

The author flew and instructed in Super Pumas for Helikopter Service A/S of Norway, a North Sea offshore operator, and Trump Air of New Jersey, a FAR Part 135 operator. The information contained in this report comes from over five years and 2000 hours of flying experience in the Super Puma and from over 600 hours of instruction and observation of other experienced professional pilots in a six-axis AS332L-1 Rediffusion simulator owned by Helikopter Service.

It is the author's contention that the optimum cockpit design for any aircraft will not be found by the manufacturer alone. Line pilots and instructors can and should help manufacturers decrease the incidence of human factor errors by providing enlightened feedback about ergonomic problems encountered in the cockpit.

THE SHELL MODEL

The SHELL Model (Fig. 1) is one conceptual model of human factors. In the center of the model, is the human operator, or LIVEWARE. When working with a machine, the operator must contend with SOFTWARE, HARDWARE, the ENVIRONMENT, and other LIVEWARE. A mismatch anywhere in the system causes stress, which decreases efficiency and safety.

HARDWARE relates to the machine itself and, with respect to aircraft, includes such things as controls, displays, warning systems, safety equipment, seat design, and cabin facilities.

SOFTWARE, again in relation to aircraft, includes operating procedures, format of manuals, checklist design, language of information, graphs/tabulation design, and symbology.

ENVIRONMENT includes temperature, noise, vibration, humidity, pressure, light, pollution, and circadian/biorhythmic cycles.

LIVEWARE includes personal relations, crew coordination, discipline, communications, and leadership.¹

The main concerns of this paper are with the hardware and software portions of the SHELL model. Although there is room for improvement of environmental factors in many aircraft and particularly helicopters, problems with these factors are generally well-known. Liveware factors, i.e. the human-to-human interactions, are usually outside the realm of the designer's influence, although such things as radio and intercom systems, which are also hardware items, have obvious effects on communications. Therefore, both environmental and liveware concerns are outside the scope of this paper.

HARDWARE FACTORS OF THE AS332L-1 COCKPIT

Engine Malfunction Warnings

"OVSPD" warning switch/light. To protect against an engine and rotor overspeed, the fuel control on the Aerospatiale AS332L-1 Super Puma is designed to shut down the engine automatically if the power turbine speed goes too high. Because the main conditions that can cause a power turbine overspeed (high speed shaft or free-wheeling unit failure) happen so quickly, an overspeed warning light (Fig. 2) is provided so that the pilots realize the engine has shut itself down due to an overspeed. This is a good thing to know because one should normally not re-start an engine if this happens.

A relevant point is that the "OVSPD" light burns steadily when the engine is shut down normally, but the light flashes when the overspeed mechanism shuts the engine down.

This creates a human factors problem. Most pilots have a built-in aversion (although actually it is a conditioned response) to flashing lights in the cockpit. Their immediate gut reaction to a flashing lighted switch is to press the switch to make it stop blinking. A typical example is the master caution light in some aircraft. Another

¹ For more detailed information on this topic, please refer to [insert specific reference].
example is the RACAL Avionics RNAV 1 DECCA system which flashes a warning light that must be depressed when there is a problem. There are certainly many other good examples.

How can a flashing light be a problem? Consider the following scenario. First, one engine fails due to an overspeed. The copilot sees the flashing "OVSPD" light, says nothing, and then, unconsciously, presses the light to stop it flashing. Many companies even specify that the first action during any emergency procedure is to extinguish the master warning light.

A few minutes later, the captain, who up to this point has been concentrating on flying the aircraft, considers trying a restart because he didn't see the overspeed warning light flashing and the light is now steady. The copilot, who cancelled the only indication that would tell them they had an engine overspeed, readily agrees to a restart because he cancelled the light without consciously thinking about it. The engine starts normally, because the broken engine-to-MGB shaft has no effect during the starting sequence, but as the pilots increase power, the unburdened power turbine and its broken shaft spin faster and faster until something else breaks. Although this has never happened in flight, there is one instance of a Super Puma engine being re-started by a mechanic on the ground after the engine had shut down due to an overspeed. The aircraft caught fire and was destroyed.

Three lessons can be learned from this example. First, flashing warning lights should only be used for the most serious of malfunctions. Too many flashing lights in a cockpit defeats their purpose, which is to catch the pilots' attention and alert them to a particular problem.

Second, it should only be possible to extinguish a flashing warning light by taking the proper corrective action and removing the hazard. For example, a flashing fire warning light should only go out when the fire itself has been extinguished.

Third, extreme care must be used when designing a switch to function as both a switch and a warning light. If the light in a switch does more than simply indicate whether an item is off or on, the function of the switch must be easily understood at all times and under all conditions. One should not assume that a task people can do under normal conditions will still be error-free when a panic is on.

"POWER" light. Another engine light that causes problems is the "POWER" light. The "POWER" light is under the direction of the power calculation system which is designed to help the pilots determine which engine is malfunctioning under various conditions. Very basically, the power calculation system examines the Ng (gas generator rpm) readings from both engines and the Nr (rotor rpm) to determine which engine has malfunctioned and why; then it illuminates the "POWER 1" or "POWER 2" light as appropriate.

This is particularly good information to provide the pilot when the automatic fuel control of one engine fails and that engine, although still operating, must be controlled manually. Because the other engine automatically varies its power output in order to maintain Nr within limits, it can be difficult to determine which engine is malfunctioning.

The problem with the "POWER" lights is that they don't illuminate until Nr varies approximately 6-7% above or below the usual in-flight setting of 100-101%. Although these Nr values are neither dangerously high nor low, they are well outside the "usual" Nr values.

Notice the use of the word "usual" and not "normal." After one hundred or so hours in any aircraft, most pilots know what the "usual" values are for pressures, temperatures, rpm, etc. As a result, they become suspicious when they see "unusual" values, even if these values are within the specified "normal" limits. When a helicopter pilot observes an "unusually" high or low Nr, his first reaction is to adjust collective pitch to bring the Nr back to its "usual" normal value.

What happens when an automatic fuel control malfunctions and causes the Nr to vary is that the pilot instinctively adjusts the collective pitch to bring the Nr back to where it belongs. This defeats the intention of the power calculator.
system because it cannot illuminate a "POWER" light unless the Nr is above 107% or below 94%. The pilot is left to figure out which engine is malfunctioning by interpreting the Ng and T4 indications; or he can choose to raise or lower the collective until the Nr changes enough to cause the power calculator to illuminate a "POWER" light, an action which many pilots are reluctant to do.

Autopilot System

General. Any pilot who has ever worked with an advanced autopilot knows that the most frequent mistakes made by pilots, even after they know how the system operates, are:

1) pushing the wrong buttons at the right time,  
2) pushing the right buttons at the wrong time,  
3) pushing the right buttons in the wrong sequence,  
4) thinking that an autopilot function is off when it is on, and  
5) thinking that an autopilot function is on when it is off.

A primary cause of these errors is the manner by which the autopilot functions are displayed. Usually, the annunciator lights are shown on one central autopilot panel, which is often on the center cockpit console (easy to reach, but out of sight). Sometimes the annunciators are duplicated elsewhere in the cockpit, on the panels in front of the pilots or even on the flight instruments themselves. For example, airspeed hold may be displayed on the airspeed indicator, altitude hold on the barometric or radar altimeter, localizer and glide slope hold on the HSI (Horizontal Situation Indicator) or artificial horizon (ADI).

Of the three methods, indicating autopilot functions on the flight instruments is the best because this is the method the autopilot annunciators will be seen most often by the pilot. The simple reason is that the flight instruments are an integral part of every experienced pilot's cockpit scan. The autopilot annunciator panel on the center console is not a frequent part of most pilots' instrument cross-check.4

AS332L-1 autopilot system. The Helikopter Service AS332L-1 Super Pumas are equipped with SFIM 155 duplex autopilot systems, SFIM CDV 85 four-axis couplers, Collins ADI-77 Attitude Direction Indicators, and Astronautics 133640 Horizontal Situation Indicators.5

Mixing boxes from different manufacturers may not always be desirable, but due to economic reasons (mixing may be less expensive), operational considerations (one system may not provide all things to all operators), and marketing aspects (compatibility of systems means greater potential sales), mixing systems is not going to go away. As a consequence, designers of the various components have to pay even more attention to human factor problems and, equally important, there must be someone in the loop who is able to examine the resulting system in its entirety.

With respect to the autopilots in Helikopter Service's Super Pumas, when they work as designed, the autopilots are truly impressive. If there is a malfunction, there are, for the most part, sufficient back-ups and warnings for the pilot. In other words, the autopilot hardware, per se, is generally very good.

However, of all the systems in the Super Puma, it is universally agreed in Helikopter Service that the autopilot is the most difficult for pilots to master. Many of the difficulties with the autopilot stem from human factor problems in the design of the system.

Single- or dual-pilot system? The most basic problem with the system is that it can not be fully operated from the left seat. Certain functions, for example coupled ILS and coupled vertical speed, can only be controlled by the pilot in the right seat. The system favors the captain's side of the cockpit to the detriment of the copilot's side.

The reason was Aerospatiale's original intention to obtain single-pilot IFR certification for the Super Puma. This has not been obtained and may never be, but the result is an autopilot system that makes it difficult or impossible to set up, among other things, a coupled ILS approach from the left seat.
Why is this lack of full dual-pilot capability not good? Consider this scenario: The captain becomes incapacitated, the weather at the airport is at minima, and the copilot is young and inexperienced. He needs all the help he can get, but because he can't reach the necessary switches on the right side of the cockpit, he has to fly the ILS uncoupled.

A good general principle to use when designing autopilot and coupler systems is to make all autopilot functions fully controllable from both seats in the cockpit. There should also be one switch, easily accessible to both pilots, that passes autopilot authority from left to right and back again. And there must be a well-defined annunciator prominently located on the front panel (the best place would be right on the artificial horizon) telling the pilots who has the authority.

With respect to single-pilot IFR, the following policy statement from the International Federation of Air Line Pilot Associations (IFALPA) is appropriate:

"Although IFALPA recognizes that presently single-pilot commercial operations are in widespread use, this type of operation is not acceptable during international public transport flights, including all off-shore flights, because of the reduced level of safety."

Single-pilot IFR capability is great, but it should be available to both captain and copilot alike.

Heading select switch. The Helikopter Service machines have a switch which is used to transfer autopilot authority between the pilot and copilot, however it only controls the heading select function of the system (Fig. 3). Both pilots have a selected heading index, or heading "bug," on their horizontal situation indicator (HSI) which is used to set a desired heading the autopilot coupler should maintain. The heading select switch tells the autopilot which heading index to follow.

The idea is simple enough and easy to understand, but the switch and its associated annunciator lights indicating which pilot has heading authority are located on the pedestal console between the pilots, far away from the HSIs and other primary flight instruments. The error, which happens frequently, is that one pilot sets his heading index to the desired heading and, forgetting to check the heading select switch, engages the coupler heading hold. If the switch is still set to the other pilot and his heading index is set at another heading, the autopilot will obviously turn the helicopter to an undesired heading.

This problem could have been avoided by putting the annunciator lights for the heading select switch on the heading indices of the HSIs. When the pilot has heading control, his index is illuminated (or some other way highlighted); when the copilot has heading control, his heading index is highlighted.

Localizer and glide slope capture modes. The problem with these modes is deceptively small, yet potentially extremely dangerous. The "fix" is probably relatively simple, given the complexities of the rest of the autopilot system.

An Instrument Landing System (ILS) provides precision guidance to a runway while providing very specific obstruction clearances throughout the approach. By regulation and common sense, an aircraft is not allowed to descend on the glide path until it is established on the localizer course.

With the SFIM CDV 85 four-axis coupler, it is possible to arm both the localizer and glide slope modes before being established on either one. This makes sense because the pilots can set up the autopilot before they reach the localizer. What doesn't make sense is that it is possible to capture the glide slope before the localizer is captured, and, in fact, even with the localizer mode unarmed. As a result, the aircraft will descend on the glide slope beam while outside the limits of the localizer, which means that the aircraft could be descending below the minimum altitudes designated for that part of the approach.

FIGURE 3. Heading select switch.
Coupler and flight director annunciation. Human factor specialists have often observed that people adapt well to design deficiencies in their working environment. One way Super Puma pilots have adapted to the poor annunciation of the coupler functions is to use the flight director command bars (Fig. 4, #2 & 6) on the ADI as an indication to them that the coupler is on. With the command bars right on the instrument they look at most often, the presence of the bars is not hard to overlook. The pilots simply make it a personal habit to always engage the flight director whenever they engage the coupler.

It usually takes some time and perhaps large heading or altitude deviations before the pilots discover that the autopilot coupler functions are not flying the helicopter for them. If this happens during a critical phase of flight, such as during an instrument approach to an oil rig at night, the consequences could be tragic.

"CPL" warning light. Whenever a coupler function fails or is turned off, the "CPL" light on the master annunciator panel and the master "WARN" lights illuminate. Pilots like to have warnings when something fails, but to receive a warning every time something is purposely switched off is counterproductive.

The human factor reason is so obvious that it is difficult to understand how it was overlooked: If a warning light comes on numerous times during every flight, eventually it will be ignored.

The first time a pilot new to the Super Puma switches off a coupler hold function he immediately notices the "CPL" and "WARN" lights illuminating, and, being new to the machine, he logically assumes something has failed. However, by his third or fourth flight, he is already ignoring the "CPL" light or canceling it without thought.

The story about the boy who cried "Wolf!" is a good lesson in human nature which was apparently forgotten when the SFIM designers were working on this part of the CDV 85 four-axis coupler.

Navigation Equipment

NAV-HSI switching panel. Another very confusing part of the Super Puma is the navigation switching panel (FIG. 5). Basically, each pilot has two pointers on the HSI, and he has switches by which he can choose which navigation radios
he wants to monitor. There is also a switch that controls the Course Direction Indicator (CDI) which accepts signals from VOR 1 or VOR 2. However, there is an inflexibility in the system in that the autopilot will accept coupled ILS signals only from VOR 2 and only when the right-seat pilot has selected VOR 2 on his CDI and only when the heading select switch is set to "PILOT." This automatically, restricts the pilots' choices if they want to fly a coupled ILS.

One could monitor two VORs on the same HSI by switching the CDI to one VOR and the VOR pointer to the other. It would not be possible to monitor two ADFs simultaneously on one HSI, but this is a relatively infrequent requirement. (The Helikopter Service Super Pumas are only equipped with one ADF anyway.) If there is a requirement to monitor two ADFs, the pilot could monitor one and the copilot the other, or, as an alternative, either pilot could switch between ADF 1 and ADF 2 every few minutes to check the relative bearings to the NDB stations.

DME selection. It is possible to monitor one of six different DME stations depending on how the switches are set. However, the only indication of which VOR frequency is giving the DME reading is by the position of the switch and a light on the radio itself. The light indicates that the DME is coming from that box (number one or two), but it could be from one of three possible frequencies, one of which may not be displayed, depending on the position of the HOLD switch.

This can and does create so much confusion that Helikopter Service instructors recommend setting the DME function switch to VOR 2 (because this is the only VOR that can be used to fly a coupled ILS approach) and just leaving it there all the time, except in those rare cases when DME information from a second VOR is required. The problem is that there are just too many choices -- too many frequencies from which one can receive DME information. In the heat of an approach or a missed approach, it's easy to forget which DME one is monitoring.

Radio frequency selection. This is a generic problem to many aircraft, not just the Super Puma. Many operators do not have 100% standardized fleets. In fact, there are probably very few operators that have the same radios in all their aircraft. This is obviously a matter of economics that pilots just have to live with.

With most radios, the frequency selected increases when one rotates the knobs clockwise, but on a few the frequencies increase when the knobs are turned counter-clockwise. Some radios allow one to rotate the knob past the highest useable frequency and continue turning to the lowest

FIGURE 5. NAV-HSI switching panel

The number 1 (green) pointer on both pilots' HSIs takes signals from either VOR 1 or the ADF (or ADF 1 if two are installed). The number 2 (orange) pointer takes signals from VOR 2 and the ADF (or ADF 2 if two are installed).

The confusion occurs because BOTH pointers can indicate either VORs or ADFs and it is common to use both a VOR and an ADF during many VOR and ILS approaches. What can easily happen is that the copilot has the ADF on pointer 1 and the VOR on pointer 2 and the pilot has the opposite indications.

A better system, given the limitations of only two pointers, would be to designate one pointer as the VOR pointer and the other pointer as the ADF pointer, with a switch to reverse these functions in case of a pointer failure. That way both pilots would always know that they have VOR information on the green pointer, for example, and ADF information on the orange pointer. To remove the question of which VOR or ADF is being monitored, the pointers themselves could display a "1" or "2," indicating, respectively, VOR 1 or VOR 2 on the VOR pointer and ADF 1 or ADF 2 on the ADF pointer. The navigation pointers incorporated in many EFIS installations the author has seen are labelled in this manner.
frequency on the scale, and vice versa. Others stop
at the highest and lowest frequencies, making it
necessary to turn the knob back the other way. Most
two-tiered knobs (like wedding cakes) work so that
the lower, bigger knob adjusts the numbers in the
left window (therefore the higher numbers) and
the higher, smaller knob adjusts the numbers in the
right window (therefore the lower numbers); other
radios work just the opposite.

It goes without saying that pilots are going
to have trouble tuning frequencies when they have
to use different radio sets. This may seem like a
relatively small thing, and most of the time it is,
but it can be a time-waster. In the worst case a pilot
may accidentally set the wrong frequency, not have
time to check the windows, and miss a critical
radio call. Standardizing how frequencies are
dialed in will eliminate one area in the cockpit
that is prone to mistakes.

Landing Lights

When the search light switch in the Super
Puma is pushed down, the search light moves up.
When the switch is pushed up, the search light
moves down.

This is exactly opposite from the way the
moveable search light in the S-61 and Bell 212
work and since all Helikopter Service pilots flew
one or both of these helicopters before transitioning
to the Super Puma, it's no wonder that this causes
difficulty.

Most of the time landing lights are not
needed until short final when they need to be
positioned quickly and accurately. When the light
moves in the opposite direction from what is
expected, it's not only irritating, but potentially
dangerous as well.

As a rule, moveable landing and search
lights should move up when the switch is pushed
up and move down when the switch is pushed down.

Intercom Switching

The pilot's and co-pilot's intercom switches
are two-position switches, "NORM" and "EMER".
In the normal position, the voice-actuated system
works, which is an extremely good system to use.
The emergency position is there in case the normal
power supply to the system is lost. When in
"EMER," the pilots have to key the microphone
switches on the cyclics or the intercom control panel
in order to talk to each other.

The intercom system would be better if the
need to switch to "EMER" in case of a normal supply
failure were eliminated. In other words, once the
pilots discover that the voice-actuated system no
longer works, all they have to do is use the cyclic or
panel microphone switches.

Trouble-shooting an electrical fire is one
emergency when the emergency intercom system is
needed. Various electrical suppliers must be
switched off, including the normal power supply to
the intercom and the autopilot. One pilot must
therefore concentrate exclusively on flying while
the other pilot is trying to isolate the fire. This is
no time for communication difficulties. Requiring
both pilots to switch to "EMER" just adds an
additional burden and stress factor to the
emergency.

SOFTWARE FACTORS OF THE
AS332L-1
COCKPIT

General

As noted before, software factors include
many items, all of them concerned with
information. Often, good, well-designed operating
procedures and checklists can make up for design
faults in the aircraft. For example, with reference
to the flashing "OVSPD" light problem,
Helikopter Service has a prominent note in the
company Emergency Checklist under "Engine
Malfunctions," stating that a failed engine should
not be re-started if the "OVSPD" light is flashing.

It is not the intention of this paper to try to
examine the flight manual, operating procedures,
and all other information sources about the Super
Puma, but rather to limit the discussion to the
information presented to the pilot in the cockpit. In
the author's opinion, the "AS332L-1 Super Puma
Instruction Manual" is is very well written.
However, there are two main problems with the
manual, which also apply to the cockpit indications. The first is the occasional inconsistency among terms and the second is occasional poor translations from French to English, including abbreviations. These two problems are probably related in many instances.6

An example of the first is the use of both "generator" and "alternator" to describe the same thing in the electrical system. Examples of the second type of problems, translations and abbreviations, are discussed below.

"MGB COOL" Warning Light

The Super Puma main gear box has two lubrication pumps, a normal one and an emergency one. Both pumps are essentially the same and both run continuously. The main differences are (1) the main pump delivers a slightly higher pressure, (2) the input to the emergency pump is positioned below the input to main pump, and (3) the emergency pump system bypasses the transmission oil cooler.

If the main pump stops delivering oil, either due to a leak in the system or failure of the pump itself, the emergency pump will continue to supply oil to the main gear box. The emergency pump bypasses the transmission oil cooler because a leak in the system will most likely be in the plumbing to the oil cooler. The emergency pump lubricates everything in the main gear box, but the oil is no longer cooled. As a consequence, one can expect a gradual rise in transmission oil temperature with a failure of the main pump or a leak.

It's obviously important to warn the pilot that this has happened and the "MGB COOL" light (Fig. 6, #6) serves this function. It is triggered by a pressure switch which senses the drop in pressure in the line downstream of the oil cooler.

The theory is very good and the light works in practice, but the language on the light creates confusion. "MGB COOL" does not mean that the MGB is now cool or will become cool. Quite to the contrary, the oil will now become hotter. Nor

FIGURE 6. Main gear box lubrication system.
does the light mean that the MGB cooler has
failed. If the cooler fails, due to a broken drive
shaft or shattered fan blades (both of which have
happened a number of times), the "MGB COOL"
light does not illuminate; what one sees is a rise in
MGB temperature and, eventually, a "MGB TEMP"
warning light. "MGB COOL" means that the MGB
cooler has been **bypassed**. This is not, however, the
most important thing the pilot needs to know at
this point, even if he does remember what the light
signifies.

The important thing is that the main pump
is no longer delivering oil to the system, either
because of a failure or a leakage. Therefore, it
would seem to make more sense for the light to be
labelled so that it better conveys this information,
for example, "MGB PUMP." The point is: The
wording used on warning lights must be carefully
chosen so that the most critical factor of a given
malfunction is immediately comprehended.

**Hydraulic Panel**

The labelling on the hydraulic panel is
particularly confusing, even to pilots who have
flown the Super Puma for many years (Fig. 7A &
7B). The problem is that the abbreviations are not
consistent and this was a result of translating
abbreviations from French to English.

On some of the switches, the letter "H" stands for "hand" and on others it stands for "hydraulic." On many of the switches, "H" could stand for either "hand" or "hydraulic." On one switch, "H" stands for both "hand" and "hydraulic."

The correct meanings are as follows:

- LH.P = LEFT HAND PRESSURE (low)
- LH.LEV = LEFT HAND LEVEL (low)
- LH.H.MP = LEFT HAND HYDRAULIC MAIN PUMP (failure)
- AP.H.P = AUTOPILOT HYDRAULIC PRESSURE (low)
- AUX.H.P = AUXILIARY HYDRAULIC PRESSURE (low)
- AUX.P = AUXILIARY PUMP (failure)
- AUX.P = AUXILIARY PUMP (on/off switch)
- RH.P = RIGHT HAND PRESSURE (low)
- RH.LEV = RIGHT HAND LEVEL (low)

**FIGURE 7A. Hydraulic panel with French abbreviations.**

**FIGURE 7B. Hydraulic panel with English abbreviations.**

It's easy to understand how this creates
confusion. Anything that does this, particularly
during an emergency, is going to increase the stress
level and the chances for mistakes. The lesson is
obvious: Make all abbreviations **readily understandable and consistent.**
"THROT" Light

This light indicates that one or both of the fuel flow control levers (FFCL) is not in the "FLIGHT" position, where they normally should be if they are working normally. It's a useful light with an engine failure and subsequent shut-down because it is the only warning light that remains illuminated after the FFCL has been set in the shut-off position. (The "DIFF NG" and "PRESS 1" or "PRESS 2" lights extinguish when the FFCL is in the shut-off position.)

But why is it called the "THROT" light, and not, for example, the "FFCL" light? The term "throttle" is not used anywhere in the Instruction Manual or the Flight Manual. The proper term is "Fuel Flow Control Lever." The use of the word "throttle" and its abbreviation "THROT" is, perhaps, either a carry-over from the days when most helicopters had reciprocating engines and, therefore, throttles (admittedly, some still do) or perhaps it's just another translation problem from French to English.

The point is: Consistency. Items should always be referred to by the same correct name, both in the flight manual and in the cockpit.

Autopilot Panel

The hardware aspects of the autopilot were discussed previously. The software aspects of the panel are actually quite good, with only a few minor exceptions.

To test the basic autopilot system, one moves the test switch from "TEST" to "RUN," meaning, apparently, that one is "running the test."

On the other hand, to test the collective part of the autopilot (the fourth-axis), one moves the test switch from "NORMAL" to "TEST."

Again, it's a small point, but one that is easily corrected.

"RB. SAFE" and "ROT.BR" Lights

The Super Puma has a two-lever rotor brake system with a rotor brake safe lever and a rotor brake lever. It is possible to move the rotor brake lever to the braking position in flight (which obviously should not be done), but it will do nothing more than cause the "ROT.BR" light to illuminate (Fig. 8). Hydraulic pressure to the rotor brake is obtained only when both levers are pushed forward, a sensible system which just about guarantees that the rotor brake won't be engaged inadvertently at the wrong time.

![Figure 8. "RB. SAFE" AND "ROT.BR" lights](image)

"RB. SAFE" means that the rotor brake safety lever is in the forward position, not, as one may be lead to suspect, that the rotor brake is safe. Actually, one could argue that with the safety lever in the forward position, the rotor brake system is unsafe because, now, if the rotor brake lever is moved forward, braking pressure will be applied to the rotor system. In effect, moving the rotor brake safety lever forward arms the rotor brake system.

So why not label the "RB. SAFE" light "RB ARM?" One could also change the "ROT.BR" light to "RB ON" to make the abbreviation of "rotor brake" consistent.

Heater Distributor Valve Control

The heater has a three-position distributor valve control lever so that the pilots can choose where they want the heat directed. In the forward position, the heat is divided between the cockpit and the autopilot; in the middle position, heat goes to the cockpit, the autopilot, and the cabin; in the aft position, all heat distribution to the aircraft is cut off. The problem with the heater lies in the
fact that the distributor valve control lever has been poorly labelled.

The forward position is labelled "COCKPIT POSTE PILOTE." This looks like a blending of English and French -- it probably means the cockpit will be heated. But it says nothing about the autopilot which is also heated.

The middle position is labelled "O." A person who knows a little French might conclude that "O" is an abbreviation for "ouvert" which means "open." But what is being heated with the switch open? There's no way to determine this from the labelling of the switch. On the other hand, a person who knows no French might think the "O" (oh) is a "0" (zero) and that it means the heater is off or closed.

The aft position is labelled vertically "F C." Again, a French speaker might assume the "F" stands for "fermé" which means "closed" and the "C" might be an English abbreviation for "closed." Then again, both letters could be either French abbreviations or English abbreviations. It's very hard to tell.

This may seem like a small thing again; after all, it's only the heater switch. But it is also confusing, annoying, and totally unnecessary. With only a bit more thought and effort, the lever could have been labelled so that the function of the three positions were obvious.

SPURIOUS WARNINGS

As was mentioned before concerning the "CPL" light illuminating every time a coupler function is switched off, continuous unnecessary warnings eventually are ignored. Complacency with respect to the warning is the result. In some aircraft, pilots have gone so far as to pull circuit breakers for certain specific warning lights because they were so prone to false warnings. MGB chip warning lights are notorious examples.

Sophisticated electronic systems seem to be all too prone to spurious warnings. The numerous landing gear position switches in the Super Puma are particularly sensitive, and if it weren't for the aircraft's emergency electrical and hydraulic extension possibilities, there would be a lot of gear-up landings at Helikopter Service. These switches are not, however, just a problem for the landing gear, but also for all the auxiliary equipment which receive "GROUND" or "FLIGHT" signals from these same switches.

For example, a common problem with the Super Puma is for the area navigation system (be it VLF/OMEGA, DECCA, LORAN, or whatever) to "freeze up" in flight. The solution is to re-cycle the landing gear. The cause is the loss of the "FLIGHT" signal to the area nav system because one of the landing gear has moved out of position far enough to open a switch which should have been closed.

Another related problem concerns the autopilot. Once the author found it impossible to run the autopilot test, even though the switch was moved from "TEST" to "RUN" several times. All the functions worked, but the test just wouldn't run. A mechanic was notified and he immediately realized the problem was a position switch in the nose gear. He grabbed a tow bar, jiggled the nose wheel, and the autopilot test worked as designed.

Incorrect fire warning system tests during start-up are another headache. Mechanics have changed system control cards, wiring harnesses, and fire detectors, but usually the problem is simply moisture. Most of the time the system will test properly after the engines are started and everything is allowed to warm up and dry out.

The point is that pilots quickly lose faith in a warning system if it continually gives false warnings. When a warning system cries "Wolf!" all the time when there is no wolf, the one time there really is a wolf at the door, it may be ignored. The increased use of electronics and computers in helicopters promises numerous advantages for the pilots, but the systems must be constructed so that they are not adversely affected by the environment.
FUTURE CONSIDERATIONS

"New technologies incorporating multiple redundancy and fail-safe concepts are becoming so reliable that, in future years, the proportion of human factor accidents may reach 100 percent simply because the total, irrecoverable failure of machine components of the man-aircraft system will be eliminated."

Dr. Robert B. Lee
Australian Bureau of Air Safety Investigation

"The Space Invader-playing kids of today will be the fighter and bomber pilots of tomorrow."

Ronald Reagan
40th President of the United States

Even though former President Reagan didn't mention helicopter pilots in the above quote, they certainly must be included. What is just as certain is that his prediction is already coming true.

How will this effect human factor problems in the cockpit?

Not more than ten or fifteen years ago, the space and aircraft industries were the epitome of high-tech. In many ways, they still are, but since the advent of inexpensive micro-chips, "smart" machines are now commonplace in most homes. Today, the gap between sophisticated aircraft and sophisticated household machines has narrowed. Entire houses can now be controlled by a central computer. In late 1988, the Electronic Industries Association/Consumer Electronics Group announced a new wiring standard called the Consumer Electronics Bus which will enable microprocessor-equipped appliances built by one company to communicate with those built by another.

This means that more and more people will use sophisticated electronic and computer-controlled devices on a daily basis. Today, many children learn to operate machines even before they can read. At age four, the author's youngest son knew how to operate the remote controls of a video cassette recorder and television, find and play games on a Macintosh computer, use various cassette players, and heat food in a microwave oven. Operating machines is second nature to him.

Aircraft designers will have a new human factor element to consider. Instead of the automobile, electronic, and other industries mimicking the designs of equipment found in aircraft, the aircraft manufacturers may find themselves copying panel designs from these industries in order to avoid human factor problems in the cockpit. This is not to say that aircraft will lose their place on the cutting edge of technology, but that aircraft designers will have to be more aware of the designs of equipment made by other industries.

For example, affordable, hand-held GPS systems are now available for less than $1000 from a number of manufacturers. It won't be long before a dashboard-mounted GPS becomes a common option in automobiles and trucks. If the GPS receivers pilots find in their aircraft are very dissimilar from these car systems and hand-holds, human factor errors will occur.

In the past, pilots had to contend with transfer of learning problems between their airplanes and their automobiles. These problems will seem minor to the pilots of future generations who will have to contend with transfer of learning problems between their aircraft and their cars, their computers, their home entertainment systems, and numerous other gadgets, appliances, and machines, some of which have yet to be invented.

There will be international "standards" developed and accepted, sometimes by agreements and official decrees, but perhaps more often by the company that is able to sell the most of a particular product first. If a similar machine does not fit the accepted "norm" or the standard that people have become accustomed to, problems will arise.

A human factors problem occurred when Helikopter Service installed a new security system in the main office and hanger. Like the old system, the new one required the use of magnetic-strip identity cards. The old system required one to insert the card in the controller and punch in a four-digit code before the door would open. The new system required that the code be punched in first,
then the card inserted. If the card was inserted first and then the code punched in, as with the old system, a red light blinked indicating something was wrong.

On the first day, hardly anyone could get into the building. Even though instructions had been distributed beforehand, few bothered to read them, assuming wrongly that the new system worked the same way as the old one. Most people thought there was something wrong with their card or their code. The problem was the system itself; the fault was that of the engineer who had not realized that a "standard" for card-and-code door opening systems had already been established at the company.

There may have to be a radical change in the way aircraft are designed. In the past, the machine was foremost. The goal was to make the machine work and if a switch or lever was in an awkward position for the pilot, then he just had to adapt to it. Fortunately, this attitude has changed a great deal since World War II and aircraft designers spend much more attention to ergonomic factors inside the cockpit.

In the future, however, designers will also have to look outside the cockpit, at the numerous other sophisticated machines that are becoming or are already commonplace, when considering human factors problems.

Everything in the cockpit will have to be considered in this light. From the simplest mechanical things, such as the way the seats are adjusted, to the most sophisticated computer-driven systems. Designers will have to stay up-to-date with currently accepted standards in the "outside world." Are computer pull-down menus and "windows" so widespread that they should be considered standards to be used in the cockpit? Should the "QWERTY" keyboard found on typewriters or the keypad used on touch-tone telephones be the standard for aircraft navigation and computer systems? Should the clock be digital or analog, or both? Should the artificial feel in a fly-by-wire control stick have the same "feel" as a Nintendo joystick? These are the kinds of questions that must be constantly and continually asked.

To help answer questions like these, manufacturers must establish, promote, and use an effective feedback system so that ideas and suggestions from line pilots in the field can be obtained on a regular basis.

Every successful company believes it is "the man on the shop floor" who best knows how to do his job and who has the most useful suggestions about how to do it better. Good companies solicit information from every level.

In the author's experience, aviation companies are often very conservative and many even have military-like organizations. Information in military hierarchies goes up and down the chain of command, although it usually flows down a lot easier than it goes up. If the chief pilot or chief of maintenance does not agree with a line pilot's or mechanic's suggestion, the idea stops there and never gets to the manufacturer where it might have been accepted. The only exception is in the case of an accident. Then people are listened to.

A reporting system connecting line pilots directly to manufacturers would be an excellent way to get feedback about present and future cockpits.

CONCLUSIONS

The author readily concedes the subjective nature of this paper. However, given the fact that the very nature of the applied technology of human factors presupposes a degree of subjectivity, the author hopes his departure from the scientific method will not cause his conclusions to be summarily disregarded. In lieu of a feedback system described above, a forum such as this is one of the few ways a line pilot can make his observations and opinions known to people who can make a difference.

1. Flashing warning lights should only be used for the most serious of malfunctions; taking the proper corrective action and removing the hazard, should be the only possible way to extinguish a flashing warning light.
2. Extreme care must be used when designing a switch to function as both a switch and a warning light. One should not assume that a task people can do under normal conditions will still be error-free during an emergency.

3. Autopilot functions should be annunciated on the flight instrument relevant to each particular function.

4. All autopilot functions should be fully controllable from each seat. Single-pilot IFR capability is great, but it should be available to both captain and copilot alike.

5. It should not be possible for the autopilot to capture the glide slope portion of an instrument landing system until the localizer is captured.

6. Warning lights that illuminate every time a minor item, such as an autopilot coupler function, is switched off have a tendency to be ignored by pilots after a few hours of experience in the aircraft.

7. All radio frequency selectors should rotate the same direction: clockwise to increase frequency; counter-clockwise to decrease.

8. Moveable landing or search lights should move up when the switch is moved up and move down when the switch is moved down.

9. The language used on warning lights and switches should be consistent with the wording used in the flight manual, checklists, and other related material; the wording must be carefully chosen so that the most critical factor of a given malfunction is immediately comprehended; abbreviations should be consistent, logical, and easily interpreted; translations to other languages must be very carefully checked for correct meanings.

10. Electronic and computer-based systems must be constructed so they are not adversely affected by the environment.

11. Cockpit designers must look outside the cockpit, at the numerous other sophisticated machines that are becoming or are already commonplace, when considering human factors problems that may occur in the cockpit.

12. Manufacturers should establish, promote, and use an effective feedback system so that ideas and suggestions from professional pilots are obtained on a regular basis.

FINAL THOUGHT

If Dr. Lee's predictions about the proportion of human factor accidents reaching 100% is right, then constant awareness of and attention to human factor problems by everyone involved with the design and operation of aircraft will be the only way to prevent aircraft accidents in the future.
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ABSTRACT

The existing body of research to investigate airworthiness, performance, handling, and operational requirements for STOL and V/STOL aircraft was reviewed for its applicability to the tiltrotor and tiltwing design concepts. The objective of this study was to help determine the needs for developing civil certification criteria for these aircraft concepts. Piloting tasks that were considered included configuration and thrust vector management, glidepath control, deceleration to hover, and engine failure procedures. Flight control and cockpit display systems that have been found necessary to exploit the low-speed operating characteristics of these aircraft are described, and beneficial future developments are proposed.

NOMENCLATURE

CTOL  Conventional Takeoff and Landing
IMC  Instrument Meteorological Conditions
SAS  Stability Augmentation System
STOL  Short Takeoff and Landing
\( V \)  Airspeed
\( V/STOL \)  Vertical/Short Takeoff and Landing
\( \gamma \)  Flightpath angle
\( \theta \)  Pitch angle

INTRODUCTION

After many years of research and testing of numerous and diverse V/STOL concepts, the possibility is now emerging that tiltrotor and tiltwing aircraft might enter civil operations during the next decade (Refs. 1, 2). Indeed, the V-22 Osprey tiltrotor aircraft, a military prototype currently undergoing acceptance testing, is paving the way for possible civil applications.

During the past several years, various piloted simulations have been conducted of both of these design concepts (Refs. 3 - 5). The objectives of these simulations have included concept evaluation, detailed systems development, and the investigation of airworthiness and certification issues associated with the operation of these aircraft in instrument meteorological conditions (IMC) in the terminal area.

At the same time, many research efforts conducted over the past three decades have examined the stability and control, handling, and performance requirements for both powered-lift STOL transport-category aircraft and military jet V/STOL aircraft. References 6-11 and their associated bibliographies provide a comprehensive summary of this research. More recently, the introduction of digital flight control technologies has stimulated research in integrated flight/propulsion control for V/STOL aircraft, partly with the objective of providing a consistent control mechanism for the pilot over the high-speed and low-speed flight envelopes where thrust vector orientation differs markedly (Refs. 12, 13). Even though the tiltrotor and tiltwing design concepts received scant mention in the evolution of these V/STOL design requirements, much of this background research is relevant to these aircraft. Consequently, it is one objective of this paper to associate some of the airworthiness and piloting issues for these two aircraft design concepts with some of the general criteria contained in these references.

Considerable research has also been conducted over the past two decades to investigate operational procedures, flight control, and cockpit display systems needed to support terminal area operations by powered-lift STOL, V/STOL, and rotary wing aircraft in IMC. In addition to exploiting the short or vertical landing capabilities of these aircraft, the expectations implicit in this research have been to take advantage of their potential to operate in airspace not easily used by higher speed conventional...
aircraft and hence increase the throughput of the air traffic control environment. The low-speed kinematics associated with these operations dominate many of the piloting issues, such as the initial deceleration procedure, the determination of the scheduled glidepath angle, the corresponding selection of the aircraft approach configuration, the attendant safety margins, and the influence of winds and turbulence. Hence, much of this research is also generally applicable to tiltrotor and tiltwing operations (Refs.14-17).

In addition, investigations focusing on IMC terminal area operations specific to the tiltrotor and tiltwing design concepts have been conducted. A large moving-base simulator was used to evaluate three candidate conversion procedures for tiltrotor aircraft executing 6 degree instrument approaches (Ref. 3). A subsequent simulation evaluated various levels of control integration and flight director sophistication during both constant speed and decelerating approaches on glidepaths as steep as 25 degrees (Ref. 4). For the tiltwing concept, flight tests in simulated IMC using a programmable electronic display system for approach guidance were conducted (Refs. 18-20). The research reported in Ref. 21, although conducted in “visual” conditions, represents a recent ground-based simulation of the tiltwing concept that included investigations of decelerating and descending approaches to hover.

This paper seeks to distill from this body of prior research those piloting considerations deemed important in the operation of civil tiltrotor and tiltwing aircraft. In the presentation which follows, the distinguishing characteristics of each design that impact pilot control are discussed briefly. Basic procedural philosophy from transport category CTOL operations is reviewed to establish a desirable guideline for civil V/STOL operations. Next, configuration management issues associated with thrust vectoring and conversion from cruise to powered-lift flight are discussed, including recommendations specific to both tiltrotor and tiltwing concepts. Glidepath tracking considerations are reviewed, including comments concerning the execution of curved, decelerating, and descending approaches. Throughout, there is discussion of flight control and cockpit display systems that must be provided to ease the piloting task. Finally, some of the piloting considerations that would be involved in the event of engine failure during the steep approach (or go-around) are reviewed.

**PRINCIPAL FEATURES OF TILTROTOR AND TILTWING**

The tiltrotor and tiltwing design concepts have significant differences that have long presented the opportunity for interesting technical discussion (Ref. 22). Although it is not the objective of this paper to promote the relative merits of each design concept, some of their unique characteristics are worthy of emphasis because they lead to differing piloting considerations for the operation of these vehicles in instrument conditions in the terminal area.

Throughout this paper there is little discussion of basic dynamic response criteria, particularly for the angular degrees-of-freedom that are important for the inner control loops. This is not to de-emphasize the importance of these handling qualities to the pilot, but rather is recognition of their already thorough treatment, exemplified in Refs. 7, 8, 10, and 11. Following the approach taken in Ref. 7, for example, it is assumed that good attitude stabilization is provided so that handling qualities in the pitch axis particularly are not a consideration.

Two aircraft, the XV-15 Tiltrotor (Ref. 23) and the CL-84 Tiltwing (Ref. 24) are used to illustrate the principal features of each concept. The helicopter-like characteristics of the XV-15 (Fig. 1) are embodied in two features, the significantly lower disc loading (Table 1), and the use of longitudinal cyclic pitch. Low disc loading results in good low-speed operating efficiencies, lower noise, lower downwash impingement effects, and good vertical axis damping in hover and during low-speed steep approaches.

The use of cyclic pitch control introduces a rotor flapping degree-of-freedom not usually found in tiltwing designs. Not only does this feature eliminate the need for a separate moment-generating device for pitch control at low airspeeds when the nacelles are rotated, it also alleviates some of the sustained pitch attitude changes that otherwise would be required to orient the thrust vector.

<table>
<thead>
<tr>
<th></th>
<th>Tiltrotor</th>
<th>Tiltwing</th>
<th>Helicopter</th>
</tr>
</thead>
<tbody>
<tr>
<td>CL-84</td>
<td>13</td>
<td>41</td>
<td>7.7</td>
</tr>
<tr>
<td>XV-15</td>
<td>41</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S-76B</td>
<td></td>
<td>13</td>
<td></td>
</tr>
</tbody>
</table>

*At design max hover weight
*bAt design gross weight

For the CL-84 Tiltwing (Fig.2), the higher disc loading and the fully immersed wing are mainly responsible for its unique characteristics. Much higher propulsive efficiencies make the tiltwing more suitable for missions that emphasize cruise performance, while at low speed, downwash velocities are high and vertical damping is low. Furthermore, the high drag associated with the fully immersed and tilted wing, and the absence of any propeller
Figure 1. XV-15 Tiltrotor

Figure 2. CL-84 Tiltwing
flapping degree of freedom both serve to make pitch attitude an unusually ineffective control at low speed for accomplishing speed or flightpath control. In the tiltwing, an auxiliary effector is used in the absence of propeller cyclic for pitch attitude control at low speed.

One of the major differences in the two designs is reflected in their level flight “conversion corridors”, depicted in Fig. 3. Figure 3(a) shows the relatively wide range of airspeeds available to the XV-15 pilot in level flight at nacelle angles above zero (Ref. 23). In contrast, Fig. 3(b) shows that the CL-84 pilot had available only a very narrow range of airspeeds at each intermediate wing angle when constraints on comfortable pitch attitudes are taken into account (Ref. 24). To be discussed subsequently, these characteristics are the source of important procedural, workload, and handling qualities considerations for the pilot in his configuration management of the aircraft during terminal area entry, approach, and landing.

Further information concerning the pilot control requirements during the conversion to powered-lift is revealed in the level-flight power-required curves for the XV-15 and CL-84 shown in Fig. 4 (Refs. 25, 24). The progression of operating points from the frontside of the power-required curve during initial maneuvering, to the minimum drag point (typically) during steep low-speed descent, and then fully onto the backside for deceleration to hover is of significance. Especially for the tiltwing, a large increase in power is required as hover is approached. Associated with this change in operating points for both concepts, and corresponding to the change in orientation of the thrust vector angle from horizontal to vertical, is a change in pilot technique for managing airspeed and flightpath angle. Some of the pilot control and cockpit display issues involved in transitioning from a conventional “frontside” technique to a “backsiden” control technique during precision instrument approaches are described in Refs. 4, 8, 13, 15, and 26.

The flightpath angle-airspeed (γ-V) trim maps described in Ref. 8 portray best the piloting technique, aircraft performance, and safety margin considerations associated with the low-speed steep approach configurations. The γ-V map for the simulated tiltrotor aircraft of Ref. 4 in the approach configuration with nacelle angle 80° is shown in Fig. 5(a). The vertical slopes of the constant attitude lines indicate that flightpath control about the scheduled 6 degree path, D in Fig. 5(a), can be achieved with minimum crosscoupling into speed using power adjustments alone while maintaining constant attitude. The locally horizontal segments of the constant power lines indicate that airspeed control about the scheduled operating point can be achieved with minimum crosscoupling into flightpath by using attitude adjustments while maintaining constant power. The
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Figure 4. Level-flight power required. (a) XV-15; (b) CL-84

relatively shallow gradient between the constant attitude lines indicates that pitch attitude changes would be moderately effective in controlling airspeed with a sensitivity of about 6 kt/deg. Yet the speed-attitude stability of the tiltrotor is strong enough that the piloting technique of maintaining a specific pitch attitude reference during approach (within 0.5 degrees for example on an expanded-scale attitude indicator) would be effective in maintaining the approach airspeed within a narrow range. A good pitch-attitude-hold stability augmentation system (SAS) would greatly facilitate this aspect of the pilot's control task.

In comparison, the tiltwing is characterized by such excessive speed stability that the use of pitch attitude is considered impractical as a mechanism for speed control because excessively large attitude changes would be required. This consideration becomes of particular concern for civil operations, where pitch attitude usage for both trim and control should be kept within about 5 degrees of fuselage level. Figure 5(b) shows a γ-V map representative of a tiltwing with wing angle 40. Flight-test data from Ref. 24 were used to plot the strikingly steep gradient between the constant attitude lines, only 1.2 kt/deg. Changes in the component of gravity along the aircraft longitudinal body axis brought about by pitching are offset by the large changes in drag that result from only very small speed changes.

Pitch attitude thus cannot be used effectively as an active method for setting or even for regulating airspeed in the tiltwing. Rather, airspeed is so strongly determined by wing angle that pitch attitude should be considered simply as a configuration setting, controlled most effectively by a good attitude-hold SAS. In the final analysis, speed regulation at the intermediate and higher wing angles is of little importance anyway, since it has little influence on aerodynamic safety margins, or on trajectory. Instead, wing angle and power setting strongly dominate these considerations.

Finally, the buffet that is characteristic of the tiltwing in the low-speed descent configuration poses significant design, piloting, and operational considerations, since it presents a significant limitation on feasible descent and deceleration profiles. Figure 6 from Ref. 27, to which
flight-test data provided in Refs. 24 and 28 have been added, depicts the buffet boundaries for the CL-84 prototype and a subsequent model, the CL-84-1 aircraft. The buffet occurs when operating near the maximum lifting conditions for the wing, and is thought to be influenced by the basic wing chord/propeller diameter ratio, the details of the wing leading edge and trailing edge flap schedules, the fuselage incidence angle as reflected by the trim pitch angles used for approach (nosedown attitudes were alleviating), and details in local wing contours and surface condition. The reasons for the differences in the buffet characteristics between the two models were not well understood even by the aerodynamic designers (Ref. 27). Indeed, the published data appear to be somewhat inconsistent, suggesting that efforts were constantly underway to improve the aerodynamics associated with the problem.

Reference 28 describes a buffet encounter in the CL-84-1 in the wing 40 configuration that represented a limiting flight condition: "Although the power was held constant for the next 7 to 8 seconds, the indicated rate of descent did not stabilize and continued to increase (above 850 fpm) until buffeting and nose and wing drop occurred." Relatively small low frequency pitching oscillations frequently preceded nose-drop. Although progressively deeper penetration into buffet represented a significant disruption to the flight condition, recovery of the aircraft was easily effected by adding power.

The significantly different characteristics of these two aircraft designs, and their clear differences from CTOL aircraft argue undeniably for special operating procedures. Yet it is important to recognize that there remain aspects of their operation that can be patterned beneficially on CTOL experience.

**CTOL OPERATING GUIDELINES**

It might be said that there are at least two fundamental differences between CTOL and V/STOL operations. The first arises from the operating environment. To facilitate the integration of V/STOL aircraft in the confined noise-sensitive route structures of busy terminal areas and to exploit the operating potential of these aircraft, curved and steep flightpaths to vertiports or to designated sections of existing airports will be required. The unusual low-speed kinematics and the correspondingly greater effect of winds at the surface and along the approach path impact both the
geometry of terminal area flightpaths and the descent and climb performance of the aircraft in its low-speed high-drag configuration.

The second fundamental difference is associated with the requirement to orient the thrust vector from a general horizontal direction to a vertical direction in order to gain access to the low-speed portion of the flight envelope. This creates unique configuration management and aircraft control problems for the pilot, and for the designer who seeks to alleviate some of the lift, thrust, drag, and pitching moment effects on the pilot's behalf through various sophistications in flight/propulsion control integration.

These differences notwithstanding, there is a clear need and good justification to strive for close similarity with the operational procedures and flight control characteristics that have evolved over decades of operating CTOL aircraft in the civil environment. These procedures and characteristics, broadly reflecting simplicity and conservatism and motivated largely by achieving maximum possible safety, are often substantially different than ones that may be appropriate for the military missions with which V/STOL aircraft typically have been associated. Hence, it may be important to emphasize within the V/STOL community the sometimes differing character of civil operations as civil V/STOL designs are developed. Those operational procedures and flight control considerations that follow CTOL experience and which are relevant to the theme of this paper are discussed below.

1. On arrival in the terminal area, a reasonable maneuvering speed is established that is consistent with air traffic control requirements. This typically involves an initial flap setting and a speed in the vicinity of 200 kt. For V/STOL aircraft, there would also be preparation for initial thrust vectoring (such as wing or pylon unlock).

2. At a well delineated point just prior to beginning descent, the approach configuration is established while in level flight. For a CTOL aircraft, this often involves several progressive flap selections, each accomplished by a single pilot or co-pilot action. Specific guidelines are used to determine when it is appropriate to effect the next configuration change, such as known distance from the final approach fix, approaching glideslope intercept, or crossing the outer marker. Configuration changes are designed or indeed required to be benign to the pilot's control task and to the quality of the passengers' ride. For V/STOL aircraft, these configuration changes would involve thrust vectoring. The final action just prior to beginning descent (such as undercarriage selection) is often one that yields the drag and thrust settings appropriate to the scheduled descent angle.

3. During descent, the pilot is actively manipulating at most two longitudinal controls, one to maintain or adjust the flight reference (usually airspeed) and the other to maintain the flightpath. Prior to landing, there may be at most one more single-action configuration change, such as the selection of final landing flaps. The lateral flightpath is maintained by actively manipulating the same pilot control inceptor used for active control in the longitudinal axis. In normal circumstances pedal control is not required.

4. Should an engine failure occur at any point on the
approach, there is at most one single-action configuration change needed to continue to land, or to achieve a positive climb rate if the pilot elects to go around.

These important guidelines are reflected in the proposed airworthiness standards for civil powered-lift aircraft contained in Ref. 8. The remainder of this paper discusses the terminal area operation of civil tiltrotor and tilting aircraft in the context of these well-established general procedures.

**CONFIGURATION MANAGEMENT DURING INITIAL CONVERSION**

**Findings from Previous Tests**

In V/STOL aircraft, decelerating transitions to hover have typically been more difficult to perform than accelerating departures. Even so, the management of aircraft configuration through conversion from cruise to hover did not emerge as a significant problem area until flight in instrument conditions was investigated (Refs. 18, 29). Reference 20 describes some of the piloting difficulties encountered in the CL-84 tilting aircraft during hooded partial conversions from wing 0 to wing 12, and subsequently, through wing 45 to hover. In that aircraft, the wing was tilted using a beep switch mounted on the top of the power lever. At wing 0, the wing-up tilt rate was 2 deg/sec, increasing linearly from wing 0 to wing 45 where it was maintained at 6 deg/sec. (The wing-down tilt rate was 12 deg/sec from wing 100 to wing 45, thereafter the rate decreased linearly to 3 deg/sec at wing 0.) Although these tilt rates at low wing angles seem modest, their nearly direct equivalence with angle of attack changes assured strong lift, drag, and pitching moment interactions. The effects of these interactions were the main causes for the slower wing tilt-rate scheduling. It is significant that these wing tilt-rates were developed for visual conversions conducted close to the ground where visual cues were good.

In simulated instrument conditions, the piloting difficulties encountered when converting from an initial wing 0, 120 kt configuration to the wing 12, 90 kt initial approach configuration consisted of a strong vertical response to initial wing incidence change, together with a strong nose-up pitching moment. The recommended technique for the CL-84 during this initial wing tilting was to reduce the power temporarily and to simultaneously adjust the fuselage attitude to level, a change of about 5 degrees. The CL-84 had a rather weak pitch SAS in this regime, so the pilot had little assistance in resisting the nose-up trim change and in coordinating the required nose-down pitch change. As the conversion progressed beyond wing 35, which corresponded to about 45 kt, the ballooning tendency decreased rapidly and power had to be added progressively. As described in Ref. 20, even though the correct coordination to maintain level flight during conversion was a demanding task, acceptable levels of performance could be achieved in visual conditions. However, when visual cues were limited to only those available from the CL-84 display symbology, the pilot workload became extremely high.

Similar piloting problems, described extensively in Refs. 3 and 29, were encountered during conversions in "visual" and IMC for simulated tiltrotor aircraft. Schedules ranging from full conversion in level flight to full conversion along the glidepath were investigated. It was determined that "instrument operations employing thrust vector conversion are going to have to provide some additional assistance to the pilot to achieve ratings in the 'satisfactory' category". In addition to the use of a threecue flight director system, consideration was given to the use of discrete nacelle angle detents rather than the incremental nacelle-rate "beep" switch which was located on the power lever. This detent concept was implemented subsequently and evaluated briefly with favorable results (Ref. 4). Not surprisingly, good attitude stabilization was found beneficial in suppressing unwanted pitching upsets arising from aerodynamic crosscoupling effects when first tilting the nacelles.

Indeed, there seems to be little justification in a civil V/STOL design for the pilot to exercise continuous control over the full range of thrust vector angles, as traditionally provided in the past. Instead, there seems to be a good foundation for implementing several discrete, single-action configuration changes, each tailored to the inherent deceleration characteristics of the aircraft and for minimum crosscoupling. This tailoring would include an appropriate wing or nacelle actuation rate, as well as appropriate flap scheduling. If the pitching moments associated with initial vectoring are strong, an interconnect with the moment effector should be considered to absorb them. Alternatively, the authority and off-load features of the pitch-attitude stabilization system should be such that the moments can be contained. Consistent with existing CTOL procedures, it is preferred to implement these configuration changes as discrete selections in level flight, where the operational significance of flightpath disturbances due to configuration changes is minimized.

**Tiltrotor**

Shown in Fig. 7 is a possible level-flight conversion sequence for the 40,000 pound tiltrotor aircraft simulated in Ref. 4. Associated with the nacelle angle changes is the automatic flap schedule tabulated in the figure. A
manual flap setting of 20 degrees is first selected by the pilot to facilitate initial maneuvering and to reduce the trim pitch angle at lower airspeeds. Point C in Fig. 7 represents the nacelle angle 80° configuration that will be used for descent. Point D in Fig. 5(a) represents the trim conditions on the 6 degree glidepath chosen for this example. To arrive at this approach configuration in level flight with minimal power changes and with the most predictable and repeatable adjustments in pitch attitude, the sequential attainment of points A, B, and C might be recommended. Alternatively, it may be elected to bypass C, and transition directly from B to D upon glideslope intercept. In either case, the management of pitch attitude during this sequence and during the subsequent descent includes regulation about significantly different trim values, emphasizing the importance of pitch axis stability augmentation. In Ref. 4, an attitude-command system with the capability to "beep" the reference attitude to the desired reference value was used. A three-cue flight director was also found necessary to assist the pilot in maintaining the ± 100 ft standard for altitude performance during the level-flight conversion sequence (Ref. 30). The use of attitude-command stability augmentation and flight director guidance is consistent with the findings of Ref. 17, which reviewed many prior investigations of systems requirements for IMC approaches in both helicopters and V/STOL aircraft.

This depiction of the conversion trajectory as a succession of quasi-steady trim conditions is an idealization, since power will still have to be retarded and pitch angle reduced to counter ballooning. Nevertheless, the proposed trajectory represents a useful goal in determining programmed flap and nacelle angles to be achieved in response to each single action configuration change. A final smaller (single-action) configuration change to nacelle angle 90°, and a final deceleration would be accomplished late in the approach in order to adjust the trim pitch angle to a range more appropriate for hover and subsequent vertical landing at E.

The data of Fig. 7 were used to plot the conversion corridor shown in Fig. 8, bounded by trim pitch angles deemed in a comfortable range for civil operations. The higher speed portion of the corridor is further limited by torque available at the lower nacelle angles. In the presence of these practical constraints the conversion corridor for the simulated tiltrotor aircraft of Ref. 4 is seen
Figure 8. Tiltrotor conversion corridor with attitude limits

It should be emphasized that the extreme narrowness of the tiltwing conversion corridor shown in Fig. 3(b) does not imply any difficulty for the pilot in remaining within it. Rather, it reflects an unusually constrained relationship between aircraft configuration and airspeed over which the pilot has little control other than by adjusting wing angle. The utilization of wing angle during the approach and landing, and the influence of this on height control requirements dominate the pilot’s task.

For the tiltwing aircraft entering the terminal area, initial procedures would involve a manual flap selection to facilitate maneuvering down to an airspeed in the vicinity of 120 kt, as well as preparation for wing tilting. This would include unlocking the wing, engaging the drive mechanism for the tail-mounted propeller used for low-speed pitch control, and selecting the higher propeller rpm needed for V/STOL operation. For the tiltwing aircraft represented by the conversion characteristics shown in Fig. 3(b), the very strong pitch-heave coupling associated with the first 10-15 degrees of wing angle change, combined with the recommended procedure of simultaneously adjusting fuselage angle to level, both argue strongly for a slowly programmed initial configuration change to about wing 15. Other aerodynamic surfaces such as leading and trailing edges flaps would be scheduled automatically. Selection of this configuration change should be accomplished by a single pilot action, not through the incremental or sustained operation of a wing-tilt rate switch. Control over pitch attitude during this period might be achieved most effectively with an attitude-command system for which the pilot “beeps” the reference attitude down to level. A tailored pitch command implemented within the flight director display would probably be helpful. Additional single-action selections to wing angles 25 and 40, for example, would provide flexibility to the pilot in dealing with strong headwinds during approach while also configuring the aircraft beyond the range where ballooning is most problematic. Although these sequential configuration changes would position the aircraft for the

to be significantly narrower than first implied by the XV-15 corridor that was presented in Fig. 3(a).

**Tiltwing**

It should be emphasized that the extreme narrowness of the tiltwing conversion corridor shown in Fig. 3(b) does not imply any difficulty for the pilot in remaining within it. Rather, it reflects an unusually constrained relationship between aircraft configuration and airspeed over which the pilot has little control other than by adjusting wing angle. The utilization of wing angle during the approach and landing, and the influence of this on height control requirements dominate the pilot’s task.

For the tiltwing aircraft entering the terminal area, initial procedures would involve a manual flap selection to facilitate maneuvering down to an airspeed in the vicinity of 120 kt, as well as preparation for wing tilting. This would include unlocking the wing, engaging the drive mechanism for the tail-mounted propeller used for low-speed pitch control, and selecting the higher propeller rpm needed for V/STOL operation. For the tiltwing aircraft represented by the conversion characteristics shown in Fig. 3(b), the very strong pitch-heave coupling associated with the first 10-15 degrees of wing angle change, combined with the recommended procedure of simultaneously adjusting fuselage angle to level, both argue strongly for a slowly programmed initial configuration change to about wing 15. Other aerodynamic surfaces such as leading and trailing edges flaps would be scheduled automatically. Selection of this configuration change should be accomplished by a single pilot action, not through the incremental or sustained operation of a wing-tilt rate switch. Control over pitch attitude during this period might be achieved most effectively with an attitude-command system for which the pilot “beeps” the reference attitude down to level. A tailored pitch command implemented within the flight director display would probably be helpful. Additional single-action selections to wing angles 25 and 40, for example, would provide flexibility to the pilot in dealing with strong headwinds during approach while also configuring the aircraft beyond the range where ballooning is most problematic. Although these sequential configuration changes would position the aircraft for the
steep descent portion of the approach, continuous control of higher wing angles must somehow be provided in order to achieve hover.

**STEEP DESCENT**

**Tiltrotor**

Having established the desired approach configuration, represented by C in Fig. 7, and just prior to capturing descent guidance, the tiltrotor pilot reduces power and lowers the undercarriage with the objective of arriving at the scheduled descent condition represented by point D in Fig 5(a). Many of the pilot control considerations during the steep low-speed descent are evident from this figure. The 6 degree descent condition selected corresponds to a still air descent rate of 785 fpm, a suitable margin from the maximum value of 1000 fpm recommended in Refs. 6 and 8, and close to the nominal 500 fpm recommended for low-speed aircraft in Ref. 28. The 15 degree angle-of-attack line shown in Fig. 5(a) does not necessarily represent any limiting aerodynamic phenomenon, but in general, any aerodynamic limits along with the minimum and maximum power limits would be represented on this diagram. The nearly vertical constant attitude lines and the locally horizontal segments of the constant power lines at the scheduled operating point reflect little coupling between power and speed as long as attitude is held constant. This permits the pilot to track the glidepath easily using power alone, while simply maintaining a level fuselage angle. A good attitude-retention SAS would facilitate this task, especially in the presence of any transient pitching moments caused by power changes, or by atmospheric turbulence (Ref. 17).

As concluded in Ref. 4, also corroborated by research reviewed in Ref. 17, a three-cue flight director is essential to assuring satisfactory handling qualities and performance during steep approaches, even when conducted at constant speed. Further, the restriction of control in the longitudinal plane to the active manipulation of at most two inceptors, offers the potential identified in Ref. 15 for flying precision curved approach profiles in IMC. As identified in Refs. 15 and 31, the additional aid needed in these circumstances is an adequate means (such as a moving-map electronic display) to assure situational awareness during the approach procedure.

Consistent with other recommendations set forth in Ref. 8 for civil powered-lift operations and easily seen from the γ-V map of Fig. 5(a), (1) there are available at least four degrees of aerodynamic flightpath angle margin above and below the scheduled path with which to accomplish corrections, (2) level flight is easily achievable without any configuration change, and (3) ample safety margins exist surrounding the scheduled operating point to account for gusts and normal tracking errors. In addition, as required by Ref. 8, only two controls are being actively manipulated to track the flightpath and maintain the speed reference.

**Tiltwing**

As readily seen from the comparative γ-V trim maps in Fig. 5, the situation during low-speed steep descent is very different for the tiltwing. The useful speed range is dramatically smaller, and the occurrence of buffet even at moderate descent angles severely limits the envelope available. An approach wing angle of 40 degrees and an airspeed of about 40 kt is used as the basis for this discussion, since characteristics of the CL-84 in this configuration are amply described in the literature.

The wing 40 configuration was selected for the CL-84 flight investigations of Refs. 18-20, whose emphasis was on IMC recovery of V/STOL aircraft to small ships. The approach profiles consisted of initial descents on 9 or 12 degree approach paths followed by level decelerations to hover at 100 feet. The wing 40 configuration was chosen as the best overall compromise towards minimizing handling difficulties during final stages of the approach to hover. In strong headwind conditions, a lesser wing angle was used with the objective of maintaining approach groundspeed in the vicinity of 40 kt. Although height rate damping was poor at these low speeds, necessitating display or flight director compensation, the control effectiveness was more consistent and there was less crosscoupling than at lower wing angles. The attitude stabilization system was reasonably effective in assisting the pilot in maintaining the fuselage attitude a few degrees negative during descent, a technique found effective to reduce buffet. However, the crosscoupling from power or wing angle changes to the pitch axis was still considered significant and a source of difficulty (Ref. 20).

The buffet characteristics of the CL-84 were not reported in Refs. 19 and 20 as presenting limitations or causing particular difficulties during the simulated IMC approaches. This implication of relatively benign characteristics is offset by the potential for the much more significant limitations that were described earlier. This characteristic of the tiltwing, barring its complete resolution in future designs, poses the difficulty that the pilot and passengers will likely encounter buffet routinely during descent, if not on the nominal path then during downward corrections to it. Most importantly, it represents a limiting angle-of-attack condition from which protection must be assured.

The methodology developed in Ref. 8 for this type of
DECELERATION TO HOVER

Operations to designated areas of existing airports might adequately require only short landings from approach conditions like those just described. However, operations to vertiports will require the capability for final deceleration to hover in poor visibility conditions. This final phase was investigated for the tiltrotor during the simulations reported in Ref. 4, and for the tiltwing during the flight-tests reported in Refs. 18-20.

Tiltrotor

Programmed decelerations along the glideslope to a ten foot hover were carried out on 9, 15, and 25 degree descent paths from initial speeds of 55, 35, and 20 kt respectively. The aircraft was first established in the final hover configuration with nacelle angle 90 degrees prior to glideslope intercept, and three-cue flight director guidance was used. The programmed deceleration rate to a 10 ft hover over the pad was 0.025g, or slightly less than 0.5 kt/sec. Breakout altitude was 200 ft, after which the remaining deceleration was accomplished using a combination of flight director guidance and visual references. On the 9 and 15 degree glideslopes, fully satisfactory pilot ratings were obtained for operations in calm air, and borderline satisfactory ratings were achieved in moderate turbulence. (The very steep 25 degree approaches involved high pilot workload, suggesting that such profiles would have to be strongly justified on the basis of vertiport siting requirements to receive continued consideration.) These results are consistent with the CTOL operating guidelines; no final configuration change was required after acquiring the glideslope, and only two longitudinal controls required active manipulation.

A six degree approach initially at 80 kt and nacelle angle at 80 degrees was also investigated. Programmed deceleration was again 0.025g and a 200 ft breakout altitude was used. A fourth flight director cue was incorporated to prompt the pilot when he should begin beeping the nacelle angle to 90 degrees. Satisfactory pilot ratings were achieved, even in moderate turbulence. Similar to the 9 and 12 degree approaches, glideslope tracking performance was approximately 0.2 degree standard deviation. Pilot rating and tracking performance data for the decelerating approaches of Ref. 4 are shown in Fig. 9. Since the power trim data shown in Fig. 7 for the nacelle 80 and 90 configurations indicate only small differences, it can be inferred that the small pitch attitude adjustment associated with selecting nacelle 90 could be accommodated easily within a final single-action selection. This would be comparable to the final flap selection in a CTOL aircraft.

An additional piloting consideration that was identified during the Ref. 4 simulations was the influence of pitch attitude during deceleration on the pilot’s field of view. To allow adequate visual reference to the landing zone and vertiport environment, pitch angles within about 5 degrees of level were desired. Although this consideration depends on the particular cockpit environment, it is also considered reasonable for passenger comfort.

Tiltwing

Although piloting considerations in achieving the final hovering configuration are relatively minor for the tiltrotor, they dominate the tiltwing deceleration. In the CL-84, the task in Ref. 20 consisted of beeping the wing from 40 to about 86 degrees while maintaining pitch attitude with the centerstick. Power was slowly increased as wing angle increased, and was modulated to maintain altitude. Despite the pitch SAS that incorporated only a weak pitch attitude term, both power and wing angle changes coupled into the pitch axis, requiring the pilot to intervene to improve attitude-retention performance. The benefits of improved pitch-attitude-hold characteristics in these circumstances were confirmed recently during
investigations conducted in a large moving-base simulator (Ref. 21).

During the CL-84 IMC flight-tests and in the simulation, not only were three longitudinal controls involved in the deceleration, they were also inappropriately available to the pilot. The most traditional and effective control inceptor, the stick, was used only for stabilization, a task that could be accomplished wholly by an automatic system, while the two remaining active controls needed to manage the flightpath were concentrated in one inceptor, the throttle lever. Further, Ref. 32 pointed out the potential confusion in the operation of these power-lever controls in gusty conditions near hover.

Various alternatives have been proposed over the years to resolve these dilemma, such as driving the wing with the longitudinal stick once established in the powered-lift regime. However, the emerging technology of flight/propulsion control integration is perhaps the most effective means for resolution, since it offers the opportunity to optimize not only airframe and propulsion dynamics and aerodynamics, but also the pilot control interface with the vehicle. Various forerunners of this technology have been evaluated both in flight and in piloted simulations (Refs. 13, 33). The concept is illustrated in Fig. 10, taken from Ref. 12. Since it involves modern fly-by-wire architecture, this approach has the added advantage of dispensing with a complex mechanical mixing box and associated control runs.

The piloting difficulties encountered during the IMC decelerations reported in Refs. 19 and 20 were attributed to both control and display factors. Both of the display formats used were exclusively situational in nature, without the incorporation of dynamic compensation in any of the controlled symbology elements. While both display concepts were deemed effective for providing deceleration guidance, both were criticized as deficient in compensating for low vertical damping during approach. Since these early investigations, considerable improvements in display concepts for the shipboard
recovery task have been developed (Ref. 34).

The tiltrotor simulations and the tiltwing flight evaluations both confirm the general findings of Ref. 17 that an integrated display format incorporating directly or implicitly groundspeed and range guidance to the hover point is required for decelerating approaches. The display requirements may be reduced if higher levels of control sophistication, such as velocity or acceleration command systems are incorporated. (It is worth pointing out that the very high velocity-damping of the tiltwing results in characteristics that are essentially velocity-command and hold in response to wing tilting.) In any implementation, there is a clear need for symbology drive laws tailored to vehicle dynamics, using methods such as those described in Refs. 15, 35, and 36.

**Effect of Crosswinds**

An important consideration for very low-speed and decelerating approaches is the effect of crosswind. For the pilot it represents perhaps the most significant accommodation that must be made between the air and ground reference frames, requiring the use of an additional control and creating additional display interpretation requirements. Both of these tasks can increase workload substantially in an IMC environment, especially when occurring simultaneously with deceleration.

A variable-stability helicopter was used to evaluate crab versus sideslip during steep decelerating approaches to 25 kt in crosswinds as high as 30 kt (Ref. 37). Only control considerations during simulated IMC were investigated; field-of-view and orientation issues at breakout were not addressed. Under these constraints, crabbed approaches were found satisfactory, as were sideslipped approaches up to a steady-state lateral acceleration level of approximately 0.07g. In the tiltrotor simulation reported in Ref. 4, the pilots evaluated lateral cyclic trim as an alternate means for generating the sideforce required for sideslipped approaches, finding that training in its use and the knowledge of current trim position were important requirements. An important additional control consideration is the availability of adequate authorities in both the yaw and lateral axes for steady-state trim, control, and disturbance-rejection purposes.

The display requirements in crosswind conditions require equally important consideration. Both head-up and head-down implementations are affected by large crab angles. Consistent with the findings of Ref. 17, and based on a review of recent electronic display concepts (eg. Refs. 34, 35), the display feature employed most frequently at very low speed appears to be a horizontal situation format with velocity-vector and landing-pad representation. Other display concepts, such as the flightpath oriented concept evaluated in Ref. 38, together with new head-mounted display technologies warrant further research.

**ENGINE FAILURE**

Aircraft control, propulsion system management, and aircraft performance are the primary considerations following engine failure. The cross-shafting that is incorporated in both the tiltrotor and tiltwing designs assures that roll and yaw moments are suppressed more
than was typically the case for the powered-lift configurations considered in the development of Ref. 8. Consequently, the tiltrotor or tiltwing pilot, like the helicopter pilot, does not have to deal with lateral-directional control transients and can instead concentrate on the longitudinal control task, particularly propulsion system and flightpath management.

Propulsion system management following engine failure, however, is different than in helicopters and more similar to that required in the powered-lift aircraft considered in Ref. 8. Because of the blade-angle governing system that is typically used on tiltrotor and tiltwing aircraft, the pilot (or an automatic power compensation system) must effectively advance the power-demand lever in order to make available additional power from the remaining engine(s). The reaction time in restoring approach power or in establishing go-around power can be a critical factor in minimizing altitude loss immediately following engine failure. A limited amount of research in this area for powered-lift STOL aircraft has been conducted (Refs. 39-41). One method for assuring that all of the remaining power is easily and immediately available to the pilot without the requirement for an immediate action is with the flight/propulsion control integration concept described in Ref. 12. An integrated flight/propulsion control system with these characteristics was developed and tested in a powered-lift STOL aircraft (Ref. 13). The automatic engine failure compensation feature incorporated in the V-22 Tiltrotor represents a direct approach to solving this problem (Ref. 42).

Tiltrotor and tiltwing aircraft which have been flown to date exhibit engine out performance that is similar to twin-engine helicopters. The operating gross weight is usually such that level flight cannot be sustained below some airspeed in the vicinity of 30 to 40 kt, even at maximum contingency power, or without exceeding transmission limits. As an example, the engine-out climb performance for the simulated tiltrotor aircraft of Ref. 4 is shown in Fig. 11.

If operating at low altitude and at an airspeed lower than about 40 kt at the time of engine failure, the aircraft is committed to land, or if at sufficient altitude, it can be accelerated to a higher airspeed to achieve sustained level flight or climb. In the tiltrotor, the pilot may use either a temporary reduction in pitch attitude or a forward nacelle tilt to achieve, if necessary, the required speed and thence the sustained climb. In the tiltwing, the pilot may have to establish a specific nose-up pitch attitude and the wing angle may have to be reduced simultaneously to achieve the necessary steady climb gradient. Either maneuver is severely challenging for the pilot. As indicated in Fig. 11, the pitch attitudes needed to maximize single-engine climb performance may vary significantly among configurations, pointing to potential benefits that may be gained from specially-programmed engine-out flight director guidance.

Reference 8 includes extensive discussion of both continued approach and go-around for low-speed powered-lift aircraft with one engine inoperative. Performance requirements as well as permitted pilot actions for

![Figure 11. One-engine-inoperative climb performance for the simulated Tiltrotor of Ref. 4.](image-url)
reconfiguration are proposed. Pilot or system delays in initiating the proper go-around action, the environmental conditions, and the obstacle field of the particular landing and take-off zone will all influence critical decision heights and required climb gradients. The recommendations offered in Ref. 8 and the experience to be gained in future V-22 operations can provide important guidelines for developing engine failure criteria for V/STOL aircraft decelerating to hover.

CONCLUSION

Piloting considerations in the operation of tiltrotor and tiltwing aircraft during instrument approach to hover have been discussed on the basis of prior flight-test and simulation investigations, and in the context of general research that has been conducted over the decades on powered-lift aircraft. Operational procedures that have been discussed were patterned on CTOL precepts. Where appropriate, previously developed airworthiness proposals for powered-lift STOL aircraft have been applied to tiltrotor and tilting V/STOL aircraft. Principal conclusions that can be drawn from this review suggest that (1) single-action discrete configuration changes are preferred that do not require continuous attention from the pilot, (2) attitude stabilization, probably attitude-command in pitch, is desired to reduce workload, and (3) a three-cue flight director are all required to achieve fully satisfactory pilot ratings for the conversion, steep approach, and deceleration. The use of deceleration guidance, including special cuing for setting configurations also appears to be required.

For the tiltwing, there are additional requirements. Low heave damping at the higher wing angles demands compensating dynamics in the flight director or in the vertical axis of the flight control system. The available descent envelope may be limited by airframe buffet. Finally, effective pilot control over wing tilt from initial conversion to hover may require advanced flight/propulsion control integration.

For both concepts, there is the need to investigate the potential of modern digital flight/propulsion control integration concepts to permit curved, decelerating, and descending approaches in constrained airspace. While the V-22 Tiltrotor is equipped with a redundant digital architecture, the pilot interface with the flight control system remains relatively conventional. At the same time, the thrust and power management systems in the V-22 are highly flexible and represent major advances, but they have not yet been integrated fully with the pilot's controls. These systems provide the means for fully integrated flight/propulsion control, optimizing the mechanization of the pilot's controls and simplifying the pilot's control task. Reductions in pilot workload to be accomplished in this manner can then lead to the benefits long expected from V/STOL aircraft, exploiting time and fuel operating efficiencies, and improving the throughput of the integrated air traffic control system.
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ABSTRACT
This paper addresses the design and pilot evaluation of the Core Automatic Flight Control System (AFCS) for the Reconnaissance / Attack Helicopter (RAH-66) Comanche. During the period from November 1991 through February 1992, the RAH-66 Comanche control laws were evaluated through a structured pilot acceptance test using a motion base simulator. Design requirements, descriptions of the control law design, and handling qualities data collected from ADS-33 maneuvers are presented.

NOMENCLATURE
ADS
AFCS
AGL
FCS
FMS
HMD
HQR
LH
MFD
NOE
PFCS
PMGW
RAH
SAS
VFR
D(s)
G(s)
K_a
K_r
P^(-1)(s)
F_B

Aeronautical Design Standard
Automatic Flight Control System
Above Ground Level
Flight Control System
Full Mission Simulator
Head Mounted Display
Handling Qualities Rating
Light Helicopter
Multi-Function Display
Nap Of The Earth
Primary Flight Control System
Primary Gross Weight
Reconnaissance Attack Helicopter
Stability Augmentation System
Visual Flight Rules
Desired Response
Aircraft Dynamics
Attitude Feedback Gain
Rate Feedback Gain
Plant Cancellation
Bank Angle

INTRODUCTION
The Comanche is the first helicopter to be procured under the new handling qualities specification ADS-33. Designed to be the next generation scout / attack helicopter, the Comanche incorporates many advanced technology features, including a high equivalent flap hinge offset bearingless main rotor and a FAN-TAIL™ antitorque system. In order to excel in its intended mission, as well as satisfy ADS-33, the Comanche flight control design is a multimode system that enables the pilot to tailor handling qualities to the varying demands of each mission. The heart of this control law design is the Primary Flight Control System (PFCS) and AFCS which were designed to make the Comanche mission capable in day / Visual Flight Rules (VFR) conditions. From the pilot's point of view, this control law structure is designed to allow the maximum maneuverability and agility of the Comanche to be exercised, and to provide adequate handling qualities in the event of multiple flight control system (FCS) failures. From the control law designer's perspective, it is structured to allow straightforward integration of all selectable modes including navigation and targeting levels of augmentation.

The Comanche flight controls take advantage of many new technologies in addition to its fly-by-wire digital architecture. In order to meet stringent weight and cockpit ergonomic specifications, the primary pilot control for longitudinal, lateral, and directional axes is a small displacement sidestick controller. The sidestick controller also features a limited vertical axis capability when used in conjunction with the Selectable Altitude Hold mode. The Comanche also uses a bi-ocular helmet mounted display (HMD) as its primary instrument display to allow the pilot to keep eyes out of the cockpit at all times. A visual and aural cueing system allows the pilot to maximize use of the flight envelope while not exceeding limits. Fly-by-wire architecture on the system level and use of these cockpit features with respect to piloting requirements permits the control law designer to layout a more flexible and robust design than would otherwise be possible with a mechanical system. At the same time, the design does not sacrifice the utility and safety elements of a sound mechanical design. This paper concentrates on the PFCS and Core AFCS design which was developed to comply with ADS-33 by using all of the preceding elements.

The Comanche Flight controls used in this evaluation were designed in detail based on the flight controls which resulted from preliminary design. Preliminary design was conducted at Sikorsky aircraft during the Demonstration / Validation and Prototype phases of the Comanche program. A formal ADS-33 evaluation of the Comanche Core AFCS will be conducted at the Sikorsky Full Mission Simulator (FMS) in 1993.
MODEL FOLLOWING STRUCTURE

The Comanche flight control system uses explicit model-following to meet the stringent requirements of ADS-33 and the Light Helicopter (LH) System Specification. Model Following control laws consist of a "desired response" and a "plant canceller" depicted in Figure 1. The plant canceller is an inverse first order transfer function used to cancel the inherent on-axis dynamics of the aircraft. The plant canceller is also designed to minimize the AFCS port activity for all modes of operation. The desired response portion of the model following control system is the transfer function of the response which the aircraft will follow if the errors between the model and aircraft are zero. This model following control system uses rate and attitude feedbacks where the feedback gains are $K_r$ and $K_a$ respectively. Refer to reference 1 for more information on explicit model following systems.

**FUNCTIONAL ARCHITECTURE**

The pilot is able to select Mission PFCS, Core AFCS, or Velocity Stabilization mode using the AFCS Control Panel located on the cockpit console. Altitude Hold may be selected during Core AFCS operation or during Velocity Stabilization operation. The fourth axis of the sidearm controller commands the vertical axis while Altitude Hold mode is engaged. Mission PFCS mode is the flight critical link between the pilot and aircraft. It may be manually selected or automatically selected following multiple identical failures in the AFCS. This mode of operation is unaugmented except for rate feedback in the directional axis. Core AFCS operation adds rate feedback in pitch and roll, and attitude feedback in pitch, roll, and yaw. Velocity Stabilization provides additional velocity and position referenced augmentation for degraded visual conditions and hands off operation.

The Architecture of Comanche Flight Controls is presented in Figure 2. In general, the pilot inputs are passed through command shaping which generates a high authority, high frequency command path. Rate stabilization and port limited AFCS commands are summed with the PFCS feedforward command and the total trim requirement in each axis to produce a total PFCS command. This command is mapped into a control mixing algorithm then scaled to produce a command used to drive the actuators.

**PFCS DESCRIPTION**

The forward loop shaping function is designed to provide three basic functions. First, notch filters and other appropriate filters are included to attenuate the effects of biodynamic feedback caused by structural modes. Second, it provides deadzones about the detent of the sidearm controller to overcome mechanical hysteresis and to prevent unintentional cross coupling into other axes. Finally, a nonlinear shaping map is used to desensitize the command near detent. For large inputs, the sensitivity is increased.

The Dynamic Shaping function is a generic architecture which consists of a second order over second order transfer function with variable parameters which define the gain and phase characteristics of the model. For Core and Mission PFCS operation, dynamic shaping is parameterized to provide control quickening. For AFCS operation, dynamic shaping is configured to provide a high frequency command and a rate command typical of the model-following control law architecture.

The primary function of the mode selector is to compute the parameters for the dynamic shaping function. The parameters; desired bandwidth, trim follow-up break frequency, command sensitivity, plant canceller sensitivity, and plant canceller break frequency completely describe the command shaping for all modes of operation. The Mode Selector function works in conjunction with the Dynamic Shaping to provide a smooth transition between the rate command model and the attitude command model. The attitude command model is used during selectable mode operation.

The Trim Follow-up / Transfer function contains two operations. First, Automatic Trim Follow-up is a low frequency network that accommodates unique trim repositioning of the sidearm controller for PFCS operation. It consists of a digital integration of the difference of the demixed actuator position and the PFCS trim requirement. Second, Trim Transfer integrates the trim requirement produced in the AFCS during AFCS operation. All trim is stored in a common location within the system therefore minimizing switching transients associated with disengaging the AFCS.

The Rate Augmentation function computes stability augmentation signals based on sensed rates in the pitch, roll, and yaw axes. In addition, the rate augmentation function includes airspeed scheduled feedback gains and structural mode filters. In degraded modes of operation, the Mission PFCS utilizes only yaw rate feedback and the Core PFCS uses no rate feedback. The use of yaw rate feedback in Mission PFCS greatly improves the directional axis response and was needed to satisfy Mission PFCS design requirements for Level 2 handling qualities in NOE flight.
The AFCS and trim ports were designed to comply with the failure recoverability requirement in ADS-33. The ports are authority and rate limiting devices respectively where low amplitude commands are passed while large commands are limited to a predetermined rate. The purpose of the ports is to permit the pilot to recover from unannunciated AFCS failures. In sizing the ports, consideration is given to AFCS failures and handling qualities of the aircraft. A small port tends to decrease the handling qualities of the aircraft while a large port may not permit recovery from a failure. The port size is set to try and meet both requirements.

The purpose of the mixing function is to decouple the initial response of the aircraft to pilot inputs. Commands from the four axes are row inputs into a four by four matrix multiplication while airspeed scheduled gains are column inputs. The outputs are pitch, roll, yaw, and collective commands that provide an uncoupled response. These commands, which have units of degrees of blade pitch, are processed through an actuator kinematic algorithm to produce three swashplate actuator commands and a Fantail actuator command in units of millimeters. The Demixing algorithm takes the swashplate actuator positions obtained from sensors and performs a matrix multiplication with the inverse of the mixing matrix. This function produces a feedback signal which is used for the trim follow-up function.

**CORE AFCS CHARACTERISTICS**

Core AFCS mode of the Comanche Control System provides a rate command/attitude hold response-type system at all airspeeds. This response type allows maximum use of the Comanche agility at all speeds. Figure 3 provides a graphical representation of the Core AFCS characteristics versus airspeed for the pitch, roll, and yaw axes.

The pitch axis provides attitude hold whenever the longitudinal axis of the sidemount controller is in detent. At airspeeds below 80 knots airspeed the maximum commanded pitch rate is a constant 60 deg/sec. Above 80 knots airspeed the maximum pitch rate is scheduled with airspeed to provide a nearly constant stick force per 'g' of commanded load factor. During aggressive turns at high speed, positive maneuvering stick stability is provided for load factor limiting of 1.5G, roughly equivalent to 30 degrees of bank, requiring the pilot to command aft stick. While for non-aggressive, shallow turns the aircraft remains coordinated requiring no pilot pitch command thus reducing pilot workload.
The roll axis provides attitude hold at all airspeeds whenever the lateral axis of the sidearm controller is in detent. At airspeeds above 60 knots airspeed the maximum commanded rate is 100 deg/sec. From 60 knots to 40 knots airspeed the commanded maximum roll rate decreases to 50 deg/sec.

The yaw axis provides heading hold at all airspeeds whenever the sidearm controller is in detent and the aircraft is not in a coordinated turn. Above 60 knots airspeed the yaw axis provides automatic turn coordination which allows the pilot to perform turns using only lateral stick inputs. In this configuration the directional axis of the controller commands sideslip.

**AFCS OPERATION**

The PFCS rate command signal from the Dynamic shaping function is passed to the AFCS where it is summed with other rate commands. Since the total AFCS rate command is in the body reference frame and the attitude sensors are in the earth reference frame, the commanded rates must pass through an axis (Euler) transformation. Comanche uses a standard Yaw-Pitch-Roll rotation sequence Euler angle system. It is important to note that the control laws do not tailor these transformations in any way. The result is a rate command in the earth reference frame. This rate is integrated to produce an attitude command signal in the Attitude Model function of the AFCS. The attitude model command is compared with the sensed attitude to create an attitude error. This attitude error is transformed back into the body reference frame via the Inverse Axis Transformation function.

**Attitude Hold in the Longitudinal, Lateral, and Directional axes** is accomplished using a proportional plus integral control system. The shaping of the attitude error signal into a proportional plus integral command occurs in the feedback shaping function. The attitude error signal is multiplied by the attitude feedback gain and trim integral gain and outputted to the AFCS port and Trim Port respectively. The integral signal is generated by the PFCS integrator which is located in the Trim Follow-up / Transfer function. The Feedback Shaping function also provides integral hold when the aircraft is in a non-maneuvering state.

The trim transfer algorithm is also resident in the Feedback shaping function. Trim from the AFCS is continuously moved onto the PFCS trim integrator via the trim port allowing the AFCS to have a steady state output value of zero. The performance of the AFCS may be enhanced in part by varying the trim transfer time constant.

The turn coordination function provides automatic turn coordination above 60 knots airspeed. The turn coordination algorithm uses roll angle and airspeed to predict the desired turn rate and then modifies it with lateral acceleration feedback and a roll rate signal to provide ball centered turns. Lateral acceleration feedback is faded out below 40 knots airspeed.

The Turn Coordination function calculates the desired Heading rate for a given bank angle, pitch atti-
tude, and airspeed. This rate is transformed into body axis pitch, roll, and yaw commands and summed with other rate commands in the AFCS.

**EVALUATION TESTING**

The Comanche AFCS control laws were evaluated in a simulator based pilot acceptance test. The simulator used to conduct the test is a six degree of freedom medium displacement motion base located at the Boeing Defense and Space Group, Helicopter Division facility in Philadelphia, Pennsylvania. The simulator uses a 30 foot diameter fixed dome onto which the simulated visual scene is projected. The computer image generator used to supply the visual is an Evans and Sutherland CT6 system.

The simulated Comanche cockpit features a Lear Astronics 3 axis sidestick controller mounted orthogonally to the seat. The displacement collective stick is configured for the desired range of motion. Friction is used to hold the stick in position and provide force feel.

Flight status symbology is available on the head-down Multi-Function Display (MFD) and the heads-up Kaiser Head Mounted Display. The HMD is the primary instrument which the pilot used for judging task performance during each maneuver. The HMD is displayed to the pilot using the Kaiser Helmet which projects the display over the outside scene. This allows the pilot's eyes to remain outside the cockpit. Figure 4A and 4B show the information presented on the MFD and the HMD.

The gaming areas developed for the piloted evaluation include an acceleration / deceleration area, Pirouette course, Rapid Sidestep course, and a Rapid Bob-up and Bob-down area. All other tasks were performed in the vicinity of the Edwards Air Force Base gaming area of the standard CT6 visual database. In some cases the gaming areas were enriched visually to assist in task performance.

During the formal task evaluation, the test pilot was left as the sole judge of the task performance with respect to the ADS-33 maneuver requirements. No task specific software was written to measure task performance. The pilot was advised any time his performance failed to meet the desired limits following the completion of the maneuver and before the pilot rating was recorded. Typically, a maneuver was repeated until the pilot was familiar with all aspects of the task at which point the Cooper-Harper Handling Qualities Rating Scale was used (refer to reference 2). All tests, except where noted, were conducted at Primary Mission Gross Weight (PMGW), mid Center of Gravity (CG), 2000 ft, and 95 degrees F.

**FIGURE 4A: HEAD-DOWN MULTIFUNCTION DISPLAY**
ADS-33 MANEUVERS AND TASK PERFORMANCE

A subset of tasks from ADS-33 were selected to provide a good evaluation of the handling qualities of the Comanche Core AFCS. The objective of the Core AFCS is to provide Level 1 handling qualities for mission task elements performed in Usable Cue Environment (UCE) of 1. Conditions having a UCE=1 have the best visual cues attainable. It is important to note that the simulation visuals by themselves reflect a UCE=2. The handling qualities ratings were not expected to be Level 1 overall. The following maneuvers were selected to evaluate the performance of the Core AFCS consistent with aggressive NOE flight: precision hover, pirouette, accel/decel, rapid sidestep, rapid slalom, transient turn, and rapid bob-up and bob-down. The following text lists the maneuver with a brief description about how it is performed followed by a task performance section for that maneuver. Figure 5 summarizes the handling qualities ratings for each task.

**Precision Hover** - For the Precision Hover maneuver the pilot is required to maintain a precision hover for at least 30 seconds in winds of at least 20 knots from the most critical direction. If a critical direction has not been defined, the hover shall be accomplished with the wind blowing directly from the rear of the rotorcraft. The hover altitude shall be equal to or less than 20 ft. Refer to references 3 for more descriptions of the performance criteria for each maneuver.

**Pirouette** - This maneuver is initiated from a stabilized hover over a point on the circumference of a 100 ft radius circle. The nose of the rotorcraft is pointed at a reference point at the center of the circle while the aircraft is at a hover altitude of approximately 10 ft. The maneuver consists of lateral translation, keeping the nose of the rotorcraft pointed at the center of the circle, and keeping the pilot station over the circumference of the circle. This maneuver is performed in both directions.

**Task Performance - Workload for this task with respect to the vertical axis was strongly dependent on the hover altitude. When attempted at 5 feet, there was significant workload to maintain this altitude. However, at 10 feet, the task was much easier, probably due to improved visual cues. The addition of the HMD was found to be significant for altitude and rate of climb cueing. With the HMD, the pilots were typically able to hold ±1 ft altitude.** Task rated Level 1 handling qualities, HQR=3.

**Task Performance** - The pirouette was demonstrated with level 1 handling qualities, HQR=2.5. The HMD was essential to task performance because the task required constant attention outside the cockpit. With the HMD the pilot was able to align his sight with the critical symbology needed for this maneuver (altitude and rate of climb). If the pilot had to cross check the MFD to verify performance the workload became too great to be considered minimal. Task completion was within the 45 second limit.
Acceleration and Deceleration - Starting from a stabilized hover, a rapid and aggressive acceleration is initiated up to an airspeed of at least 60 knots. Immediately, a deceleration is initiated and the aircraft is brought to a hover over a defined reference point. A constant altitude is maintained at or below 40 ft.

Task Performance - The altitude and course criteria was met without difficulty. However, the deceleration to a hover was difficult to judge due to the high pitch angle commanded during the flare. During flight test, when visual cues are UCE=1, the flare to hover will not be a problem. The HMD symbology was a valuable source of airspeed and altitude cues. Level 1 handling qualities, HQR=2.5.

Rapid Sidestep - This maneuver is started from a stabilized hover, with the rotorcraft oriented 90 degrees to a reference line marked on the ground. A rapid and aggressive lateral translation is initiated with a constant heading up to a speed of between 30 and 45 knots. This speed is maintained for approximately 5 seconds followed by an aggressive lateral deceleration to hover. The maneuver is conducted at a constant altitude at or below 30 ft. The cockpit station is maintained over the reference line. This maneuver is performed in both directions.

Task Performance - This task is easier to perform to the left, since the critical HMD symbology was coincident with the pilot's line of sight. With UCE=1 conditions during flight test the pilot will not be as dependent on the HMD. Performance to the right will likely improve. Heading hold keeps the directional axis out of the pilot's primary workload, so the pilot is able to use the HMD to set lateral airspeed and then not worry about lateral position until the termination phase. Additionally, fore/aft drift was not a factor. Level 1 handling qualities, HQR=3 was achieved.

Rapid Slalom - This maneuver is initiated in level unaccelerated flight, and in the direction of a line or series of objects on the ground. The aircraft is rapidly displaced 50 feet laterally from the center line using a bank angle of at least 50 degrees. Direction is immediately reversed to displace the aircraft 50 ft on the opposite side of the center line. The aircraft is then returned to the center line as quickly as possible while maintaining a reference altitude below 50 ft. The maneuver is accomplished so that the initial turn is both to the right and to the left.

Task Performance - Even though the pilot was able to complete this maneuver within the specified tolerances, he did not have a strong sense that all tolerances had been met because the task unfolded too rapidly. Since the pilot had to command a bank angle of at least 50 degrees the maneuver lasted less than 10 seconds. Once the maneuver was mastered, performance was relatively repeatable, but the pilot had to consult observers to verify that altitude constraints were met. This inherently is a difficult maneuver due to its short duration and
manual workload. Simulator cueing probably also makes this task more difficult than would be the case in flight test. The task rated level 2 handling qualities, HQR=5.

Rapid Bob-up Bob-down - This maneuver is initiated from a stabilized hover at an altitude of 10 ft. An ascent is performed to clear an obstacle approximately 25 ft high to achieve a line-of-sight with a simulated threat. As soon as the target is stabilized in the sight, a descent is performed to the initial hover position. Total task time is 8 seconds.

Task Performance - This task was judged to exhibit level 2 handling qualities HQR=5 due to the high workload required to maintain position. The HMD used did not incorporate the latest Comanche design with dedicated hover symbology that provides additional cues to hold station.

Transient Turn - Starting at 120 knots and an altitude at or above 100 ft, a 180 degree heading change is made in as little time as possible. Use of yaw control to induce a lateral acceleration in the direction of the turn is acceptable. The maneuver is performed both to the right and to the left.

Task Performance - A combination of roll and yaw commands were used to satisfy this maneuver within its time constraints. It was easier to accomplish to the right since less anti-torque is required. The high bank angle created moderate workload in keeping the aircraft's pitch angle aligned with respect to the horizon. The aircraft handled satisfactorily considering the level of aggressiveness of the maneuver. This task was rated Level 2 handling qualities, HQR=4.

Core AFCS failure recovery was also evaluated using piloted simulation. The simulated failure included a single axis hardover to a control axis. The AFCS Output and Trim Transfer port authorities were set based on providing a system capable of recovery to a trim flight condition following a reasonable failure transient. The initial altitude for this evaluation was 40 ft AGL and the maximum desired body axis rate following the failure was ±10 deg/sec. This was relaxed for lateral axis failures, since lateral transients are more tolerable than longitudinal transients. The following lists the sequence of events following an unannounced AFCS failure; (1) The AFCS fails and a hardover occurs. (2) Following a 1 second delay, the pilot initiates a recovery and retrims the vehicle. (3) The pilot selects the AFCS using the button on the AFCS Panel. (4) The pilot must retract the vehicle as the hardover begins to linearly decay off the AFCS port. (5) Four seconds after the AFCS is deselected, the Mode Select parameters switch to the Mission PFCS values. (6) 12 seconds after deselect the PFCS Rate Augmentation path is linearly faded out. At this point the system is fully in Mission PFCS operation.

It is important to switch the hardover out in steps in order to minimize any secondary transients. The pilot must be able to track the hardover as it is fading out. The rate feedback gain is the primary system element which opposes and minimizes the failure transient. A detailed tabulation of port sizes versus rate feedback gains can be compiled to allow the flight test engineers to simultaneously vary rate feedback and port size as required during flight test to provide the desired stability and control response.

CONCLUSION

The simulator test found most of the maneuvers evaluated to have level 1 handling qualities. The maneuvers rated level 2 handling qualities were the Bob-up/Bob-down, Rapid Slalom, and Transient Turn. Improved HMD symbology now available would help improve all Handling Qualities ratings. The Bob-up/Bob-down maneuver can greatly be improved with the position hold function of the velocity stabilization mode. Position hold will allow the pilot to concentrate on the vertical axis without constantly correcting for lateral and longitudinal drift. The Transient Turn and Rapid Slalom are very aggressive maneuvers which require the pilot to fly within specified tolerances even though workload is expected to be high. These maneuvers may be considered more of a performance measuring tasks rather than a handling qualities tasks although the task descriptions do not read as such. While the Comanche is aerodynamically capable of completing this maneuvers, compliance with this mission task element is impractical and possibly undesirable because the aircraft must be taken to the limit of the maneuver capability to meet the criteria.

The simulation results indicate that Level 1 handling qualities ratings should be achievable for virtually all UCE=1 tasks in the real world.

REFERENCES


DESIGN AND PILOT EVALUATION OF THE RAH-66
COMANCHE SELECTABLE CONTROL MODES

Phillip J. Gold
Senior Engineer Handling Qualities
United Technologies Corporation, Sikorsky Aircraft Division
Stratford, Connecticut

James B. Dryfoos
Technical Specialist Flying Qualities
Boeing Defense & Space Group, Helicopters Division
Philadelphia, Pennsylvania

ABSTRACT
The RAH-66 Comanche helicopter has been designed to possess superior handling qualities over a wide range of flight conditions. The control laws have been tailored to satisfy the requirements of ADS-33C and the Weapon System Specification (WSS). This paper addresses the design of the Comanche Selectable Mode control laws (Velocity Stabilization / Hover Hold and Altitude Hold), which provide the additional stabilization and control augmentation needed when flying in a Degraded Visual Environment (DVE). An overview of the RAH-66 control laws is presented, including a detailed description of the Selectable Modes design. The primary focus of this paper is the results of piloted evaluation of these control laws in the Boeing motion-base simulator. These tests substantiate the detailed design of the Selectable Control Mode laws. All tested DVE tasks (ADS-33C, sections 4.4 and 4.5) were rated Level 1. Other evaluation tasks confirmed the mission suitability of the control system. These control laws are ready for formal ADS-33C compliance testing in the Sikorsky Full Mission Simulator (FMS).

INTRODUCTION
Control Law Design
The RAH-66 control system consists of a Primary Flight Control System (PFCS) and an Automatic Flight Control System (AFCS). The PFCS and AFCS use explicit model-following control laws to provide both control and stability augmentation. The PFCS is the flight critical portion of the flight control system while the AFCS is the mission critical portion. The AFCS augments the performance of the PFCS in order to meet the requirements of ADS-33C (Reference 1) by providing Level I handling qualities for all mission task elements in a Usable Cue Environment (UCE) of 1 or 2 and at least Level 2 handling qualities in a UCE of 3. To provide these capabilities, the AFCS consists of both automatic and manually selected modes which allow the pilot to tailor the control system for the existing flight conditions. These modes provide increasing levels of vehicle augmentation combined with improved control precision to produce superior flight performance and low pilot workload. The Core AFCS is the basic operational mode of the control system and allows the pilot to make full use of the maneuverability/agility of the Comanche.

The Comanche Selectable Modes, Velocity Stabilization (VELSTAB) and Altitude Hold (ALTHLD), can be engaged anywhere in the flight envelope in order to respond to changing flight/visual conditions or when reduced pilot workload is desired. VELSTAB provides air and ground referenced Velocity Hold, Hover Hold with linear Velocity Command, and ground referenced Low Speed Turn Coordination. ALTHLD provides either radar or barometric referenced Altitude Hold with automatic reference switching and Rate of Climb Command. A simplified block diagram of the longitudinal VELSTAB axis and its integration with the PFCS and Core AFCS, is presented in Figure 1. In the PFCS, pilot inputs are passed through appropriate command shaping to generate a high authority, high frequency command path. Rate
stabilization and port limited AFCS commands are summed with the PFCS feed-forward command and the total trim requirement in each axis to produce a total command vector. The resulting command vector is mapped into actuator position commands through mixing to drive the control surfaces. The AFCS, which includes VELSTAB / Hover Hold, consists of attitude, velocity, and position models and both feed-forward control augmentation and feedback stabilization to the PFCS for model following.

Preliminary design of the Core AFCS and Selectable Modes was conducted at Sikorsky during the LH DEM/VAL contract and as part of the current prototype contract. Following preliminary piloted evaluation in the Sikorsky FMS, the control laws were transferred to the Boeing facility for detailed design and further pilot testing. The "final" detail design has been recently returned to Sikorsky.

**PFCS / Core AFCS Operation and Structure**

The Comanche PFCS control laws are partitioned into two distinct layers: Core and Mission PFCS. While these control laws use a common structure, they are parameterized differently. Both are degraded modes with respect to the default Core AFCS control laws. The system reverts to the Mission PFCS when the Core AFCS is either deselected or multiple failures occur. The system automatically reverts to its most degraded flight capable mode. Core PFCS, when the sensor requirements of the Mission PFCS are no longer available. The Core PFCS may be characterized as a fixed gain system that does not rely on any feedback sensors. The Mission PFCS features airspeed scheduling of parameters and yaw rate damping. Both sets of control laws feature command shaping that has been designed to be commensurate with the types of tasks envisioned for the respective degraded modes.

The Comanche Core AFCS control laws complement those in the PFCS. The PFCS control law structure is augmented with attitude and heading hold control laws. On each axis, the parameters of the PFCS command shaping are altered to provide the basis for the AFCS model-following control laws. Rate feedback is added to the longitudinal and lateral axes of the PFCS (note, the directional axis already includes rate feedback through the Mission PFCS). Collectively, these control laws execute an explicit model-following rate command / attitude hold (RC/AH) system.

The Core AFCS predominantly executes the attitude hold portion of the overall control law. Full-time attitude stabilization is featured via the model following control structure. Integral hold of commanded attitudes and heading are featured once the aircraft is brought to trimmed state, to enhance disturbance rejection. All steady state attitude errors are washed out of the AFCS and transferred to the PFCS trim follow-up module. In this manner, all trim resides in the PFCS. Since the Comanche is not expected to be constrained with respect to inertial attitude, the attitude errors of the AFCS are
Velocity Stabilization / Hover Hold

The Velocity Stabilization mode is engaged manually by pressing the VEL/HVR HOLD switch on the AFCS control panel. Figure 2. provides a graphical representation of the VELSTAB characteristics versus groundspeed for the pitch, roll, and yaw axes. The pitch axis response-type is attitude command / velocity hold (AC/VH) at all speeds, except when in the Hover Hold mode where a velocity command / position hold (VC/PH) response is provided. Although not required by ADS-33C, velocity hold was selected (instead of attitude hold) in order to further reduce pilot workload and more easily yield satisfactory (Level 1) handling qualities. Groundspeed is used as the velocity reference at low speeds, while airspeed is used at high speed.

The roll axis response-type is AC/VH at low speeds, except when in the Hover Hold mode (VC/PH) or when in a low speed coordinated turn (attitude command / attitude hold [AC/AH]). The roll response-type automatically changes modes from AC/VH to RC/AH between 60 and 80 kts. This combination of response-types provides the pilot with good tactile cues related to the roll attitude of the aircraft when maneuvering at low speeds while eliminating trim forces on the controller at high speeds when in a steady turn.

Hover Hold is enabled whenever the VELSTAB mode is engaged and Hover Hold engages when groundspeed, pitch and roll rates, longitudinal and lateral linear accelerations, and pitch and roll stick commands are all small. This 'gate' allows the pilot to maneuver through hover without being inadvertently grabbed by hover hold. As previously mentioned, the pitch and roll axis response-types are VC/PH when in the Hover Hold mode. The velocity command response is provided at groundspeeds of less than ±5 kts making it easier for the pilot to precisely position the aircraft in DVE conditions. Auto-moding of the pitch and roll response-types from velocity command to attitude command occurs when the pilot commands a velocity that exceeds the 5 kt threshold or when the pilot applies a large cyclic input. The second criteria allows the pilot to break out of Hover Hold quickly.

FIGURE 2. VELSTAB CHARACTERISTICS vs VELOCITY
speed when both groundspeed and airspeed exceed 60 kt, otherwise the reference is groundspeed. The Position Model calculates the inertial velocity error from the longitudinal and lateral velocity errors (body referenced) and heading. When position hold is engaged, this velocity error is integrated to yield an inertial position error. The inertial position errors are then converted back to body axis errors. This position error is passed to the VELSTAB Proportional and Integral Feedback Modules described below.

Acceleration Feedback is active when position hold is engaged. The commanded longitudinal acceleration is compared to the actual longitudinal acceleration and the acceleration error is passed to the Proportional Feedback Module described below.

To further enhance low speed operation, Wind Compensation is active when groundspeed is the velocity reference. Airspeed and groundspeed are compared to calculate the wind speed, which is multiplied by a gain to yield a feed-forward trim command. This signal is split into proportional and rate terms and sent to the Proportional and Integral Feedback Modules respectively. This implementation maintains a zero steady-state output.

The Proportional Feedback Module multiplies the acceleration, velocity, and position error signals by gains and sums the result. The wind and VELSTAB shaping compensation (described below) signals are then added and the total signal is passed to the Core AFCS Output Module (see Figure 4).

The Integral Feedback Module selects either the velocity error signal or the position error signal for integral feedback depending on whether position hold is engaged. The wind compensation signal is added to the selected signal and the total is sent to the Core AFCS Trim Transfer Module (see Figure 4).

VELSTAB Shaping Compensation (not shown) is active when in velocity command mode, and is used to cancel a portion of the PFCS commands. The PFCS feed-forward commands are lagged and then passed to the
Proportional Feedback Module. The net effect of this module is to yield a washed-out command shaping which is desired when in velocity command mode.

The Attitude Model Command function (not shown) cancels the low frequency trim follow-up contained in the pitch rate command input to the Core AFCS. It also adds a washout to get the appropriate pitch rate transfer function for velocity command mode. The output of this module is sent to the Core AFCS Pitch Rate Command Summation Module (see Figure 4).

Some mode switching of the longitudinal and lateral axes of the PFCS control laws are necessary for implementing VELSTAB. In the longitudinal axis, the Command Model (see Figure 1) parameters are changed to provide attitude command instead of rate command when VELSTAB is selected. In the lateral axis, the Command Model changes from a pure rate command to an airspeed scheduled auto-moding of rate and attitude command at high and low speed respectively when VELSTAB is selected. Moding to rate command is inhibited if VELSTAB is in the groundspeed reference mode (low groundspeed or airspeed).

Low Speed Turn Coordination
When VELSTAB is engaged, the yaw axis control laws provide automatic low speed turn coordination (LSTC), which is enabled above 15 kts groundspeed. This mode provides ground-referenced coordination (i.e. lateral groundspeed is minimized in a turn). The pilot can momentarily interrupt LSTC via the Turn Coordination Release switch. The yaw axis reverts to lateral acceleration referenced turn coordination when not in groundspeed mode (see Figure 2).

In order to provide ground-referenced turn coordination, longitudinal groundspeed and commanded bank angle are used to calculate a feed-forward commanded turn rate. A feedback signal proportional to lateral groundspeed is also calculated. This correction drives the aircraft lateral speed to zero so that the aircraft heading aligns with its ground-track in a turn.

Altitude Hold
The altitude hold mode is engaged manually by pressing the Altitude Hold (ALTHLD) switch on the AFCS control panel. This mode also engages automatically when in VELSTAB and the Hover Hold mode is entered. A simplified block diagram of the collective axis, both PFCS and AFCS, is shown in Figure 5. The Altitude Hold mode allows the pilot to maneuver the Comanche vertically using either the left-hand displacement collective stick or the vertical axis of the right-hand sidearm controller. The normal procedure for using the displacement stick is to press and hold the Trim Release switch prior to moving the control. This switch disengages the ALTHLD logic, disables the sidearm vertical axis, and releases stick trim. This allows the pilot to move the stick freely in order to

![Figure 5. Collective Axis Block Diagram](image-url)
maneuver the aircraft vertically. When the switch is released (trim engaged), the ALTHLD logic smoothly transitions the aircraft to level flight and then holds altitude. If the pilot moves the collective stick against trim without releasing trim, the ALTHLD logic senses this override condition and prevents the collective trim integrator from saturating. When the pilot ceases to override the control, the aircraft returns to its original altitude.

The response of the aircraft to vertical inputs applied to the sidearm controller is controlled by model following control laws similar to those found in the other axes of the control system. The response-type of the control laws is vertical rate command / altitude (height) hold (RC/HH). The maximum commanded vertical rate is ±600 ft/min.

The logic for switching between radar and barometric altitude references is a function of radar altitude, radar altitude reliable logic (from the MEP), or pilot selected reference (from a MEP menu). The altitude reference switches from radar to barometric at 300 feet radar altitude, which coincides with the altitude at which the radar altitude symbology disappears from the HMD. The ALTHLD logic has 25 ft of hysteresis so that the reference won't flip back and forth when the aircraft is flying near this limit. The radar altitude reference is a complementary filtered signal combining the low frequency portion of radar altitude and the high frequency portion of inertial vertical acceleration. The control laws provide a transient-free transition from radar to barometric altitude reference.

PILOT EVALUATION
A simulation experiment was conducted to document pilot acceptance of the detailed design for the RAH-66 Comanche Selectable Mode control laws. The test was conducted in the Boeing Helicopters motion-base simulator. Full specification compliance testing will be subsequently carried out at the Sikorsky Full Mission simulator.

Simulation Facility
The Philadelphia simulation facility uses a 30' diameter fixed dome onto which the simulated visual scene is projected. The two-place simulator cab sits atop a 6 degree-of-freedom motion-base within the dome. The visual scene is corrected for relative motion between the cab and the fixed dome. The scene is projected through 4 light valves onto the dome surface. The computer image generator used to supply the visual is an Evans & Sutherland CT6 system. Note, the CT6 visual databases have been tailored specifically for the tasks simulated in this experiment. The ADS-33 task related gaming areas used for this test included: Accel / Decel, Pirouette, Sidestep, and Bob-up / down.

The Hover, Hover Turn, and Slalom tasks were evaluated in the vicinity of the Edwards AFB gaming area of the standard CT6 visual database. An attempt was made to provide the pilot with sufficient cues in order to ascertain task performance relative to the specified constraints.

The Degraded Visual Environment was simulated by restricting the pilot's field-of-view (FOV) to match the Helmet Mounted Display (HMD) FOV. This was done by placing a black felt mask over the helmet visor with holes placed in front of the HMD optics. A portion of the mask was also removed so that the pilot could view the head-down displays (moving map and pilot instruments). An additional piece of felt was placed between the optical elements to prevent cross-eye intervisibility. Figure 6 is an illustration of the helmet. The test pilots estimated the field of view to be approximately 55° wide X 34° high which closely matches the Comanche design.
The Kaiser Helmet Mounted Display was used for all of the formal Selectable Modes testing. The HMD was cited as being essential to provide all of the cues necessary for the pilot to view all task constraints in the simulation environment. This was particularly true when the pilot's field-of-view was restricted to simulate the effects of flying with an HMD displayed visual image. With the RFOV, the pilots relied even more heavily on the HMD for cues.

The symbology displayed in the HMD (Figure 7) represented the LH DEM/VAL design. The symbology provides the pilot with the following heads-up information: horizon line, indicated airspeed, groundspeed vector (< 40 kt only) with acceleration cue and Hover Hold engagement cue (circle fills in), barometric altitude, rate of climb, radar altitude (< 300 ft only), pitch and roll attitudes, heading, and lateral acceleration (V > 40 kt only).

Cockpit Layout
The simulated Comanche cockpit featured a Lear Astronics 3 axis sidestick controller mounted next to the seat. The controller pitch, roll, and yaw orientation matches the Comanche design. The controller force characteristics were optimized during the PFCS / Core AFCS simulation testing. A DEM/VAL 4-axis controller, modified to approximate the force and displacement characteristics of the 4-axis controller design, was also available for several tasks. The collective stick was configured for the proper range of motion (6 inches) and was hydraulically backdriven to simulate the RAH-66 displacement collective force characteristics. The backdrive was also used to move the collective stick when the Altitude Hold mode was engaged.

Simulated Flight Conditions
All Selectable Mode evaluation was conducted at the following conditions: primary mission gross weight (PMGW - 10250 lb), mid CG (398.8 in), 2000 ft / 95 °F density altitude. The HMD was used for all tasks and the RFOV was used for formal pilot evaluation of DVE maneuvers.

Simulation Model
The math model representing the RAH-66 aircraft consisted of a classical (Bailey) rotor representation of the BMR, a fan-in-fin model of the FANTAIL™, and a simplified engine model. The control laws are modelled using the same algorithms that will be used in the flight aircraft. The flight control system redundancy was not modeled. Ideal sensors were assumed, i.e. sensor accuracy, dynamics, and filtering were not modeled.

Handling Qualities Assessment
During formal task evaluation, the pilot was the primary judge of task performance with respect to the desired parameters. Typically, this followed a series of familiarization sessions, during which both pilots and engineers scrutinized all aspects of the task performance relative to the specified maneuvers. Pilots did not commence the formal evaluation until they had become familiar with the control laws and the tasks. The Cooper-Harper Handling Qualities Rating Scale (Reference 2) was used to assess handling qualities with respect to the tasks evaluated.

**TASK DESCRIPTIONS**
The following tasks were evaluated during the simulation experiment. In general, the ADS-33C maneuvers were performed as written. Any changes to the tasks are indicated in italics.
ADS-33C DVE Maneuvers

Since the Comanche Selectable Modes were specifically designed to provide Level 1 Handling Qualities while performing the ADS-33C DVE maneuvers, these tasks were the primary focus of the simulation experiment. The following are only the task descriptions of the maneuvers. A complete description including desired performance is contained in Reference 1.

Hover. (ADS-33C 4.4.1) Maintain a steady hover at an altitude of not more than 6.1 m (20 ft) above the ground. Starting approximately 50 to 100 ft from the desired hover point, fly to the hover point and establish a stable hover. Approach may be made from any direction. Perform maneuver with both velocity command / position hold (V < 5 kt) and attitude command / velocity hold (5 < V < 10 kt) response-types. Pilot ratings for task shall include acquisition of hover point.

Hovering Turn. (ADS-33C 4.4.2) From a steady hover at an altitude of not greater than 6.1 m (20 ft), complete a 180 degree turn as rapidly as possible, in both directions.

Pirouette. (ADS-33C 4.4.4) Initiate the maneuver from a stabilized hover over a point on the circumference of a 30.5 m (100 ft) radius circle, marked on the ground, with the nose of the rotorcraft pointed at a reference point at the center of the circle, and at a hover altitude of approximately 3 m (10 ft). Accomplish a lateral translation around the circle, keeping the nose of the rotorcraft pointed at the center of the circle, and the circumference of the circle under the pilot station. Perform the maneuver in both directions.

Acceleration and Deceleration. (ADS-33C 4.5.1)
Starting from a hover over a defined point, accelerate to a groundspeed of at least 50 knots, and immediately decelerate to hover over a defined reference point. Acceleration may be delayed to adapt task to existing accel/decel course. Maintain a constant altitude at or below 12.1 m (40 ft).

Sidestep. (ADS-33C 4.5.2) Starting from a stabilized hover, with the rotorcraft oriented 90 degrees to a reference line marked on the ground (or a series of objects such as traffic cones, etc.), initiate a lateral translation at approximately constant heading up to a speed of at least 17 kts. Maintain constant speed for approximately 5 sec, followed by a lateral deceleration to hover. The maneuver is to be conducted at a constant altitude at or below 9.1 m (30 ft). Maintain the cockpit station over the reference line. The maneuver shall be performed in both directions.

Bob-up and Bob-down. (ADS-33C 4.5.3) From a stabilized hover at an altitude of 3 m (10 ft), bob-up to clear an obstacle approximately 7.6 m. (25 ft) high to achieve a line-of-sight with a simulated threat. Simulate the attack using a fixed gun-sight. Turn approximately 5 degrees to acquire the target. As soon as the target is stabilized in the sight, perform a descent to the initial hover position.

Slalom. (ADS-33C 4.5.4) The maneuver is initiated in level unaccelerated flight, and in the direction of a line or series of objects on the ground. Maneuver rapidly to displace the aircraft 15.2 m (50 ft) laterally from the center-line and immediately reverse direction to displace the aircraft 15.2 m (50 ft) on the opposite side of the center-line. Return to the center-line as quickly as possible. Maintain a reference altitude below 15.2 m (50 ft) AGL. Accomplish the maneuver so that the initial turn is both to the right and to the left.

Other ADS-33C Maneuvers

The following ADS-33C tasks were performed during the Core AFCS evaluation but were judged to require the additional stabilization provided by the Selectable Modes in order to achieve Level 1 ratings.

Hovering Turn. (ADS-33C 4.1.2) From a steady hover at an altitude of not greater than 6.1 m (20 ft), complete a 180 deg turn as rapidly as possible, in both directions, with a wind of at least 20 knots from the most critical direction. If a critical direction has not been defined, the turn shall be completed with the wind blowing directly from the rear of the rotorcraft.

Rapid Bob-up and Bob-down. (ADS-33C 4.2.3) From a stabilized hover at an altitude of 3 m (10 ft), bob-up to clear an obstacle approximately 7.6 m (25 ft) high to achieve a line-of-sight with a simulated threat. Simulate the attack using a fixed gun-sight. Turn approximately 5 degrees to acquire the target. As soon as the target is stabilized in the sight, perform a descent to the initial hover position.

Additional Tasks

The following tasks were performed to demonstrate other system requirements, to evaluate critical control law elements, and to substantiate mission suitability.

Turn to Target. (LH BAFO System Specification, section 2.3.2.1.2.4.1 - Reference 3) From OGE and IGE conditions in winds from zero to 45 knots from any direction, yaw 180° over a point. It shall be possible to maintain the axis of turn within a circle whose radius is 1.5 m at zero knots and 3 m at 45 knots over a point. The maximum excursion in vertical position shall be less than ±0.61 m at zero and ±1.22 m at 45 knots. Tolerance on heading shall be ±2 degrees. Time allowed to complete maneuver is 4.7 sec.

DVE NOE Mission. Perform a simulated NOE scout mission requiring the pilot to follow a prescribed path designated by waypoints on the HMD and head-down map display. The mission is to be flown in a DVE, with VELSTAB and Altitude Hold engaged.
Performance criteria:
- complete task within a predetermined time
- maintain altitude below 40 ft AGL
- maintain groundspeed at or below 25 kt (except for quick dash across open terrain)
- decelerate to a stabilized hover at each waypoint

SIMULATOR TEST RESULTS
This section provides the results of the pilot simulation evaluation of the Selectable Mode control laws. A brief discussion of the degraded visual environment is presented, including data from a UCE test. Data is in the form of Cooper-Harper handling qualities pilot ratings and summaries of the pilot comments with respect to each task.

Degraded Visual Environment
Restricted Field-of-View The helmet and method used to provide the restricted field-of-view (RFOV) are shown in Figure 6. The RFOV mask was qualitatively assessed by the pilots and found to be a simple but effective means of modeling the Comanche FLIR/II DVE. The RFOV was considered to be the most important characteristic of the DVE, forcing the pilot to make frequent head motions and eliminating any peripheral vision cues. The RFOV also made the pilots rely more heavily on the data provided by the HMD.

UCE Test During the simulation experiment, a UCE test was conducted in accordance with ADS-33C (except with a single pilot only) to check the simulator DVE with the restricted field-of-view. The purpose of this test is to rate the visual database and displays in terms of how "good," "fair," or "poor" the cues are for performing a subset of the mission tasks. UCE is a new concept to V/STOL HQ specs and is used to determine the required levels of stability and control augmentation needed to achieve desired levels of handling qualities as the mission environment changes.

The test, by spec, is conducted with a Level 1 rate command system. For this experiment, a simplified linear-based model, the Helicopter Air Combat (HAC) simulation model with a rate command response-type (as defined by ADS-33C Section 3.2.5) was chosen. The pilot attempted to perform 6 of the ADS-33C DVE maneuvers to the desired levels of performance. The pilot provided visual cue ratings (VCRs) for each task as well as handling qualities ratings (HQRs). Using the procedure described in ADS-33C, the VCRs were used to calculate the Usable Cue Environments (UCEs) for each task. Figure 8 shows the spread of UCEs for the various tasks - UCE = 1 for hover, vertical landing, and acceleration; UCE = 2 for bob-up; and UCE = 3 for sidestep and pirouette. The average UCE = 2.

Pilot comments and HQRs for each task performed in the UCE test are provided below. Keep in mind these ratings are for a rate command response-type in a DVE and were not done with the Comanche model.

Hover task was rated HQR = 3. Primary source of workload was fore and aft drift which was difficult to detect unless the pilot turned his head to the side and looked downward. The HAC model was setup to trim at 0° pitch and roll attitude which complicated the task since the pilot was familiar with the RAH-66 hover trim attitudes of about +5° and -4° respectively. The HMD radar altitude and vertical speed symbology provided the necessary cues for the vertical axis.

Vertical landing task was also rated HQR = 3 and the comments from the hover task apply.

Bob-up/down was rated HQR = 7. The HQR and VCR ratings were primarily due to inadequate horizontal translation cues. In addition, the version of the HMD symbology used in the Boeing simulator did not provide sufficient velocity/acceleration cues due to a deadband of about ±1 ft/sec in the groundspeed velocity vector.

Sidestep maneuver was rated HQR = 7 (to right slightly easier). This task forced the pilot to turn his head to the side blanking out some of the symbology which is airframe referenced. Pilot could not meet desired performance due to high workload. The pilot commented that altitude hold (available in the Comanche Selectable Modes) would have made the desired performance achievable.

Accel/decel (quick-stop) task was rated HQR = 4. The cues were quite good but high workload degraded rating somewhat. Pilot noted a slight mismatch in the pilot station altitude and symbology, which added to the workload.

Pirouette was rate HQR = 6. High workload and loss of cues when the pilot turned his head to the side contributed to the rating. External vertical cues were
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almost nonexistent; the pilot had to rely on his symbology.

The UCE test confirmed that the cue environment of the simulated DVE was indeed UCE 2/3 as expected. The HQRs of the evaluation tasks agree quite well with the ADS-33C predictions for a rate command system in various UCEs.

**COMANCHE HQ TEST RESULTS**

**ADS-33C DVE Task Performance**

Summary charts of the Cooper Harper Handling Qualities ratings for the DVE tasks are presented in Figures 9 and 10. The handling qualities of all of the ADS-33C tasks were rated Level 1 on the average by 4 or 5 pilots. All of the DVE maneuvers were evaluated with the pilots wearing the Helmet Mounted Display, with both an unrestricted and restricted-field-of-view. Average pilot ratings were only slightly higher for the maneuvers evaluated with the RFOV. The spread of ratings was noticeably higher.

Several pilot comments were generally true for all of the tasks (exceptions are noted). The Position Hold and Altitude Hold modes, when engaged, alleviated the pilot of virtually all workload in the pitch/roll and collective axes respectively. This made many of the tasks single axis maneuvers. Aircraft responses to control inputs were predictable and well damped, with no objectionable oscillations or overshoots. Pilot compensation, when needed, was due to inadvertent stick cross-coupling, but this compensation was not considered high enough to reduce the HQRs to Level 2. These difficulties appear to be due to the mechanical characteristics of the 3-axis side stick controller, since the force characteristics (low breakout, low force gradient, and high damping) were optimized for multi-axis input control feel with less system stabilization. However, the pilots all commented that they did not want the sidearm controller characteristics changed in any way.

**Hover.** As described previously, this task was expanded to include the acquisition of the hover position. Only the ratings for the maneuver performed with the VC/PH response are shown on the charts. Making the approach at a higher speed with the AC/VH response and then transitioning to Hover Hold only increased the pilot ratings approximately 1 HQR point (still well within Level 1). The hover task received average HQRs of 1.5 and 1.8 for the non-RFOV and RFOV respectively. All of the pilots commented that in this mode the vehicle response was very predictable and the workload was very low. Some of the pilots had a little difficulty determining if the desired hover position was being acquired to within the desired performance criteria and downgraded their ratings slightly.

**Hovering Turn.** Hovering turn in zero wind received average HQRs of 2.5 and 2.4 for the non-RFOV and RFOV respectively. Several pilots degraded their ratings for the turn to the right because of inadvertent yaw to roll stick cross-coupling. Pilots found the yaw capture to be predictable for the yaw rates required for the DVE task, making the yaw axis

---

**FIGURE 9. PILOT RATINGS OF ADS-33C TASKS - NO RFOV**
workload low. Pilots commented that RFOV made it more difficult to pick up the final heading visually.

Pirouette. Pirouette received average HQRs of 2.875 and 3.25 for the non-RFOV and RFOV respectively. In general the pilots were able to perform this maneuver with relative ease (the Army pilot, who has considerable simulator experience, was particularly impressed). During most of the maneuver, the pilots could hold a nearly constant stick force and meet the desired performance. The time constraint for the task was not a problem. Nearly all of the pilots found it more difficult to perform this maneuver to the left although only one pilot split his HQRs (non-RFOV). Possible explanations for this difference include stick cross-coupling and right eye dominance.

Acceleration and Deceleration. Accel / decel received the same average HQRs of 3.0 for both the non-RFOV and RFOV. Most of workload was due to lateral inputs needed to correct the aircraft inherent lateral drift when accelerating and decelerating. Momentary / inadvertent entry into low speed turn coordination when pilot applied lateral inputs didn't affect workload but were disconcerting. The pilots were able to perform the task to the desired levels of performance without using the TC Release Switch (which was difficult to use due to poor grip placement). The pilots also had a little difficulty stopping precisely at the desired point because of the nose high attitudes used during the deceleration portion of the maneuver. This was particularly evident with the RFOV and could have been alleviated with better cues along the sides of the course.

Sidestep. The sidestep received average HQRs of 2.75 and 2.875 for the non-RFOV and RFOV respectively. The pilot ratings were downgraded slightly due to cross-coupling of the pilot roll inputs into both the pitch and yaw axes. Several pilots perceived more coupling when applying inputs to the right (pushing on the stick with just their thumb) and split their HQRs. Optimally this would have been a single axis task.

Bob-up and Bob-down. The bob-up / down received the same average HQRs of 2.25 for both the non-RFOV and RFOV. This maneuver was performed with the displacement collective stick. The pilots learned to time the release of the collective trim switch (turning ALTHLD Off and On) to obtain desired altitude performance. Five degree turn to target (an additional step not required by ADS-33C) was performed easily. Position hold system kept position errors very small (< ±1.0 ft). Pilots commented that little or no compensation was required to correct for deficiencies. Desired duration of task (15 seconds) allowed the pilots to perform the maneuver smoothly and precisely.

Slalom. The slalom received average HQRs of 2.5 and 2.75 for the non-RFOV and RFOV respectively. The slalom was performed using low speed turn coordination (lateral inputs only). Pilots commented that low speed turn coordination was a major plus in reducing workload for this task. Some pilot ratings were degraded due to the slight tendency to cross-couple right roll into forward pitch inputs. This necessitated occasional pitch
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**FIGURE 10. PILOT RATINGS OF ADS-33C DVE TASKS WITH RFOV**
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corrections to maintain airspeed. The pilots found the aggressiveness of the task to be somewhat high for a DVE task, however according to the Army pilot that participated in the test, the 50 ft lateral displacement from the center-line was intended as a minimum; the true intent was 50 - 75 ft (this would have reduced the aggressiveness). One pilot commented that the rating would be down graded if desired performance criteria existed on the recapture of the center-line ground track.

Other ADS-33C Maneuvers
These maneuvers were performed without the RFOV. The pilot ratings for these tasks are shown in Figure 9.

Hovering Turn. (non-DVE) The ADS-33 Precision Hovering Turn task was performed in 20 kt winds without the RFOV and received an HQR of 3 (Level 1). Some saturation of the lateral AFCS port limiter was experienced but the pilot found the resultant transients to be acceptable ("comfortable") and predictable. The pilot (using the visual cues from the hover pad) was required to apply some lateral compensation to meet the desired performance.

Rapid Bob-up and Bob-down. The rapid bob-up / down was performed without the RFOV and received average HQRs of 2.67. The maneuver was made a bit more difficult by the small turn to target when unmasked. The pilots commented that the Position Hold mode made Level 1 ratings achievable. The pilots had to fly the vertical axis manually for the whole maneuver because the Altitude Hold Mode bandwidth was not compatible with the level of vertical aggressiveness needed to perform this task in 8 seconds.

Additional Tasks (not performed with RFOV)
Turn to Target. The system spec turn to target maneuver was performed in both calm air and 45 kt winds; HQRs were not required. Three pilots evaluated this task, but only one pilot performed the task in the final control system configuration. In calm air the pilot was able to meet the system requirements consistently while applying only yaw inputs. Although not required, the pilot rated the maneuver an HQR = 3. The same maneuver in 45 kt winds was significantly more difficult. The AFCS port limits, sized for hardover recoverability, saturated during this maneuver and pilot compensation was required to hold position. Primary workload was in the lateral axis. With limited practice, the pilots could intermittently meet and consistently come close to meeting the specified performance. Table 1 are the last five data runs for a left-hand turn with a 45 kt head-wind. The hardest part of the maneuver was meeting the 4.7 second time limit. Graceful degradation of position hold when port saturation was encountered made the maneuver do-able since necessary pilot compensation was predictable. Attempts to perform this maneuver in the simulator in the Core AFCS mode were not as successful.

<table>
<thead>
<tr>
<th>Total Time (4.7 sec allowed)</th>
<th>Max Pos. Error (10 ft allowed)</th>
<th>Max Alt. Error (4 ft allowed)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.0</td>
<td>9</td>
<td>2</td>
</tr>
<tr>
<td>4.8</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>7.5</td>
<td>12</td>
<td>2</td>
</tr>
<tr>
<td>4.6*</td>
<td>9*</td>
<td>2*</td>
</tr>
<tr>
<td>5.0</td>
<td>8</td>
<td>2</td>
</tr>
</tbody>
</table>

* meets spec

TABLE 1. TURN TO TARGET TASK RESULTS

DVE NOE Mission. Pilots found the performance of the Selectable Modes to be appropriate for the NOE mission task. No deficiencies were identified. HQRs were not generally provided, but one pilot rated the vertical handling qualities Level 1 with Altitude Hold engaged. The Altitude Hold performance, although not terrain-following in nature (no look-ahead capability), was capable of maintaining satisfactory clearance in most cases. In general, ALTHLD exhibited no undesirable oscillations or drift. Radar altitude would typically return to the desired value after one over/undershoot following a sudden change in ground slope. Occasionally, the pilot had to assist the system (provide lead) when the ground was particularly steep or the aircraft was descending towards upward sloping terrain. Because the Altitude Hold response degraded in a predictable manner with no long term drift or oscillations, the pilot was able to quickly / easily determine when additional compensation was needed.

Groundspeed hold was found to be "very helpful and predictable" and staying out of the loop (not applying compensation) in this axis "works very well." The pilot judged the hover hold system to be "perfect" once established and was able to enter the hover hold gate even with moderate aggression. No changes were recommended.

The low speed turn coordination was of particular benefit in allowing the pilots to precisely fly around trees and other features with just roll inputs. The predictability of the LSTC engagement / disengagement contributed to the precision of the mode. One pilot stated that manual coordination would have been difficult with the RFOV due to a lack of relative motion cues. The RFOV forced the pilot to fly most of the course at 25 kt in order to have sufficient time to visually survey the terrain and chose a flight-path. The course had been designed for 40 kt cruise (without the RFOV). When hovering at each way-point, the pilot had to be less aggressive when doing pedal turns to make sure the tail was clear of obstructions.
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CONCLUSIONS

General
Test results provide a high level of confidence that the Comanche Selectable Mode control laws, VELSTAB / Hover Hold and Altitude Hold, will comply with the requirements that flow down from ADS-33C and the Weapons System Specification.

The Selectable Mode control laws are ready for formal ADS-33C compliance testing in the Sikorsky Full Mission Simulator.

The method used to provide the restricted field-of-view was a simple but effective way of modeling the primary characteristics of the Comanche DVE.

The UCE test results combined with the Comanche DVE tests confirm the ADS-33C requirements for increased levels of stability and control augmentation in order to achieve satisfactory handling qualities in a degraded cue environment.

Task Performance
A subset of required maneuvers directly from ADS-33C and the WSS were evaluated. All requirements were met; Level 1 Handling Qualities were achieved for all tested DVE and non-DVE maneuvers, regardless of UCE. The handling qualities of the Comanche Selectable Mode control laws were accepted by the pilots and were judged mission suitable.

Restricting the pilot's field-of-view only slightly degraded the Handling Qualities Ratings of the various DVE tasks. All of the average ratings were Level 1. The RFOV increased pilot workload / head motion and forced the pilots to place more reliance on the HMD symbology for the cues needed to execute the tasks to the desired levels of performance.

Stick cross-coupling was the only source of workload for many of the tasks. However, pilot compensation was never considered high enough to reduce the HQRs to Level 2 and all of the evaluation pilots agreed that the controller characteristics were optimum. A controller with these force characteristics has been flight tested in the Sikorsky Shadow aircraft and found to be satisfactory.

Pilots were not always able to accurately judge quantitative performance for some tasks. Improvements to portions of the database are warranted, however, they were beyond the scope and budget of this test.
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ABSTRACT

A piloted simulation experiment was conducted using the NASA Ames Research Center Vertical Motion Simulator to evaluate two cockpit display formats designed for manual control on steep instrument approaches for a civil transport tiltrotor aircraft. The first display included a four-cue (pitch, roll, power lever position, and nacelle angle movement prompt) flight director. The second display format provided instantaneous flight path angle information together with other symbols for terminal area guidance. Pilots evaluated these display formats for an instrument approach task which required a level flight conversion from airplane-mode flight to helicopter-mode flight while decelerating to the nominal approach airspeed. Pilots tracked glide slopes of 6, 9, 15 and 25 degrees, terminating in a hover for a vertical landing on a 150 feet square vertipad. Approaches were conducted with low visibility and ceilings and with crosswinds and turbulence, with all aircraft systems functioning normally and were carried through to a landing. Desired approach and tracking performance was achieved with generally satisfactory handling qualities using either display format on glide slopes up through 15 degrees. Evaluations with both display formats for a 25 degree glide slope revealed serious problems with glide slope tracking at low airspeeds in crosswinds and the loss of the intended landing spot from the cockpit field of view.

FLIGHT DIRECTOR SYMBOLS

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kc</td>
<td>Altitude error gain for power lever</td>
</tr>
<tr>
<td>KC</td>
<td>Power lever command tab gain</td>
</tr>
<tr>
<td>KCe</td>
<td>Velocity error gain for power lever</td>
</tr>
<tr>
<td>KDC</td>
<td>Power lever position washout gain</td>
</tr>
<tr>
<td>KE</td>
<td>Pitch attitude command bar gain</td>
</tr>
<tr>
<td>KEa</td>
<td>Velocity error gain for pitch attitude</td>
</tr>
<tr>
<td>KEd</td>
<td>Height rate error gain for pitch attitude</td>
</tr>
<tr>
<td>KEr</td>
<td>Altitude error gain for pitch attitude</td>
</tr>
<tr>
<td>Kf</td>
<td>Lateral velocity error gain for roll attitude</td>
</tr>
<tr>
<td>KP</td>
<td>Pitch rate gain for pitch attitude</td>
</tr>
<tr>
<td>Kp</td>
<td>Pitch gain for pitch attitude</td>
</tr>
<tr>
<td>Kφ</td>
<td>Roll rate gain for roll attitude</td>
</tr>
<tr>
<td>Kφa</td>
<td>Roll attitude gain for roll attitude</td>
</tr>
<tr>
<td>Kφy</td>
<td>Yaw attitude gain for roll attitude</td>
</tr>
<tr>
<td>s</td>
<td>Laplace operator</td>
</tr>
<tr>
<td>φ</td>
<td>Roll attitude</td>
</tr>
<tr>
<td>λAwo</td>
<td>Lateral command bar washout frequency</td>
</tr>
<tr>
<td>λCwo</td>
<td>Power lever command tab washout frequency</td>
</tr>
<tr>
<td>λEwo</td>
<td>Pitch command bar washout frequency</td>
</tr>
<tr>
<td>θ</td>
<td>Pitch attitude</td>
</tr>
<tr>
<td>τA</td>
<td>Lateral stick position washout filter time constant</td>
</tr>
<tr>
<td>τC</td>
<td>Power lever position washout filter time constant</td>
</tr>
<tr>
<td>τCL</td>
<td>Power lever position lead filter time constant</td>
</tr>
<tr>
<td>τE</td>
<td>Longitudinal stick position washout filter time constant</td>
</tr>
<tr>
<td>ψac</td>
<td>Aircraft yaw attitude</td>
</tr>
</tbody>
</table>

INTRODUCTION

Increased air travel using hub-and-spoke airline systems has increased airport air traffic congestion and delays. A feeder airline system based on vertical flight aircraft, principally tiltrotor aircraft, has been proposed as a means of alleviating the conventional, long-haul aircraft runway operations problems (Ref. 1). Such a system would employ vertiports, conveniently located to population and industry centers. Vertiport design must
consider both the land requirements for obstruction clearance (Ref. 2) and community noise impact (Refs. 3-4). Steep terminal operations have been proposed as a possible means of reducing vertiport land requirements and noise impact (Ref. 1).

Government and industry studies seek to define operational and aircraft design requirements for a civil tiltrotor transport and the ground and airway infrastructure required to support it. As part of this effort, a series of piloted simulation experiments was conducted at NASA Ames Research Center to identify handling qualities and flight mechanics influences on terminal operations and cockpit design issues for civil tiltrotor transports (Refs. 5 & 6). Reference 6 describes two experiments. The first experiment utilized "raw data" glide slope and localizer approach guidance and demonstrated the need for improved flight path cuing. The second experiment evaluated two display concepts: a four-cue (pitch, roll, power and nacelle angle) flight director and a flight path vector display. The flight path vector display presented instantaneous aircraft state information and a suggested flight path in the terminal area. It represents an alternate display and guidance technology which should provide the pilot with better situational awareness by graphically presenting information as it might be viewed from the cockpit windshield. This second civil tiltrotor terminal operations simulation experiment provided the initial evaluations of this display concept applied to tiltrotor aircraft. Pilot handling qualities ratings and comments and objective task performance measures for the flight director were reported in Reference 6. This paper expands upon that report and documents similar results using the alternate flight path vector display, thereby providing a comparative assessment of the two display concepts.

This paper presents the design, conduct, and results of the piloted simulator investigation of the two display concepts for the instrument approach task flown to civil transport standards. Recommendations for further development and evaluation are provided.

EXPERIMENT DESIGN

Facility

The experiment was conducted using the NASA Ames Research Center Vertical Motion Simulator (VMS). The VMS features a reconfigurable, interchangeable, cockpit cab mounted on a large motion platform as shown in Figure 1. Maximum vertical acceleration capability is limited to \( \pm 0.67g \). Since longitudinal cues are particularly important during tiltrotor conversion operations, the cab was oriented for the longitudinal axis motion along the main beam of the VMS, turning it 90 degrees to that shown in Figure 1. With this cab orientation, the maximum longitudinal acceleration limit is \( \pm 0.5g \). The lateral acceleration capability of the VMS was not used for this experiment. The motion washout logic used in the VMS is described in detail in Reference 7. Table 1 lists the motion gain and filter frequencies used for the low speed operations of the simulation experiment.

The simulator cockpit was configured to provide a basic instrument panel with sufficient instrumentation for tiltrotor instrument approaches (Figure 2). The center panel CRT display presented computer-generated images of either conventional instruments (Figure 3) or a flight path vector display (Figure 4). The conventional instrument display provided a "standard T" layout (the attitude-direction indicator, ADI, above the horizontal situation indicator, HSI, and flanked by airspeed, torque and rotor speed on the left and altitude, climb rate and radar altitude on the right). The flight path vector display provided an abstract representation of cues available in visual flight plus aircraft state data. The functions of the flight path vector display symbology are described later in this paper. For both displays, the nacelle angle was displayed on an analog instrument to the left of the center panel CRT and on a digital display immediately above the CRT. A digital distance measuring equipment (DME) display was located above the altitude indicator and provided the horizontal distance to go to the landing spot.

The experiment used a three-window cockpit view with the external scene provided by an Evans and Sutherland CT-5A Computer Image Generation system. The three windows were arranged horizontally, covering a field of view approximately 140 degrees wide by 34 degrees high as shown in Figure 2. This provided a 17 degree look-down capability. An alternate window arrangement having a right lower "chin" window instead of the left side view was available, but pilots preferred the three-across arrangement. Reasons cited included the desire for mostly level pitch attitude operations of a
commercial transport, a preference for the velocity and position cues provided by the left side window, and the small size and generally poor visual cuing provided in the chin window.

Control inceptors included a center stick, pedals and a power lever with the nacelle beep switch located on its grip (see Fig. 2). The throttle-like power lever geometry was similar to that used in the V-22. As shown in Figure 5, the grip reference point rotated from a position just aft of vertical for minimum power through 24 degrees forward for maximum power, with a total linear motion of four inches. A laterally-oriented thumbwheel on the power lever grip was used to control a lateral translation control mode, described below. The flaps were automated based on schedules of nacelle angle and airspeed. The landing gear was extended throughout the approach evaluation task.

A system of preprogrammed nacelle angle stops was developed to assist the conversion from airplane mode to helicopter mode. The stops were typically provided at 60, 80 and 90 degree nacelle angles. In addition to the tiltrotor continuous movement "beep" controller, pilots could activate a semiautomatic nacelle movement system. Depressing a button on the power lever started the nacelles moving aft at a fixed rate to the next stop. Forward movement of the nacelles, toward airplane mode, was not inhibited by these stops.

Aircraft Model

The aircraft mathematical model was implemented on a digital simulation computer which cycled at 26 msec. The computational pipeline for the CT-5A produced a new external view image 100 msec after a new aircraft position was supplied by the mathematical model. The cockpit panel center display received update information from the main simulation every other cycle, i.e. every 52 msec. The panel display image had an asynchronous delay of up to 33 msec.

Evaluation Task

The experiment investigated an instrument approach task with evaluation subtasks of: (1) a level flight conversion to approach configuration and airspeed, (2) glide slope tracking, and (3) completion of the landing following breakout. Evaluation atmospheric conditions are listed in table 3. The winds and turbulence were modeled using the "BWIND" routine described in Reference 12. Crosswinds (speed and direction) remained constant to touchdown with no wind shear modeled near the ground. Approach angles of 6, 9, 15 and 25 degrees were investigated. Based on previous flight research experience at NASA Ames (Ref. 13), the nominal glide slope tracking airspeed was adjusted for each approach angle to keep the rate of descent below 1000 feet per minute. Table 4 lists the approach speed and nacelle angle specified for each glide slope.

The nominal approach profile shown in Figure 6 guided flight director command law development. It was briefed to pilots using the flight path vector display as the recommended procedure. Evaluation runs were begun in airplane mode in level flight at 180 knots, 1300 feet altitude above ground level (AGL), 6.5 nm out from the landing spot, and offset from the localizer by 1000 feet. The pilot's first task was to capture and track the localizer as closely as possible. Deceleration and conversion toward helicopter mode began approximately 4 nm out. A pause in the configuration change was recommended at the intermediate configuration of 120 knots and 60 degrees nacelle angle. This allowed the aircraft to stabilize on a trim condition prior to commencing the final nacelle angle change before glide slope intercept. The conversion was continued to 80 knots and 80 degrees nacelle angle. This condition placed the aircraft at the airspeed for minimum level to both rotors.
flight power required in helicopter-mode. It also served as the nominal approach configuration for a 6 degree glide slope. The 6 degree glide slope was intercepted and captured at 2 nm out. For steeper glide slopes, a further level flight deceleration and movement of the nacelles toward the helicopter position took place prior to glide slope intercept and capture. Table 4 lists these nominal approach configurations.

Pilots were required to decelerate to a hover above a minimum-sized, 150 feet square, vertipad (Ref. 2). The flight director command laws were adjusted to terminate the approach in a hover at 10 feet altitude above the landing pad, on glide slope. Pilots completed a vertical landing using visual cues. Following the flight path vector display, a pilot would achieve a hover at 30 feet altitude over the center of the vertipad. The pilot could then complete the vertical landing visually or by using the vertical landing guidance provided by the display.

**Flight Director**

A flight director which drove command needles on the ADI (Figure 3) was adapted from earlier flight evaluations on the X-22 (Ref. 14) and simulation evaluations of the XV-15 (Refs. 5 and 15). Pitch and roll command bars were displayed on the ADI with “fly to” logic, i.e. a pitch up command would be displayed as an upward deflection of the flight director pitch command bar movement. Similarly, a command to fly to the right would be displayed as a roll command bar displacement to the right. A supplemental scale with an indicator tab for power lever position was placed to the left of the ADI, as shown in Figure 7. During the experiment set-up phase, this tab was selected to drive in a “fly from” fashion, i.e. a command to reduce power was displayed when the moving (rectangular) tab was above the fixed (diamond) center reference. This sensing seemed to better match pilot responses with the power lever motion. An airspeed schedule prompted nacelle angle movements via a “beep nacelle” (“ITVIC” of Ref. 14) command light on the cockpit panel and by an upward pointing triangle above the power command indicator as seen in Figure 7.

Drive laws for the flight director command symbols were adapted from a design for the XV-15 (Ref. 5). They were tailored to the transport tiltrotor model with airspeed-based gain changes. The flight director response was tuned to the aircraft response to provide “$K/s$” controlled-element (flight director needle) response to pilot input for pitch and roll. Power director tab dynamics approximated “$K$” response for the height rate control task on the steep approaches. Incremental configuration changes were commanded through the “beep nacelle” symbol and based on a desired airspeed versus nacelle angle schedule. The command law in pitch was:

\[
E_B = K_E \left[ \frac{K_E \dot{e}_x + \frac{s \dot{\theta}}{s + \lambda_{E_{wo}}} + K_{\dot{\theta}} \dot{\theta}}{1} \right] \frac{1}{\tau_{E s} + 1}
\]

where $e(t)$ represents the difference between the commanded flight profile and the actual path. Similarly, the roll command bar (ABAR) and power lever command tab (CTAB) were driven by:

\[
ABAR = K_A \left[ \frac{K_A \dot{e}_y + \frac{s \phi}{s + \lambda_{A_{wo}}} + K_{\phi} \phi}{1} \right] \frac{1}{\tau_{As} + 1}
\]

\[
CTAB = K_C \left[ \frac{K_C \dot{e}_z + \frac{s \psi}{s + \lambda_{C_{wo}}} + K_{\psi} \psi}{s \frac{1}{\tau_{Cs} + 1}} \right]
\]

Values for the gains, washout frequencies, and time constants of these equations are listed in Table 5 for airspeeds of 180 and 80 knots and hover. Note the shift in gains for the height ($K_{Ez}$) and height rate ($K_{E\dot{z}}$) errors for the pitch (EBAR) and power lever (CTAB) commands as the airspeed moves from airplane mode at 180 knots to helicopter mode in hover. Opposite trend shifts in gains occur for the velocity ($\dot{x}$) gains. This technique is used to command a shift of flight control strategy such that pitch attitude is used to control altitude at high speeds while, in hover and at low airspeeds, altitude is controlled by power lever movements. Referring to the power-required-versus-airspeed curve, the pitch-attitude-for-altitude control technique is known as “front-side” while the latter technique for low speed flight is known as the “back-side” control technique.

Flight director command laws were designed to accomplish the approach task under instrument
meteorological conditions (IMC) based on an approach profile using DME range to the landing spot. This profile required a level flight deceleration and conversion from airplane-mode flight to helicopter-mode flight at the desired approach speed. Conversion and deceleration were accomplished in two segments starting at 3.5 nm out to achieve a condition of 80 degrees nacelle angle at 80 knots by 2 nm from the intended landing spot. This condition represents the level flight minimum power required airspeed and signals a shift of control strategy to use power to control altitude (or glide slope angle) for the approach. The control strategy shift below 80 knots was commanded in the flight director drive laws by changing the gains on altitude and airspeed errors to feed those errors to the appropriate control command bar (pitch command for airspeed and power command for altitude or glide slope). For glide slope angles steeper than 6 degrees, an additional level-flight deceleration (at 0.1 g) was commanded for the pilot to slow the aircraft to the appropriate approach speed (see table 4). Glide slope intercept was commanded at a half degree of flight path angle change per second. Once on glide slope, a gentle deceleration was commanded, based on distance to go, to achieve a hover on glide slope at 10 feet altitude. The deceleration initiation point was adjusted based on the required time to decelerate from the approach speed to achieve the desired hover location. To keep the pitch attitude below 5 degrees nose-up, the deceleration was kept to a very low value, 0.025 g. This allowed the pilot to concentrate on the glide slope tracking task with power adjustments. Upon achieving a stable hover ten feet above the pad, pilots were instructed to complete the landing visually.

Flight Path Vector Display

As an alternative to the compensatory tracking form of the flight director, a flight path vector display format was evaluated. Based on display designs investigated at Ames Research Center for conventional transport (Ref. 16), short takeoff and landing (Ref. 17) and vertical takeoff and landing aircraft (Ref. 18), this flight path vector display sought to apply to tiltrotor aircraft a “situation” display philosophy featuring a flight path vector symbol representing the instantaneous flight path of the aircraft. The movements of earth-frame-related references, which include the guidance elements, reflect the pitch, roll and yaw motions of the aircraft in an “out-the-window” format. The guidance elements are presented as “follow the leader” advisors or “suggesters”, which, if closely tracked by the pilot with the flight path symbol, provide precise control of the approach flight path. Abstract “command” indications as seen in a typical flight director display are avoided. Control of the aircraft during reconversion and approach is conducted essentially as in the visual flight mode. Without explicit prompting or command, as with a flight director, the pilot adjusts his control strategy from “front-side” to “back-side” as the reconversion toward helicopter mode progresses.

Aircraft status and guidance selection data are displayed in the upper right and left corners of the display as seen in Figure 4. The flap angle, as driven by the automatic flap system, and average engine torque, commanded and limited by the TCLS are displayed in the upper left corner. The selected altitude and heading and the status of the approach and landing guidance system appear in the upper right corner of the display. Some of these information blocks are deleted from the display function diagrams (Figs. 8-14).

Initial Approach Display — Figure 8 shows the symbols used for initial approach to a terminal area. The panel-mounted display used for this investigation provided a selection of colors to help separate symbols by function e.g. flight path, aircraft status, and guidance or command information. Significant features include a winged flight path symbol with aircraft status information arrayed about it, a horizon line and pitch ladder (omitted from Figure 8), and the aircraft attitude reference provided by a pair of large, subdued, diamonds. As illustrated in Figure 9, airspeed, altitude, longitudinal acceleration (referenced to the airspeed numerals), and either DME distance to a terminal (in airplane mode) or nacelle angle (in tiltrotor mode) are arrayed about the flight path symbol and move with it. Moving the nacelles off the airplane stops changes the flight path array by replacing the DME distance below the flight path symbol with nacelle angle. A bracket about the airspeed numerals is added which moves to represent the relative position (airspeed versus nacelle angle) in the conversion corridor. A longitudinal deceleration command may be displayed relative to the flight path symbol “wing tips” to convey a deceleration profile based on DME distance to the landing spot.

Several guidance command symbols are
available for the initial approach flight phase including a selected heading, specified or target altitude, and the selected approach angle (microwave landing system or equivalent capability assumed). Using these command symbols, the pilot flies the aircraft in such a fashion as to overlay the flight path symbol on the command heading line and the altitude reference as seen in Figure 10. This strategy will bring the aircraft onto the desired flight path.

Glide Slope Capture — When the aircraft enters the localizer capture cone as it approaches the terminal area, the pitch ladder field below the horizon line is replaced by perspective lines representing the ground plane (Fig. 11). The central line of this ground plane represents the extended runway or approach course. In addition, as the aircraft comes within the glide slope capture cone (defined as one third of the selected glide slope angle, e.g., within 2 degrees for a 6 degree glide slope), a “leader” symbol appears which represents an aircraft on the desired track, three seconds ahead of the own aircraft. Figure 11 shows the display view seen as the aircraft approaches the glide slope (from below it). As the aircraft approaches the glide slope from below, the leader symbol will descend until it overlays the glide slope reference line (the dashed horizontal line in Figure 11) at the point of glide slope intercept. A pilot may achieve a smooth glide slope capture by beginning the descent prior to the leader symbol overlaying the selected approach angle. Note that the runway centerline now terminates in a small “goal post” symbol at its lower end, which becomes larger in the display as distance to the landing spot decreases.

Also seen in Figure 11 are the acceleration command symbols which display error from the approach deceleration profile by their position with respect to the flight path symbol. A position above the flight path symbol indicates airspeed too high for the approach profile. The pilot obtains the nominal approach deceleration schedule by nulling the displayed error with respect to the flight path symbol, using power at high speed or pitch attitude at low speed.

Glide Slope Tracking — Pilot strategy on approach is to overlay the own-aircraft flight path vector symbol on the leader symbol to achieve the desired track. Figure 12 shows the display for a condition where the aircraft is above and to the left of the desired course track. The dashed line in this figure, extending from the landing spot “goal posts” through the leader symbol is not displayed but is drawn here to help the reader visualize the desired course track.

Hover and Vertical Landing — A unique hover symbology set is provided near the landing pad. It attempts to provide additional longitudinal position cueing for the landing without resorting to the planform view common to many hover displays. With the addition of a longitudinal “hover position” bracket, the display provides X-Y hover guidance while maintaining its consistent Y-Z plane perspective, similar to that seen outside the cockpit windshield.

Figure 13 shows the aircraft approaching hover over the landing spot. In this figure, the aircraft is on course, at 45 feet and 15 knots, with the nacelles in the pure helicopter position of 90 degrees. Following the leader symbol and nulling the acceleration command symbols will bring the aircraft to a hover at 30 feet altitude over the intended landing spot. At low speeds in the vicinity of the landing spot, the conversion corridor bracket is doubled in size and changed to a white color (as with other terminal guidance symbols such as the goal posts) and now represents the longitudinal position with respect to the intended landing spot.

With the aircraft in a hover within the desired landing zone, a display function switch, located on the center stick grip, may be cycled to provide vertical landing guidance. When activated, the leader symbol drops below the flight path symbol. Reducing power to overlay the flight path symbol on the leader symbol, as seen in Figure 14, will achieve a gentle landing.

Data Collection

Data collection included objective performance measures, such as tracking accuracy, and subjective measures, including Cooper-Harper Handling Qualities Ratings (Ref. 19) and pilot commentary. Figure 15 shows the dichotomous decision tree of the Cooper-Harper Handling Qualities Rating system. Task performance standards were established based on airline transport pilot (ATP) check flight criteria (Ref. 20). Adequate task performance was defined equal to the ATP standards. Desired task performance was defined as half the ATP standards. For the mostly decelerating approach task (little constant speed flight), desired performance
standards included altitude (within fifty feet of the designated altitude in level flight) and guidance error (consistently less than a half "dot" error with no one "dot" exceedances). One "dot" error on the raw data indicators was 1.25 degrees in elevation and 2.5 degrees in azimuth.

Eight evaluation pilots, representing NASA, FAA, the British Civil Aeronautics Authority, Bell Helicopter Textron International, and Boeing Defense and Space Group, Helicopter Division participated in the experiment. Each pilot had both rotary-wing and fixed-wing flight experience. Four also had tiltrotor flight experience. All received familiarization training and task training in the simulator prior to beginning evaluations. Table 6 lists the number of pilots and evaluation runs contributing to handling qualities and performance statistics for each glide slope angle and display format combination.

RESULTS

The experimental results for each of the two display formats (flight director and flight path vector display) are described below for each of the evaluation subtasks of the instrument approach.

Initial Approach and Reconversion Using a Flight Director

During the initial approach phase, the aircraft was reconfigured from airplane mode to helicopter mode and decelerated to the final approach airspeed. The baseline transport tiltrotor configuration of this investigation produced a strong "ballooning" tendency during the initial phase of the reconversion due to early deployment of 40 degree flaps and the increment of rotor thrust aligned with the vertical axis. An alternate flap movement schedule based on both nacelle angle and airspeed and the development of a pilot-initiated, semiautomatic, nacelle movement control provided some workload relief. A large nose-down pitch input was still required, though, to maintain the desired altitude. The flight director helped prompt this movement. It also proved helpful in commanding a steady deceleration and prompting required nacelle movements.

Figure 16 shows handling qualities ratings for level flight reconversions flown in calm or turbulent conditions and ending at the nominal approach speeds for the four glide slopes investigated. Borderline satisfactory handling qualities were achieved for reconversions to airspeeds appropriate to approaches up to 15 degrees. A slight degradation in handling qualities was associated with reconversion and deceleration to the 20 knot airspeed required for the steepest (25 degree) glideslope. Pilot commentary identified workload (particularly in crosswinds and turbulence) during the final deceleration segment, from 80 knots to the approach speed, as the principal reason for degraded ratings.

The flight director commanded a deceleration at 0.1 g for the final deceleration below 80 knots required for approaches at 9, 15 and 25 degrees. This contrasts with the 0.025 g deceleration commanded on the glide slope. For the 6 degree glide slope, the on glide slope deceleration began at 80 knots, overlapping the airspeed range of the final level-flight deceleration used for the steeper glide slopes. Since the 0.025 g deceleration from 80 knots was successful on the 6 degree glideslope, one may infer that a smaller deceleration command might have helped the final level-flight deceleration required for the steeper glide slopes. Based on pilot commentary noting an abrupt nose-up pitch input to accomplish this final level-flight deceleration at 0.1 g, a slower deceleration should be investigated.

Task standards required maintaining less than 50 feet altitude variation during the level flight segment of the approach. The average maximum altitude gain during reconversions using the flight director was 51.6 feet for borderline satisfactory performance as reflected in the pilot ratings. Three of the 164 evaluation runs contributing to this statistic yielded altitude gains in excess of 100 feet, exceeding the tolerance for adequate performance.

Turbulence contributed to altitude control degradation as reflected in the handling qualities ratings for deceleration to the approach speeds for 6, 9 and 15 degree glides slopes. The average altitude gain in calm conditions was 45.2 feet, while the addition of crosswinds and turbulence resulted in a 55.4 feet average altitude gain. In contrast to level-flight decelerations for the other glide slopes where the peak altitude gain occurred early in the conversion, the peak altitude gain for deceleration to 20 knots often occurred in the final level-flight deceleration segment. This altitude peak during the final
level-flight deceleration occurred in both calm and turbulent conditions, reflecting more on the commanded deceleration than the atmospheric conditions.

**Glide Slope Tracking Using a Flight Director**

Execution of the final approach using only raw angular tracking error instrumentation proved difficult on steep glide slopes in previous investigations (Ref. 6). The flight director was designed to provide additional instrument cuing important for control and tracking at the low airspeeds required for steep approaches. The flight director response and command laws provided cuing appropriate to the "backside-of-the-power-curve" control technique required for the approaches evaluated. It also commanded a deceleration on glide slope to achieve a hover just above the intended landing spot.

Figure 17 shows the handling qualities ratings for the glide slope tracking subtask with the flight director compared to previous results using raw guidance data only. Satisfactory glide slope tracking was achieved with the flight director on approaches up to 15 degrees. Ratings for the 15 degree glide slope were degraded somewhat by the loss of the intended landing spot from the cockpit field of view through much of the approach in clear conditions or after breakout in low visibility conditions. While particular cockpit windshield fields of view vary among aircraft models, this points to an important criteria for developing an approach procedure. The pilot must assure himself of a clear landing spot on final approach whenever atmospheric visibility conditions permit and certainly prior to moving over the landing spot. The 25 degree glide slope ratings reflect both the complete loss of visual contact with the landing spot and the increased workload required to correct for crosswinds and turbulence at the slow (20 knots) approach speed. Ratings for the 25 degree glide slope degrade to include some inadequate (very high workload) ratings in moderate turbulence. The spread of handling qualities ratings was much less with the flight director than with only "raw data guidance," reflecting the consistent performance and implicit workload reduction achieved with a flight director.

Objective task performance measures are consistent with the pilot ratings. Glide slope and localizer tracking errors are typically distributed equally on both sides of the desired path, averaging to a small, meaningless error statistic. Root mean square (rms) of the tracking error is a time-weighted average of the absolute value of the error; hence it is a better measure of tracking accuracy. The rms tracking errors were averaged for all pilots and atmospheric conditions for the four approaches. Figures 18 and 19 show the average rms tracking error for the glide slope and localizer, respectively. Also shown are the ranges of rms tracking error for the evaluation runs. Average tracking errors were less than 0.25 degree for glide slopes up through 15 degrees, with none worse than the "half dot" specified for desired performance. Tracking performance on the 25 degree glide slope averaged about a half degree, within the desired "half dot" criteria. Note that some runs on this glide slope, however, produced elevation tracking errors as large as 2.16 degrees, much worse than the "one dot" error specified for adequate performance. High workload coupled with large tracking errors caused the evaluation pilots to state that the 25 degree approach procedure with manual control using the flight director did not meet certification standards.

**Initial Approach and Reconversion Using the Flight Path Vector Display**

The flight path vector display provides cuing analogous to visual flight. While guidance for a nominal approach deceleration profile is provided, the pilot may fly a different airspeed profile. This display provides considerably better situational awareness of position during minor deviations when compared to the information provided by the flight director with its structured command approach profile. In contrast to the flight director, the flight path vector display, as evaluated, provides no discrete prompts for configuration changes, relying on the pilot to maintain flight within the nacelle angle-airspeed conversion corridor. In contrast to the flight director, which was largely conventional in presentation, the flight path vector display required considerable training for proper pilot interpretation and response to its symbology and graphical presentation.

Figure 20 shows handling qualities ratings for the reconversion and deceleration to approach airspeed subtask. Four pilots were trained sufficiently with the flight path vector display to contribute to these ratings. The 25 degree approach was rated by only two of the four evaluation pilots, somewhat reducing the statistical validity of the results presented. Satisfactory ratings
were achieved with the flight path vector display for the conversion task. Pilots commented that displacements of the flight path vector symbol with respect to the horizon and the selected altitude symbol were sufficiently compelling to achieve tight altitude tracking performance. Altitude ballooning during configuration change was reduced to half that experienced with the flight director with an average maximum altitude gain of 24.3 feet. Reconversions in calm air produced an average maximum altitude gain of 20 feet while reconversions in turbulence produced an average maximum gain of 26.9 feet. Both altitude statistics were well within the desired tolerance of fifty feet.

Conversion cuing in the form of a sliding bracket around the airspeed numerals on the display was not compelling enough to prompt configuration changes. During a deceleration, as airspeed approached the lower conversion corridor bound at a fixed nacelle angle, the bracket bottom would move close to the bottom of the display's airspeed numerals. This situation should have prompted pilot action—typically a further aft movement of nacelle angle. Instead, pilots flew the approach task by initiating discrete steps in nacelle position at prebriefed DME distances. The semiautomatic nacelle movements, coupled with the modeled tiltrotor's drag characteristics, tended to keep the aircraft in the center of the broad conversion corridor. Thus the potential configuration change cuing provided by the corridor bracket was not used by the pilot, being replaced by the approach profile briefing which suggested configuration changes at specified DME distances. In the final analysis, pilots expressed a preference for discrete cuing (such as that provided by the "beep nacelle" light of the flight director) to prompt the required configuration changes at appropriate positions during the approach.

**Glide Slope Tracking with the Flight Path Vector Display**

Handling qualities ratings for glide slope tracking using the flight path vector display are shown in Figure 21. The glide slope tracking handling qualities were assessed as satisfactory up through a 15 degree approach in calm air. Handling qualities in crosswinds and turbulence degraded into the adequate range based on reported higher pilot workload at the slower approach speeds. Pilots reported a higher workload associated with all control axes to maintain the desired track. Most pilots commented on the lack of sufficient guidance for power lever positioning, reflecting more on the actual power lever geometry (to be discussed below) than the difficulty of height / flight path control during the approach. As with the flight director, degraded handling qualities ratings on glide slopes of 15 degrees and steeper, reflect the loss of the intended landing spot from the cockpit field of view.

Desired tracking performance was clearly achieved for glide slopes up through 15 degrees as shown by the flight path display tracking statistics in Figures 18 and 19. Glide slope and localizer tracking performance similar to that obtained with the flight director was achieved. With one third as many evaluation runs contributing to these tracking statistics, one should not draw too many comparisons between the two displays for the maximum rms error achieved. What is significant about the worst rms tracking errors are that they never exceeded the "half dot" error specified for desired performance. Thus, although the pilot workload increased on steeper glide slopes as reflected in the handling qualities ratings, the tracking performance remained consistently good up through a 15 degree glide slope.

With only two pilots rating the 25 degree approach, the numerical handling qualities rating and tracking error averages are included only for completeness. Pilot commentary associated with the use of the flight path display on the 25 degree glide slope amplified similar comments made for shallower glide slopes. Marginally adequate glide slope tracking performance (Fig. 18) and only adequate handling qualities (Fig. 21) were recorded for this glide slope angle. Detailed examination of the tracking performance data show adequate performance, on average, with an extended range from very good in calm conditions to worse than “one dot” tracking in moderate turbulence and crosswinds.

Both pilots reported extensive activity required in all controls axes with cuing insufficient for the large, precise, control inputs desired. In particular, they reported difficulty maintaining airspeed control, citing difficulty attaining precise pitch control as the issue. In contrast to the flight director which provided attitude command for airspeed control at low airspeed, the flight path vector display concentrated the pilot’s attention on
the control of flight path. On the 25 degree glide slope, the flight path symbol was displaced well below the display horizon which drew attention away from the pitch attitude references which were expected to remain near the horizon for level attitude. To obtain the desired attitude status, pilots had to scan a larger area of the display while maintaining precise flight path tracking. Within the scope of this evaluation, it was not clear whether this pilot concern for pitch attitude reference was a training, display design, or other flight dynamics and control issue.

Further development and evaluation are warranted for the use of the flight path vector display on steep glide slopes.

Flight Path Vector Display Issues

The flight path vector display was originally developed as a head-up-display (Refs. 16-18) where its angular presentation was conformal with outside visual cues. The pitch axis, in particular, was designed to displace on the display through the same angle as the real world when the display was viewed from the design eye point. This experiment employed the flight path vector format in a panel-mounted display which was expected to represent the display capability of a typical civil transport. As a panel-mounted display, the flight path vector display was no longer constrained to a conformal pitch scale, although conformal scaling was used for the shallower glide slope angles. Flight path status and guidance for the steepest glide slopes was accommodated on the panel mounted display with reduced pitch scaling (typically half of conformal scaling). This had a desensitizing effect on the display for these approaches, perhaps loosening tracking performance. Conversely, reduced scaling may be the technique needed to desensitize the flight path vector display for the shallower glide slopes which most pilots reported as too sensitive in response leading to higher workload. Further tuning of this display's sensitivity is warranted.

Displacement of the flight path vector symbol below the horizon was another aspect of the display affecting handling qualities ratings and comments on all approaches. Figure 12 provides an illustration of the display in use for glide slope tracking. Attention was focused primarily on the flight path vector symbol and the attempt to overlay it on the "leader" symbol. Steeper glide slope angles displaced the flight path symbol further below the horizon and pitch reference. Pilots had to develop new scan patterns to pick up the pitch reference which was normally close to zero (the horizon line) for the approach task.

Reduced awareness of the heading situation was an issue when the flight path vector symbol was displaced well below the horizon on steep glide slopes. With the heading tape overlaying the horizon and pilot attention focused on the flight path symbol, well below, pilots lost awareness of the heading situation. Pilots who reacted to the effect of crosswinds at low airspeed with a large crab angle required a large heading change upon breakout to locate the landing spot. Likewise, pilots who used sideslip to compensate for crosswinds required constant attention to both desired heading and flight path control. Both control strategies required awareness of heading which was well separated in the display from the flight path symbol. The desired heading was displayed with a large tick mark on the heading tape, but it was not easily identified.

All pilots noted the relatively long training time required to achieve a satisfactory skill level with the flight path vector display, especially relative to the more conventional presentation format of the flight director. Even after ten to fifteen hours of experience with the display flying a familiar task (approach and landing), pilots were discovering additional ways to use the display. This experience parallels that for previous uses of the flight path vector display philosophy on head-up displays (Ref. 16). Although some structured training with the display was conducted, a more structured training and familiarization program should be developed.

A strong feature of this display format was its consistent Y-Z plane presentation, to include the low airspeed portion of the envelope. The landing pad longitudinal position bracket alongside the airspeed numerals was easily interpreted for longitudinal position. The goal posts in the immediate area of the landing zone provided lateral position cuing. Most pilots commented favorably on the display's cuing for final hover position and let-down. Pilots noted, however, that use of the display for hover position was often driven by difficulties in transitioning between the display and outside visual cues. In addition, pilots noted for the final let-down using
the display that the flight path vector symbol gave them instant feedback on power lever movements as they controlled height. The flight path vector symbol drive laws did not provide this height response cuing at speeds above those associated with hover.

**Power Lever Geometry**

Concern for wrong-way movement of the power lever during critical flight phases was frequently expressed by most pilots throughout this experiment. Its combination of shaft rotation and grip orientation (shown in Figure 5) provided the sense of a helicopter collective control at high power settings. Neither its throw length (4 inches) nor the fact that it rotated, much as an airplane throttle quadrant, were questioned; rather, it was the sensation of collective-like movement (up-down) but with opposite sense that provoked the concern expressed in pilot comments. The flight director provided a direct indication of power lever movement relative to a desired setting thus helping compensate for the power lever geometry and sensing. The flight path vector display had no such direct indication of power lever position, similar to flight with visual references. The lack of power lever position indication and consequent concern for improper power lever movement were frequently cited as increasing pilot workload with the flight path vector display. Development and evaluation of alternative power control inceptors is warranted for the approach and landing task.

**CONCLUSIONS**

A piloted simulation experiment conducted on the NASA Ames Research Center Vertical Motion Simulator investigated the use of two types of cockpit displays to help guide and control instrument approaches on steep glide slopes for a civil transport tiltrotor. The experiment was conducted with all aircraft systems functioning normally, full engine power available (no one engine inoperative evaluations), and with an attitude command control mode (pitch and roll, plus heading hold at low speeds). All approaches were carried through breakout to a vertical landing (no missed approaches). Environmental conditions included either clear or restricted visibility and either calm air or crosswinds with turbulence. Based on the results of 550 simulated approaches flown by eight evaluation pilots, the following conclusions may be drawn:

1. Pilots attained desired performance with both display formats on approaches up through 15 degrees. Generally satisfactory handling qualities were reported in calm conditions for these approaches. Crosswinds and turbulence degraded the handling qualities such that only adequate handling qualities were reported on a 15 degree glide slope.

2. Approaches on a 25 degree glide slope resulted in degraded performance and handling qualities with either display format. Pilot workload was strongly affected by crosswinds and turbulence, the large variations in power lever position required for height control at low airspeed to maintain glide slope tracking, and the loss of the landing spot from the cockpit field of view during visual flight segments of the approach.

3. The four-cue (pitch, roll, power and nacelle angle) flight director was quickly learned and easily interpreted. Pilots commented favorably on its configuration change (nacelle angle movement) prompts and the power lever cuing. The power lever cuing helped overcome a power lever geometry which was not well suited to the task and often was referred to during the final landing phase, even when hover longitudinal and lateral positioning was done with outside visual references.

4. The flight path vector display provided a Y-Z plane format, similar to an out-the-window view, for presentation of aircraft state, status (including torque and configuration settings) and guidance information for a variety of glide slope angles. Pilots achieved more precise altitude control during level flight conversions using this display. Pilots achieved precise glide slope tracking at the expense of higher workload than that experienced with the flight director. The flight path vector display provided flight status information in a format useful to operation in a variety of situations and warrants further development and evaluation.
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### TABLE 1. Vertical Motion Simulator Motion Drive Characteristics

<table>
<thead>
<tr>
<th>Motion Axis</th>
<th>Gain</th>
<th>Filter Break Frequency (rad/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Roll</td>
<td>0.5</td>
<td>0.25</td>
</tr>
<tr>
<td>Pitch</td>
<td>0.5</td>
<td>0.7</td>
</tr>
<tr>
<td>Yaw</td>
<td>0.5</td>
<td>0.7</td>
</tr>
<tr>
<td>Longitudinal</td>
<td>0.6</td>
<td>0.7</td>
</tr>
<tr>
<td>Lateral</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Vertical</td>
<td>0.8</td>
<td>0.25</td>
</tr>
<tr>
<td>Pitch-tilt</td>
<td>0.7</td>
<td>6.0</td>
</tr>
<tr>
<td>Roll-tilt</td>
<td>0.7</td>
<td>3.0</td>
</tr>
</tbody>
</table>

### TABLE 2. Reduced-order Aircraft Response Dynamic Model Characteristics

#### a. Pitch response to longitudinal stick:

\[
\theta = Ke^{-\delta_{LNG}}\left[\frac{s^2 + 2\zeta \omega s + \omega^2}{s^2 + 2\zeta \omega s + \omega^2}\right]
\]

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Hover / 90</th>
<th>80 / 80</th>
<th>180 / 0</th>
<th>80 / 80</th>
</tr>
</thead>
<tbody>
<tr>
<td>Airspeed (knots)</td>
<td>Nacelle Angle (degrees)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(K), deg/in</td>
<td>22.4</td>
<td>20.0</td>
<td>23.0</td>
<td>20.0</td>
</tr>
<tr>
<td>(\tau), sec</td>
<td>0.0096</td>
<td>0.0</td>
<td>0.0043</td>
<td>0.0</td>
</tr>
<tr>
<td>(\zeta), ND</td>
<td>1.0</td>
<td>1.16</td>
<td>1.58</td>
<td>1.36</td>
</tr>
<tr>
<td>(\omega), rad/sec</td>
<td>1.27</td>
<td>1.36</td>
<td>1.30</td>
<td>1.36</td>
</tr>
</tbody>
</table>

#### b. Heave (height rate) response to power lever:

\[
\frac{h}{\delta_{THT}} = Ke^{-\delta_{THT}}\left[\frac{s + 2\zeta \omega s + \omega^2}{s + 2\zeta \omega s + \omega^2}\right]
\]

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Hover / 90</th>
<th>80 / 80</th>
<th>180 / 0</th>
<th>80 / 80</th>
</tr>
</thead>
<tbody>
<tr>
<td>Airspeed (knots)</td>
<td>Nacelle Angle (degrees)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(K), ft/sec/in</td>
<td>9.23</td>
<td>16.3</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>(\tau), sec</td>
<td>0.041</td>
<td>0.052</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(a), rad/sec</td>
<td>0.33</td>
<td>0.35</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### TABLE 3: Evaluation Task Atmospheric Conditions

#### a. Winds

<table>
<thead>
<tr>
<th>Wind Condition</th>
<th>Crosswind (knots)</th>
<th>Turbulence (feet per second, root mean square)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calm</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Light</td>
<td>5</td>
<td>1.5</td>
</tr>
<tr>
<td>Moderate</td>
<td>10</td>
<td>4.5</td>
</tr>
</tbody>
</table>

#### b. Visibility

<table>
<thead>
<tr>
<th>Ceiling (feet)</th>
<th>Visual Range (feet)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clear</td>
<td>unlimited</td>
</tr>
<tr>
<td>200</td>
<td>2000</td>
</tr>
<tr>
<td>100</td>
<td>1000</td>
</tr>
</tbody>
</table>

### TABLE 4: Nominal Approach Conditions

<table>
<thead>
<tr>
<th>Glide Slope (degrees)</th>
<th>Airspeed (knots)</th>
<th>Nacelle Angle (degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>80</td>
<td>80</td>
</tr>
<tr>
<td>9</td>
<td>55</td>
<td>85</td>
</tr>
<tr>
<td>15</td>
<td>35</td>
<td>90</td>
</tr>
<tr>
<td>25</td>
<td>20</td>
<td>90</td>
</tr>
</tbody>
</table>

445
### TABLE 5. Flight director gains.

<table>
<thead>
<tr>
<th></th>
<th>Hover</th>
<th>80 knots</th>
<th>180 knots</th>
</tr>
</thead>
<tbody>
<tr>
<td>EBAR</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$K_e$, in/in</td>
<td>1.0</td>
<td>1.0</td>
<td>0.5</td>
</tr>
<tr>
<td>$K_{ex}$, in/ft/sec</td>
<td>-0.0140</td>
<td>-0.0093</td>
<td>0</td>
</tr>
<tr>
<td>$K_\theta$, in/rad</td>
<td>-3.50</td>
<td>-3.50</td>
<td>-3.50</td>
</tr>
<tr>
<td>$\lambda_{ewo}$, 1/sec</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>$K_{\dot{\theta}}$, in/rad/sec</td>
<td>-1.40</td>
<td>-0.70</td>
<td>-0.70</td>
</tr>
<tr>
<td>$K_{ex}$, in/ft/sec</td>
<td>0</td>
<td>0</td>
<td>-0.0150</td>
</tr>
<tr>
<td>$K_{ex}$, in/ft</td>
<td>0</td>
<td>0</td>
<td>-0.0070</td>
</tr>
<tr>
<td>$\tau_e$, sec</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
</tbody>
</table>

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>ABAR</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$K_a$, in/in</td>
<td>1.00</td>
<td>1.00</td>
<td>0.25</td>
</tr>
<tr>
<td>$K_{az}$, in/ft/sec</td>
<td>0.055</td>
<td>0.055</td>
<td>0.055</td>
</tr>
<tr>
<td>$K_\phi$, in/rad</td>
<td>-2.00</td>
<td>-2.00</td>
<td>-2.00</td>
</tr>
<tr>
<td>$\lambda_{awo}$, 1/sec</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$K_{\dot{\phi}}$, in/rad/sec</td>
<td>-0.60</td>
<td>-0.60</td>
<td>-0.60</td>
</tr>
<tr>
<td>$K_w$, in/rad</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\tau_a$, sec</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
</tbody>
</table>

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>CTAB</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$K_c$, in/in</td>
<td>3.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>$K_{cil}$, in/ft/sec</td>
<td>-0.010</td>
<td>-0.0250</td>
<td>0</td>
</tr>
<tr>
<td>$K_{ci}$, in/ft</td>
<td>-0.015</td>
<td>-0.0070</td>
<td>0</td>
</tr>
<tr>
<td>$K_{cil}$, in/ft/sec</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$K_{dc}$, in/in</td>
<td>-0.30</td>
<td>-0.14</td>
<td>0</td>
</tr>
<tr>
<td>$\lambda_{cwo}$, 1/sec</td>
<td>0.2</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>$\tau_{cl}$, sec</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\tau_c$, sec</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
</tbody>
</table>

### TABLE 6. Evaluation runs and pilots.

<table>
<thead>
<tr>
<th>Glide Slope Angle (degrees)</th>
<th>6</th>
<th>9</th>
<th>15</th>
<th>25</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flight Director pilots</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>evaluation runs</td>
<td>46</td>
<td>44</td>
<td>42</td>
<td>31</td>
</tr>
<tr>
<td>Flight Path Vector Display</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pilots</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>evaluation runs</td>
<td>23</td>
<td>16</td>
<td>15</td>
<td>11</td>
</tr>
</tbody>
</table>

---

**Figure 1.** Vertical Motion Simulator. Cab was oriented along the beam for large longitudinal acceleration for tiltrotor simulation.
Figure 2. Cockpit interior. Visual scene portrays approach to urban vertiport.

Figure 3. Central cockpit panel display with conventional instrument format.

Figure 4. Diagram of flight path vector display for cockpit center panel CRT.

Figure 5. Power lever geometry.
Figure 6. Approach profile.

Figure 7. Flight director command symbols arrayed about the attitude direction indicator (ADI).

Figure 8. Flight path vector display for the initial approach.

Figure 9. Flight path array elements
Figure 10. Flight path vector display showing flight on selected heading and approaching selected altitude. At the selected altitude (2000 feet), the selected altitude command bar will overlay the horizon. The aircraft is decelerating through 175 knots and is 5.4 nm from the DME reference point.

Figure 11. Flight path vector display approaching glide slope intercept (from below).

Figure 12. Flight path vector display on approach. Own aircraft is above and to the left of the desired glide slope.

Figure 13. Flight path vector display on final approach to a vertipad.
Figure 14. Flight path vector display showing vertical landing guidance.

Figure 15. Dichotomous decision tree for Cooper-Harper Handling Qualities Ratings from NASA TND-5153 (ref. 18).
Figure 16. Level flight conversion handling qualities ratings using the flight director.

Figure 17. Handling qualities ratings for glide slope tracking using the flight director.

Figure 18. Glide slope elevation tracking root mean square error.

Figure 19. Localizer tracking root mean square error.
Figure 20. Level flight conversion handling qualities ratings using the flight path vector display.

Figure 21. Glide slope tracking task handling qualities ratings using the flight path vector display.
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Abstract

A demonstration of frequency domain flight testing techniques and analyses was performed on a U.S. Army OH-58D helicopter in support of the OH-58D Airworthiness and Flight Characteristics Evaluation and the Army's development and ongoing review of Aeronautical Design Standard 33C, Handling Qualities Requirements for Military Rotorcraft. Hover and forward flight (60 knots) tests were conducted in 1 flight hour by Army experimental test pilots. Further processing of the hover data generated a complete database of velocity, angular rate, and acceleration frequency responses to control inputs. A joint effort was then undertaken by the Airworthiness Qualification Test Directorate (AQTD) and the US Army Aeroflightdynamics Directorate (AFDD) to derive handling qualities information from the frequency response database. A significant amount of information could be extracted from the frequency domain database using a variety of approaches. This report documents numerous results that have been obtained from the simple frequency domain tests; in many areas, these results provide more insight into the aircraft dynamics that affect handling qualities than do traditional flight tests. The handling qualities results include ADS-33C bandwidth and phase delay calculations, vibration spectral determinations, transfer function models to examine single axis results, and a six degree of freedom fully coupled state space model. The ability of this model to accurately predict aircraft responses was verified using data from pulse inputs. This report also documents the frequency-sweep flight test technique and data analysis used to support the tests.

Introduction

Background

Quantifying the "handling qualities" of rotorcraft has been a difficult task for the flight test community to accomplish. In its truest form, an aircraft's handling qualities are comprised of a set of metrics that measure objectively, the ease with which a pilot can perform a specified task. In the past, one method used by the testing community has been to measure specified static and dynamic characteristics, such as trim control positions and forces, stick characteristics, and aircraft responses to disturbances. There has been an attempt to measure selected stability and control derivatives individually through separate tests (in essence, a rough method of system identification). As an example, the character of speed stability ($M_U$, the pitching moment generated due to longitudinal velocity perturbations), has been measured by relating the longitudinal cyclic position to changes in airspeed from a trim condition, as shown in the following quasi-static equation:

$$M_U = -M_{\delta_{\text{long}}} \frac{d\delta_{\text{long}}}{du}$$

If forward cyclic is required for increasing velocity from trim, there is positive longitudinal static stability, which is considered "good." This provides information on the character of the speed stability, but not its magnitude, since there is no direct measurement of pitching moment due to longitudinal cyclic. It also becomes an invalid test for sophisticated modern control systems, such as a sidearm controller that commands acceleration, but holds velocity. A plot of stick position versus airspeed for this system would show neutral static stability, when in fact the aircraft may possess strong speed stability.

The demands of the next generation of rotorcraft require a closer than ever link between flight control
system design and aircraft handling qualities. This requirement, coupled with the presence of powerful computing systems and sophisticated software and tools, allows us to carefully characterize the aircraft dynamics that affect its handling qualities. The analysis tools presented in this paper allow for the accurate determination of the aircraft frequency responses, which can then be approximated with transfer function and stability and control derivative models to yield quantitative descriptions of the aircraft behavior. The analyses for this paper were conducted using a frequency domain based approach, which first requires generation of the flight test frequency domain database. Once the database has been generated, numerous applications can be derived from the data, as shown in figure 1.

Fig. 1 Diagram of the applications

Coverage of the Paper
This paper presents a detailed flight test example of the application of these methods to the OH-58D. The goal of the system identification was to characterize the aircraft handling qualities with simple models rather than to create very high fidelity models that may be needed for detailed simulation validation. The simple models provide significant insight into the aircraft's dynamic behavior in the piloted frequency range, using significantly less flight test time than traditional tests. The paper discusses testing requirements, instrumentation, data processing, and interpretation, and shows its usefulness as a tool in testing new and modified aircraft.

Description of the Test Aircraft
The test aircraft was a production OH-58D helicopter. This aircraft is a two-place, single-main-rotor helicopter powered by an Allison 250-C30R engine rated at 650 shaft horsepower. The engine drives a 4-bladed, soft in-plane composite main rotor and a two-bladed teetering tail rotor. The main rotor is outfitted with elastomeric lead-lag dampers and pitch-change bearings; flapping occurs through bending of the blade and the yoke to which the blades are attached, as well as through movement allowed by the elastomeric fittings which attach the blade to the yoke. Control inputs to the rotors are provided through an irreversible hydraulic system with a limited-authority stability and control augmentation system. The helicopter can be armed with a .50 caliber machine gun, 2.75" folding-fin aerial rockets, heat-seeking air-to-air Stinger missiles, and laser-guided HELLFIRE missiles. A sight mounted above the rotor hub houses a laser rangefinder and target designator, and both infrared and television sensors that provide images to the crew. The helicopter has a maximum gross weight of 5500 pounds in the armed configuration and 4500 pounds in the unarmed configuration. A sideview of the OH-58D helicopter is shown in Figure 2, and additional physical characteristics of the helicopter are listed in Table 1.

The OH-58D helicopter is used primarily in the scout mission, where it acquires, tracks and designates targets for AH-64A attack helicopters. The mission includes battlefield management, which entails a range of battle coordination tasks including artillery, air defense, and Air Force ground attack integration, as well as maneuver unit control. In an armed configuration, the helicopter can perform light attack missions by providing air-to-air and air-to-ground fire.

Table 1 OH-58D Physical Characteristics

<table>
<thead>
<tr>
<th>Maximum gross weights:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>unarmed</td>
<td>4500 lb</td>
</tr>
<tr>
<td>armed</td>
<td>5500 lb</td>
</tr>
<tr>
<td>Main rotor:</td>
<td></td>
</tr>
<tr>
<td>number of blades</td>
<td>4</td>
</tr>
<tr>
<td>diameter</td>
<td>35.0 ft</td>
</tr>
<tr>
<td>chord</td>
<td>13.0 in</td>
</tr>
<tr>
<td>tip speed</td>
<td>725 ft/s</td>
</tr>
<tr>
<td>effective hinge offset</td>
<td>2.9%</td>
</tr>
<tr>
<td>Tail rotor:</td>
<td></td>
</tr>
<tr>
<td>number of blades</td>
<td>2</td>
</tr>
<tr>
<td>diameter</td>
<td>5.42 ft</td>
</tr>
<tr>
<td>chord</td>
<td>5.3 in</td>
</tr>
</tbody>
</table>

The OH-58D helicopter is used primarily in the scout mission, where it acquires, tracks and designates targets for AH-64A attack helicopters. The mission includes battlefield management, which entails a range of battle coordination tasks including artillery, air defense, and Air Force ground attack integration, as well as maneuver unit control. In an armed configuration, the helicopter can perform light attack missions by providing air-to-air and air-to-ground fire.
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Tests for this paper were conducted at approximately 4800 pounds with weapon pylons and empty ejector racks on the helicopter. The aircraft had a pulse-code-modulation instrumentation system onboard which recorded measurements on magnetic tape and also transmitted these measurements to a ground monitoring station. The instrumentation system included an extensive array of sensors, although measurements for this paper were all provided by angular attitude and rate gyros, linear accelerometers, and potentiometers that indicated cockpit control positions. Further details of the test aircraft are provided in reference 1.

Flight Test Technique

Instrumentation

The results of frequency domain analyses are strongly influenced by the characteristics of the aircraft instrumentation system. And although useful data can be gathered with an instrumentation set-up not intended for frequency domain tests (as were the data for this paper), a properly designed instrumentation package can greatly improve results. This section describes instrumentation considerations for frequency domain testing.

Measurements typically required for handling qualities analyses consist of angular rates and attitudes, linear velocities and accelerations, and control positions. The accelerometers should be located as close to the center of gravity as possible, and their positions with respect to the cg should be accurately known. This information is used to correct the acceleration measurements to the cg--a step that is necessary to determine meaningful aircraft accelerations. Control positions can be measured at the pilot's stick or at the actuator outputs. Frequency responses derived from pilot stick measurements represent the closed-loop aircraft dynamics (aircraft dynamics as modified by the stability and control augmentation system), whereas frequency responses derived from actuator output measurements represent the open-loop or bare-airframe dynamics.

One consideration with all the measurements is that the range of the measurement is not so large that the resolution is unacceptably large. With an 8-bit data system, for example, the resolution of a roll attitude gyro with a range of ±180 degrees is 1.4 degrees--probably not acceptable for analyses of small-amplitude aircraft motions.

Aircraft instrumentation systems usually employ analog anti-aliasing filters. Because their properties are often not well-defined, these filters can unacceptably distort the data. To minimize such effects, similar filters should be used on all the measurements. This ensures, most importantly, that time delays introduced by the filters affect all measurements alike (time delays greatly influence the frequency response phase curves derived from the data). The cutoff frequency of the filters should not be less than about five times the highest frequency of interest. This guarantees that the data is modified only by the low-frequency end of the filter pass band, where filter phase distortions are small. Additional filtering with well-defined digital filters can be performed after the data is recorded. The data sample rate must be at least twice the filter cutoff frequency; a sample rate five times the filter cutoff frequency is preferable to avoid aliasing effects. Obviously, a common sample rate among all measurements is desirable, although not necessary.

A final issue is the time skew between measurements inherent in a data system that samples measurements sequentially. These time skews are usually small (10 ms is typical). Nevertheless, a data system structured to sample handling qualities measurements in the shortest time interval possible minimizes time skews between channels.

Measurements taken on the OH-58D and used for this paper consisted of aircraft attitudes, angular rates, linear accelerations, and control positions. Longitudinal, lateral, and vertical accelerometers were located under the pilot's seat, and an additional vertical accelerometer was positioned near the center of gravity. Control positions were measured at the pilot's stick.

The aircraft instrumentation system was not intended to gather data for frequency response analyses. For example, the accelerometers were not located at the cg and the position of the cg was not accurately known. Different analog filters and sample rates (from 75 to 450 Hz) were used on different measurements. And linear velocities were not measured. Data processing to account for some of the shortcomings of the data required considerable effort: data were filtered and decimated or expanded to create a common sample rate, linear accelerations were referred to the estimated cg position, and linear velocity time derivatives were reconstructed from the other measurements. And although these corrections ultimately yielded a useful database, better results could have been obtained with less effort if the instrumentation setup had followed the simple rules-of-thumb described above.

Test Inputs

The set of test inputs needed for this type of analysis consists of pilot induced frequency sweeps, and doublets or pulses. The sweeps are used to generate the frequency response database, and the doublets and pulses are used for time domain verification of resulting models. The basic pilot technique used in the frequency sweep is to produce a sinusoidal input about a reference trim condition, beginning at very low frequency and progressively increasing the frequency of inputs.
Generally, a frequency range of 0.1 Hz (10 sec period) to 2 Hz is adequate for handling qualities analyses. The frequency sweeps in these tests were conducted using small amplitude inputs starting with a period of about 16 seconds and progressing to a desired frequency of 2-3 Hz. Input and response data should be recorded over at least a 90-second period (minimum to maximum frequency). A minimum of two (ideally three) frequency sweeps per axis should be recorded for data reduction. Maintaining the trim condition for each axis throughout each maneuver is essential to eliminate errors. Control input size should be as small as possible with the pilot perceiving continuous control movement, but large enough to get an airframe response at low and mid frequencies (generally +/- 1/2 inch control deflection is a maximum). Intermittent, uncorrelated off-axis inputs are allowable as required to counter large excursions due to control coupling effects. An example of a lateral axis frequency sweep is presented in Figure 3.

There are some methods that can be used to minimize the risks from frequency response testing. One is to limit the range of the frequency sweep to a pre-determined value. Guidance from Tischler (Ref. 3) suggests testing a frequency range from 1/2 the bandwidth frequency to 2ω180. Unfortunately, no bandwidth data is available prior to conducting testing. Therefore, the tester must make an educated guess at the neutral stability frequency. Ideally, one would like to start at a very low frequency, and build up to a frequency high enough to make the bandwidth and phase delay computations. The low frequency range is the most difficult to acquire data with adequate coherence, due to the small control inputs required to minimize translation during the low frequency portion of the sweep. To reduce the risk of damage and save flight test time, it is suggested that one sweep be performed in each axis to more closely identify the range of frequencies actually required to accurately determine the bandwidth. An initial limit of 1.5 Hz should be used. Once a more accurate estimation of the bandwidth has been attained, the frequency sweep can be repeated over a more restricted (or expanded, if needed) frequency range. The object of this method is to avoid the higher frequencies, thus reducing the likelihood of driving other aircraft components into a damaging resonance. The technique will also reduce the number of asymmetrical and off-axis inputs required by the pilot to restrict translations started during the low frequency portions. Another method that will help minimize risk is to restrict the input magnitude. The size of the input should be kept to a minimum, which will reduce cyclic loads imposed upon the airframe.

Safety Considerations

Although the technique is straightforward, experience with frequency response testing during the AH-64A and OH-58D tests emphasizes the need to carefully plan the frequency sweep tests. Tests conducted with frequency sweeps revealed the potential for damage caused by structural resonances. Some of these are documented by AQTD in reference 2. Unexpected structural resonances which were not identified during structural demonstrations or during operational flying have been encountered during frequency sweep tests. The lesson is frequency response testing should be approached cautiously.

There are some methods that can be used to minimize the risks from frequency response testing. One is to limit the range of the frequency sweep to a pre-determined value. Guidance from Tischler (Ref. 3) suggests testing a frequency range from 1/2 the bandwidth frequency to 2ω180. Unfortunately, no bandwidth data is available prior to conducting testing. Therefore, the tester must make an educated guess at the neutral stability frequency. Ideally, one would like to start at a very low frequency, and build up to a frequency high enough to make the bandwidth and phase delay computations. The low frequency range is the most difficult to acquire data with adequate coherence, due to the small control inputs required to minimize translation during the low frequency portion of the sweep. To reduce the risk of damage and save flight test time, it is suggested that one sweep be performed in each axis to more closely identify the range of frequencies actually required to accurately determine the bandwidth. An initial limit of 1.5 Hz should be used. Once a more accurate estimation of the bandwidth has been attained, the frequency sweep can be repeated over a more restricted (or expanded, if needed) frequency range. The object of this method is to avoid the higher frequencies, thus reducing the likelihood of driving other aircraft components into a damaging resonance. The technique will also reduce the number of asymmetrical and off-axis inputs required by the pilot to restrict translations started during the low frequency portions. Another method that will help minimize risk is to restrict the input magnitude. The size of the input should be kept to a minimum, which will reduce cyclic loads imposed upon the airframe.

Training the pilot and the engineer is another important ingredient to a successful frequency sweep test. The input magnitude and frequency ranges must be thoroughly understood prior to flight. The pilot has a tendency to increase the magnitude of the inputs at higher frequencies, to compensate for a reduction in aircraft response. Using a fixture may help to relieve this tendency, but so will adequate ground training. The pilot should be coached by the engineer both for input timing and input magnitude. This pilot-engineer interface should be practiced on the ground. Realtime monitoring of the stick inputs is valuable for this task. Once the engineer determines that the inputs have met this frequency, he should make the "knock-it-off" call to the pilot. At frequencies above 1 Hz, it is difficult for the pilot to accurately estimate the input frequency. Experience has shown that pilots are capable of generating input frequencies in the range of 5-6 Hz (30-40 rad/sec) which may excite rotor modes. As a general rule, it appears that handling qualities frequency tests can be terminated at 2 Hz, and sufficient information will be available for
handling qualities analyses. A combination of establishing a pre-determined cutoff frequency, realtime input monitoring, limiting the magnitude of the inputs, and pilot-engineer ground training makes the test technique safe and efficient.

Generation of the Frequency Response Database

General
Generation of the frequency response database is the starting point for any of the analyses shown in figure 1. The overall goal is to extract a complete set of nonparametric input-to-output (pilot control-to-vehicle response) frequency responses that fully characterize the behavior of the helicopter.

CIFER Overview
The US Army/NASA and Sterling Software have jointly developed an integrated software facility (CIFER) for system identification based on a comprehensive frequency-response approach that is uniquely suited to the difficult rotorcraft problem. This program provides a set of utilities that reduce the frequency sweep time histories into high quality multi-input/multi-output frequency responses. A full description of the CIFER software is provided in reference 4. Essentially, three steps are used to generate the frequency response database. The first step is to produce the single-input/single-output (SISO) frequency response from the time histories using an advanced Fast Fourier Transform. An example of the autospectrum and Bode plots generated from this step are presented in Figure 4 for the roll axis. The input autospectrum shows good excitation up to 21 rad/sec (3.3 Hz).

The second step is to condition the responses to account for the effect of secondary inputs. These conditioned multi-input/single-output (MISO) responses are the same as the SISO frequency responses that would have been obtained had no correlated controls been present during the frequency sweep of a single control. A further detailed description of this conditioning process is presented in reference 6. Figure 5 shows how results are affected by the presence of secondary inputs, especially for off-axis identification.

Step three is to combine multiple window lengths into a composite response. A further detailed description of this composite process is presented in reference 4. The overall result of these three steps (CIFER programs -FREQUENCY, MISOSA, and COMPOSITE) is the rapid identification of a set of broadband frequency responses for all input/output pairs for which there is dynamic excitation. This set of composite conditioned frequency responses and associated coherence functions forms the core of the frequency response database. An example of the final response is shown in Figure 6.

![Graphs showing frequency response data for the roll axis](image)

Fig. 4 Roll axis SISO frequency response
Applications

ADS33C Specification Compliance

The requirements for response to small amplitude inputs are specified in ADS-33C (Ref. 8) using two frequency domain parameters, bandwidth and phase delay. The bandwidth parameter is the end to end, pilot control input to airframe angular response closed loop frequency that assures at least a 6 db gain margin, and a 45 degree phase margin from the neutral stability frequency. Essentially, it is a measure of the "quickness" with which the aircraft can respond to an input. Since any input can be modeled as a series of sine (or cosine) waves of differing frequencies and magnitudes, using Fourier analysis, the bandwidth defines the highest input frequency that results in a usable response both in magnitude and phase. The criterion in ADS-33C is based on the premise that ... the maximum frequency that a pure gain pilot can achieve, without threatening stability, is a valid figure-of-merit ... (Ref. 9). An aircraft with a high bandwidth would nearly mirror the input, and would be described as sharp, quick, crisp, or agile. A low bandwidth aircraft would be more sluggish, with a smooth response. Typical high gain tasks that would be most affected by bandwidth include slope landings, precision hover over a moving platform, air-to-air and air-to-ground target tracking, and running landings.

The phase delay parameter is effectively a measure of the steepness of the slope of the phase plot at the point where the output lags the input by 180 degrees (neutral stability). As the pilot increases his gain in a task, he approaches the frequency where the aircraft responds out of phase with the input. The natural pilot reaction is to apply a "mental lead filter" to compensate for this phase
shift. The success of this technique depends in large part on the predictability of the response. If the phase slope near the -180 degrees point is shallow, minor control deviations in the vicinity of this frequency will not change the phase shift significantly resulting in predictability. However, if the slope is too steep, minor changes in frequency will cause major changes in the phase shift, causing the "mental lead filter" to be less effective, or less predictable. An aircraft with a large phase delay is prone to Pilot Induced Oscillations, or PIOs. Phase delay is calculated based on either a two point fit, or a least-squares fit of the phase data between the neutral stability frequency and the phase at twice the neutral stability frequency. This assumes of course, that reliable data is available in this region, which may be a source of potential problems.

The bandwidth and phase delay are measured from a frequency response plot of the angular attitude response to cockpit controller deflection or force. CIFER applies the simple 1/s correction to the angular rate frequency responses to obtain the attitude to stick deflection frequency response. Phase margin and gain margin bandwidths are directly calculated, and the phase delay is calculated using either a two point fit, or a least squares fit algorithm, as shown in Figure 7. The least squares fit in CIFER uses an exponential coherence weighting function to place more emphasis on the higher quality spectral data present in the frequency response.

The resulting bandwidth and phase delay are then plotted against specification boundaries detailed in ADS-33C for Levels 1, 2, and 3. As an example, the roll axis results plotted in Figure 8 predict Level 2 handling qualities in the hover roll axis using the ADS-33C small amplitude criteria for the Target Acquisition and Tracking Mission Task Elements (MTEs). A review of earlier evaluations indicate that the aircraft possesses generally Level 2 handling qualities (Ref. 10). Right and left slope landings, a very high gain task, were rated HQRS 4 and 5 (Level 2) in the lateral axis. A pilot induced oscillation (PIO) in roll was documented at a hover in these two evaluations. The PIO disappeared when the pilot gained experience in the aircraft. A PIO significantly degrades handling qualities, and has been related to gain margin limited systems. Target Acquisition and Tracking MTEs were not performed during these tests. As can be seen, the predicted handling qualities trends from the frequency response criteria do compare with the actual handling qualities obtained in flight test.

**Target Acquisition and Tracking and Air Combat MTEs**

**Fig. 8 ADS-33C Small amplitude roll criteria**

**Spectral Analysis of Helicopter Vibration**

Helicopter vibration levels are routinely measured in flight test programs to determine compliance with specifications and to document in-flight vibration characteristics. The analysis associated with determining vibration levels is virtually identical to that of generating frequency responses; the CIFER software is therefore capable of performing all the functions required for a
vibration analysis. This section presents the results of such a vibration analysis for the OH-58D helicopter.

A vertical accelerometer was mounted under the pilot's seat on the test aircraft to measure vibration levels experienced by the pilot. The distribution of vertical vibration level with frequency is indicated by the power spectral density of the vertical acceleration time history. Between two frequencies, the area under this curve is proportional to the mean square value of vertical acceleration in this frequency range. Figure 9 shows the power spectral density of the pilot's seat vertical acceleration for the OH-58D in a hover. The data used to generate this plot was taken from the trim portions of several maneuvers. Vibration peaks are evident at frequencies corresponding to 1/rev, 2/rev, 4/rev, and 8/rev. Vertical vibration levels at each of these frequencies were determined by the CIFER software by calculating the area under each peak. The total vibration level was also calculated by integrating under the curve from 5 to 60 Hz. The results are presented in Table 2.

![Power spectral density, vertical vibration](image)

**Fig. 9 Power spectral density, vertical vibration**

**Table 2. OH-58D Vertical Vibration Levels in a Hover**

<table>
<thead>
<tr>
<th>Vibration Mode</th>
<th>Frequency (Hz)</th>
<th>RMS of Vertical Acceleration (g's)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/rev</td>
<td>6.5</td>
<td>.006</td>
</tr>
<tr>
<td>2/rev</td>
<td>13.1</td>
<td>.003</td>
</tr>
<tr>
<td>4/rev</td>
<td>26.1</td>
<td>.018</td>
</tr>
<tr>
<td>8/rev</td>
<td>52.2</td>
<td>.006</td>
</tr>
<tr>
<td>Total</td>
<td>5 to 60</td>
<td>.032</td>
</tr>
</tbody>
</table>

The peak amplitude of the acceleration is typically two to three times the root-mean-square value of the vertical acceleration. The maximum vibratory acceleration the pilot feels at the 4/rev frequency, for example, is therefore about 0.045 g's. The military handling qualities specification MIL-H-8501A requires vibrations levels lower than .15 g's for frequencies less than 32 Hz.

**Transfer Function Modeling**

Transfer-function modeling is a rapid and useful tool for characterizing the helicopter responses when the overall input-to-output behavior is of concern, rather than a complete physical representation based on the force and moment equations. In CIFER, transfer-functions are extracted directly by minimizing the magnitude and phase errors between the identified frequency-responses and the model. CIFER adjusts the transfer-function model parameters until a best fit is achieved. These transfer-function models are often referred to as "equivalent system" representations since they characterize the dominant dynamics in terms of simple "equivalent" first and second order responses. Examples of the applicability of transfer-function models are:

- flight mechanics studies - determination of key rotor parameters, and coupled rotor/fuselage modes
- handling-qualities analysis - comparison of equivalent system parameters such as short period damping and frequency, and time delay with the handling-qualities data base
- flight control system design model - classical design and analysis techniques such as Bode and Root Locus are based on the transfer-function descriptions of the on-axis angular responses to control inputs
- structural and rotor elasticity - damping and frequency of rotor lead-lag and airframe structure modes

Detailed examples of these applications are found in reference 11 for the BO-105, Puma, and AH-64A helicopters. In the following sections, the OH-58D data base is exercised to yield transfer-function models for the flight mechanics and handling-qualities applications.

**Roll Response Modeling**

An equivalent system model of the roll rate response to lateral stick input of Figure 6 was desired for flight mechanics analysis purposes. The frequency range of interest was selected as 1-16 rad/sec, which encompasses the dominant coupled fuselage/rotor flapping response. At present we choose to cut off the fit at 16 rad/sec to exclude the lead-lag dynamics prominent for higher frequencies as seen in Figure 6.

Two models of the roll-response were evaluated. In the simplest model, the response dynamics are characterized as first-order leading to the "quasi-steady" formulation in which the rotor and residual (mechanical and other higher-order) dynamics are represented by a pure time delay (τlat), and the coupled fuselage/rotor
dynamics are represented by the roll gain \((L_{\delta\text{lat}})}\), and the first order roll damping \((L_p)\):

\[
\frac{p}{\delta_{\text{lat}}} = \frac{L_{\delta\text{lat}} e^{-\tau_{fl} s}}{s - L_p}
\]

The parameters obtained for this model are listed in Table 3 and result in the rather poor frequency-response fit shown in Figure 10. The large cost function \((CF=126)\) indicates that the model does not satisfactorily characterize the response. Also, the parameters in the table are very sensitive to the exact fitting range of the fit, a further indication of the inadequacy of the quasi-steady formulation for this helicopter. The same limitations for the quasi-steady model were found for the BO-105 (Ref. 11).

As discussed by Heffley (Ref. 12), the roll response in the frequency range of interest is essentially second-order, owing to the coupling of the rotor regressive flapping and fuselage roll modes. A simple model involving the rotor flap inverse time-constant \((1/\tau_{fl})\), the total flapping stiffness \((L_{b1s})\), the lateral stick gearing \((K_{\delta\text{lat}})\), and the residual time delay \((\tau_{\text{lat}})\):

\[
\frac{p}{\delta_{\text{lat}}} = \frac{K_{\delta\text{lat}} e^{-\tau_{fl} s}}{s^2 + (1/\tau_{fl})s + L_{b1s}}
\]

The resulting model listed in Table 3 matches the frequency-response data quite well (cost function =21) as seen in Figure 10. Also the model parameters are not sensitive to the exact fitting range. The high level of rotor fuselage coupling is evident from reference to the second order poles \([\zeta=0.42, \omega_n=7.4]\), clearly showing why the quasi-steady approximation is not appropriate for this response.

Heffley (Ref. 12) tabulates the rotor parameters of eqn 2 for a broad range of helicopters. The report lists an OH-58 "D" model which includes the mast mounted sight (MMS), but the data of reference 13 used in Heffley's analysis excludes the MMS. The main differences are due to the change in inertias and center of gravity \((cg)\) associated with the MMS for the "D" model. In hover, the inflow effects on the flapping time constant are significant, and can be accounted for by making a correction to the Lock number \(\gamma\) as described by Harding (Ref. 14). Applying this correction to the OH-58D reduces the Lock number from the theoretical value of \(\gamma=7.06\) to an effective value of \(\gamma_{\text{eff}}=5.33\). The resulting rotor flap time constant prediction based on Heffley's analysis is \(\tau_{fl}=0.131\) sec, which is quite close to the identified value of \(\tau_{fl}=0.155\) sec. The flapping stiffness for the OH-58D is determined by Heffley from simulation data as \(L_{b1s}=47.7\), which is also quite close to the identified value. The small identified residual time delay \((\tau_{\text{lat}}=0.051\) sec) reflects the sensor filtering, hydraulic actuator and linkage dynamics between the stick measurement and the swashplate motion, and additional unmodeled rotor dynamics (e.g., lead-lag motion).

The maximum achievable roll rate can be assessed from the steady state response per unit input and the full throw control authority by noting from reference 12 that the roll rate response is to stick inputs is highly linear:

\[
p_{\text{max}} = \left(\frac{p}{\delta_{\text{lat}}}\right)_{ss} (\delta_{\text{lat}})_{\text{max}}
\]
which meets ADS-33 Level 1 roll rate requirements for limited and aggressive maneuvering.

A final parameter of interest is the effective first-order inverse time-constant $1/T_{ef6}$, where:

$$T_{ef6} = \frac{2\pi}{\omega_n} = 0.1163 \text{ sec} \quad (4)$$

so

$$1/T_{ef6} = 8.6 \text{ rad/sec} \quad (5)$$

As expected, this value is comparable with the first-order quasi-steady model parameter ($L_p$) shown in Table 3, and indicates a rather rapid roll rate command response for the OH-58D. A somewhat lower simulation value of $1/T_{ef6}=6.25 \text{ rad/sec}$ is obtained based on Heffley’s rotor parameters.

<table>
<thead>
<tr>
<th>Table 3 Transfer Function Models for $p/\delta_{lat}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model Structure</td>
</tr>
<tr>
<td>------------------------</td>
</tr>
<tr>
<td>Quasi-steady</td>
</tr>
<tr>
<td>Coupled body/rotor flapping</td>
</tr>
</tbody>
</table>

Heave Axis Modeling

Transfer function modeling was also used to investigate the helicopter vertical speed response due to collective control inputs. Previous work has shown that inflow dynamics significantly affect the vertical response in hovering flight, and are primarily responsible for determining the pilot’s perception of the aircraft’s "crispness" during vertical maneuvers (Ref. 15). Figure 11 (solid line) shows the frequency response of the vertical acceleration due to collective control; the increasing magnitude with frequency is caused by inflow effects. The physical mechanism that creates this peak in the magnitude plot is the dynamic response of the inflow velocity. Because the air has mass, the inflow velocity does not assume a new steady value instantaneously after an abrupt collective pitch change. This dynamic lag of the inflow velocity influences the angle of attack of the rotor blades such that the blades experience their largest angle of attack immediately after an abrupt collective pitch increase, and a decreasing angle of attack as the inflow velocity increases. The result is a large rotor thrust spike after a rapid collective pitch change, which causes the high-frequency peak in the magnitude plot. This phenomenon is also responsible for much of the vertical acceleration cues the pilot feels while making abrupt collective inputs in a hover, and is therefore necessary to include in simulation models to capture the "crispness" of the actual helicopter.

Two transfer function models were used to approximate the vertical axis response to collective stick.

---

Fig. 11 Heave Axis Response

Flight data
----- Model without inflow
----- Model including inflow
The first model is a first-order description of vertical velocity to collective which neglects inflow dynamics:

$$a_{\gamma} = \frac{sZ_{\delta_{col}}}{s - Z_{\theta}}$$  \hspace{1cm} (6)

Figure 11 (dashed line) illustrates that this model fits the vertical frequency response poorly. In particular, the model cannot follow the increasing magnitude with frequency that the frequency response exhibits.

The second model includes terms to model the inflow. The influence of dynamic inflow is approximated in the transfer function through the addition of a zero and a time delay to the first-order model of vertical velocity to collective stick:

$$a_{\gamma} = \frac{sZ_{\delta_{col}}(s - Z_{L})e^{\tau_{col}s}}{s - Z_{\theta}}$$  \hspace{1cm} (7)

where the coefficient values are $Z_{\theta} = -0.413$, $Z_{\delta_{col}} = -0.071$, $Z_{L} = -9.25$, and $\tau_{col} = 0.0785$. Figure 11 compares this transfer function to the actual frequency response and to the first model. The match is significantly better than that of the model which neglects inflow dynamics, illustrating the importance of including these effects in handling qualities models.

Single-input-single-output transfer function modeling, as illustrated in the preceding two examples, can reveal a great deal about the behavior of the helicopter. Quite often the physical mechanisms influencing the helicopter behavior are evident in this simple analysis—a benefit more complicated modeling approaches usually cannot offer. This makes transfer function modeling ideal for many common flight test and handling qualities analyses. Single-input-single-output transfer function modeling, as illustrated in the preceding two examples, can reveal a great deal about the behavior of the helicopter. Quite often the physical mechanisms influencing the helicopter behavior are evident in this simple analysis—a benefit more complicated modeling approaches usually cannot offer. This makes transfer function modeling ideal for many common flight test and handling qualities analyses.

The goal of the state-space modeling effort in this paper is to characterize the MIMO rotor-flapping/body dynamics of the OH-58D helicopter. The frequency range of concern is for pilot-in-the-loop handling qualities (0.5-15 rad/sec), as assumed by Heffley (Ref. 12). The larger goal is to develop a general approach for identification of rotorcraft handling-qualities models that can be routinely applied to future test programs. Such a model must be sufficient to capture the important dynamic modes and key coupling, without being overly complex and thus requiring an unacceptable level of labor or computer effort for the analysis.

**Model Structure**

A key aspect in the identification of a state-space model is the choice of model structure. Model structure refers to the form and order of the differential equations to be identified by CIFER. The earlier transfer-function modeling results described earlier show the angular responses of the OH-58D helicopter are dominated by the 2nd-order coupled fuselage/rotor dynamics. This modeling approach is generalized in the state-space formulation by expressing the lateral and longitudinal regressive flapping responses as first order differential equations. This approach follows Heffley's "primary analysis model" for handling-qualities analysis (Ref. 12) and is developed further into the "hybrid model" formulation of reference 4. The decoupled lateral regressive-flapping response (b_{1s}) is expressed as:

$$\tau_{f} b_{1s} = -b_{1s} - \tau_{f} p + K_{b_{1s}} \delta_{lat}(1 - \tau_{\delta_{lat}})$$  \hspace{1cm} (8)

where $\tau_{f}$ is the rotor flap time constant as in eqn (2) and $K_{b_{1s}}$ is the stick gain.

The rotor is coupled to the fuselage through rotor flapping springs $L_{b_{1s}}$ and $Y_{b_{1s}}$

$$\dot{p} = L_{b_{1s}} b_{1s} + L_{q} q + L_{r} r + L_{u} u + ... + L_{\delta_{\phi}} \delta_{\phi} + L_{\delta_{\phi}} \delta_{\phi} + L_{\delta_{\phi}} \delta_{\phi}$$  \hspace{1cm} (9)

$$\dot{\phi} = Y_{b_{1s}} b_{1s} + Y_{p} p + Y_{q} q + Y_{r} r + Y_{u} u + ... + Y_{\delta_{\phi}} \delta_{\phi} + Y_{\delta_{\phi}} \delta_{\phi} + Y_{\delta_{\phi}} \delta_{\phi}$$  \hspace{1cm} (10)

where it is important to remember that $L_{p}$, $M_{q}$, $L_{\delta_{\phi}}$, $M_{\delta_{\phi}}$, $Y_{\delta_{\phi}}$, and $X_{\delta_{\phi}}$ are omitted since their effects are associated with the steady-state rotor flapping response. The $Y_{p}$ term is retained to correct for errors in
the assumption of the vertical cg location. The same form of the equations is used for the decoupled longitudinal regressive flapping (a1s), pitch rate (q), and axial velocity (u) responses. The rotor flapping time constant (τf) is constrained to be equal in the pitch and roll equations, as predicted by theory for hovering flight. Harding (Ref. 14) adopts a coupled rotor flapping formulation and eliminates the quasi-steady coupling derivatives, which was found to produce a slightly less accurate model in the current study.

The model was further simplified by assuming a diagonal form of the force-speed derivatives and force-control derivatives; i.e.,

\[ X_v = X_w = Y_u = Y_w = Z_u = Z_v = 0 \]  
\[ \dot{X}_{\delta \text{lat}} = \dot{X}_{\delta \text{ped}} = \dot{X}_{\delta \text{col}} = \dot{Y}_{\delta \text{lon}} = \dot{Y}_{\delta \text{col}} = Z_{\delta \text{lat}} = Z_{\delta \text{lon}} = Z_{\delta \text{ped}} = 0 \]  

The low frequency speed derivatives \( X_u \) and \( Y_v \) were fixed at their OH-58D simulation values (Ref. 13), because their effects are not significant to the dynamic response in the frequency range of interest and could therefore not be identified. The vertical response is essentially decoupled from the other degrees-of-freedom and is modeled as in eqn (7) to include the heave damping \( Z_w \), the inflow lead \( Z_L \), the control derivative \( \dot{Z}_{\delta \text{col}} \) and a time delay \( \tau_{c1} \). Finally, time delays were included as a time shift on each of the angular controls. In the vertical axis, a second time delay \( \tau_{c2} \) was applied to the angular response to collective \((\tau_{c\text{col}})\) which accounts for the torque response time constant (about 0.25 sec). More sophisticated models can be developed that include the complete engine/rpm engine dynamics (Ref. 15), and the coupled flap-inflow dynamics (Ref. 14).

Model Identification Using CIFER

The hybrid model structure discussed above was identified using CIFER. After convergence was achieved with the initial fully populated model, an accuracy analysis was completed to determine which parameters are insensitive or highly correlated and should be removed from the model (Ref. 4). These unimportant derivatives are sequentially eliminated and the model is reconverged and re-analyzed for accuracy at each step. The final model parameters are listed in Table 4 together with their Insensitivities and Cramer-Rao bounds. Target Insensitivities and Cramer-Rao bounds are for the most part within their target limits (10% and 20% respectively), indicating that a good final model structure has now been achieved. A comparison of the frequency domain model results with selected flight test results is presented in Figure 12, which shows excellent agreement, including the off-axes responses.

The entire system identification and analysis procedure using CIFER required about 3 man-weeks of effort. All calculations were completed on a VAX 8650 computer.

The model parameters of Table 4 convey important flight mechanics characteristics of the OH-58D helicopter. The rotor flapping spring \( (L_{b1S}) \) is within 4% of the simple roll-response transfer function result of eqn (2). The rotor flapping time constant \( (\tau_f) \), which for the state-space model is based on both pitch and roll responses, is 15% larger than the previous roll-response transfer-function result. These results show overall that the addition of the coupling effects and lower-frequency quasi-steady parameters do not substantially alter the dominant 2nd order roll/flapping behavior predicted by simple transfer function methods.

The identified pitch and roll spring constants should be (physically) related to the inertia ratios:

\[ L_{b1S} / M_{a1S} = 53.06 / 22.05 = 2.406 = I_{yy} / I_{xx} \]  

Bivens (Ref. 13) provides inertias for the OH-58D simulation model: \( I_{yy} / I_{xx} = 2939.9 / 1208.4 = 2.43 \) which is amazingly close to the identified value. The identified yaw damping is also quite close to the simulation value. The identified heave damping value \( (Z_w) \) is nearly the same as the earlier transfer-function fit result of eqn (7), and very close to the simulation value of \( Z_w = -0.32 \). The inflow zero is identified as \( Z_L = -8.6 \) rad/sec, which is also very close to the transfer function results in eqn (7).

The level of pitch-roll coupling is appreciated by comparison of the control and response coupling derivatives with the on-axis derivatives. The roll due-to-pitch response ratio is:

\[ \left| \frac{L_q}{\left( L_p \right)_{\text{eff}}} \right| = \frac{2.16}{9.61} = 0.23 \]  

while the pitch due-to-roll response coupling ratio is 0.26.

The coupling ratio for longitudinal control input is:

\[ \left| \frac{L_{\delta_{\text{sw}}}}{(L_{\delta_{\text{sw}}})_{\text{eff}}} \right| = \frac{0.030}{0.166} = 0.18 \]  

and 0.26 similarly for the lateral control input. These results indicate a pitch-roll interaxis coupling of about 25%, which is about half of that of the BO-105 (Ref. 4),
Figure 12 Model Results
<table>
<thead>
<tr>
<th>Derivative</th>
<th>Identified model</th>
<th>Param Value</th>
<th>C.R. (%)</th>
<th>Insens (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_{u}$</td>
<td>-0.01440 †</td>
<td>.....</td>
<td>.....</td>
<td>.....</td>
</tr>
<tr>
<td>$X_{t}$</td>
<td>0.000 +</td>
<td>.....</td>
<td>.....</td>
<td>.....</td>
</tr>
<tr>
<td>$X_{w}$</td>
<td>0.000 +</td>
<td>.....</td>
<td>.....</td>
<td>.....</td>
</tr>
<tr>
<td>$X_{p}$</td>
<td>4.751</td>
<td>13.03</td>
<td>4.149</td>
<td>.....</td>
</tr>
<tr>
<td>$X_{d}$</td>
<td>0.000 +</td>
<td>.....</td>
<td>.....</td>
<td>.....</td>
</tr>
<tr>
<td>$X_{r}$</td>
<td>0.000 +</td>
<td>.....</td>
<td>.....</td>
<td>.....</td>
</tr>
<tr>
<td>$G$</td>
<td>32.17 †</td>
<td>.....</td>
<td>.....</td>
<td>.....</td>
</tr>
<tr>
<td>$Y_{a12}$</td>
<td>-55.53</td>
<td>6.696</td>
<td>1.984</td>
<td>.....</td>
</tr>
<tr>
<td>$Y_{u}$</td>
<td>0.000 +</td>
<td>.....</td>
<td>.....</td>
<td>.....</td>
</tr>
<tr>
<td>$Y_{t}$</td>
<td>-0.03300 †</td>
<td>.....</td>
<td>.....</td>
<td>.....</td>
</tr>
<tr>
<td>$Y_{w}$</td>
<td>1.560</td>
<td>18.03</td>
<td>6.575</td>
<td>.....</td>
</tr>
<tr>
<td>$Y_{p}$</td>
<td>3.535</td>
<td>10.58</td>
<td>0.7944</td>
<td>.....</td>
</tr>
<tr>
<td>$Y_{r}$</td>
<td>32.17 †</td>
<td>.....</td>
<td>.....</td>
<td>.....</td>
</tr>
<tr>
<td>$Y_{b12}$</td>
<td>127.8</td>
<td>4.412</td>
<td>0.7742</td>
<td>.....</td>
</tr>
<tr>
<td>$Z_{u}$</td>
<td>0.000 +</td>
<td>.....</td>
<td>.....</td>
<td>.....</td>
</tr>
<tr>
<td>$Z_{t}$</td>
<td>0.000 +</td>
<td>.....</td>
<td>.....</td>
<td>.....</td>
</tr>
<tr>
<td>$Z_{w}$</td>
<td>-0.0980</td>
<td>34.04</td>
<td>13.98</td>
<td>.....</td>
</tr>
<tr>
<td>$Z_{p}$</td>
<td>0.000 +</td>
<td>.....</td>
<td>.....</td>
<td>.....</td>
</tr>
<tr>
<td>$Z_{d}$</td>
<td>0.000 +</td>
<td>.....</td>
<td>.....</td>
<td>.....</td>
</tr>
<tr>
<td>$Z_{r}$</td>
<td>0.000 +</td>
<td>.....</td>
<td>.....</td>
<td>.....</td>
</tr>
<tr>
<td>$L_{u}$</td>
<td>0.01636</td>
<td>20.75</td>
<td>3.744</td>
<td>.....</td>
</tr>
<tr>
<td>$L_{w}$</td>
<td>0.000 +</td>
<td>.....</td>
<td>.....</td>
<td>.....</td>
</tr>
<tr>
<td>$L_{p}$</td>
<td>0.000 +</td>
<td>.....</td>
<td>.....</td>
<td>.....</td>
</tr>
<tr>
<td>$L_{r}$</td>
<td>-2.159</td>
<td>11.37</td>
<td>1.087</td>
<td>.....</td>
</tr>
<tr>
<td>$L_{b12}$</td>
<td>1.049</td>
<td>11.24</td>
<td>0.9681</td>
<td>.....</td>
</tr>
<tr>
<td>$L_{a12}$</td>
<td>53.06</td>
<td>4.350</td>
<td>0.6191</td>
<td>.....</td>
</tr>
<tr>
<td>$M_{u}$</td>
<td>-9.662E-03</td>
<td>20.66</td>
<td>5.398</td>
<td>.....</td>
</tr>
<tr>
<td>$M_{t}$</td>
<td>0.03279</td>
<td>11.86</td>
<td>2.198</td>
<td>.....</td>
</tr>
<tr>
<td>$M_{w}$</td>
<td>0.000 +</td>
<td>.....</td>
<td>.....</td>
<td>.....</td>
</tr>
<tr>
<td>$M_{p}$</td>
<td>-1.032</td>
<td>9.622</td>
<td>1.604</td>
<td>.....</td>
</tr>
<tr>
<td>$M_{r}$</td>
<td>0.000 +</td>
<td>.....</td>
<td>.....</td>
<td>.....</td>
</tr>
<tr>
<td>$M_{a12}$</td>
<td>22.05</td>
<td>5.208</td>
<td>1.185</td>
<td>.....</td>
</tr>
<tr>
<td>$N_{u}$</td>
<td>0.000 +</td>
<td>.....</td>
<td>.....</td>
<td>.....</td>
</tr>
<tr>
<td>$N_{t}$</td>
<td>0.03547</td>
<td>15.89</td>
<td>3.144</td>
<td>.....</td>
</tr>
<tr>
<td>$N_{w}$</td>
<td>-0.3780</td>
<td>32.45</td>
<td>11.60</td>
<td>.....</td>
</tr>
<tr>
<td>$N_{p}$</td>
<td>-0.6021</td>
<td>16.10</td>
<td>4.212</td>
<td>.....</td>
</tr>
<tr>
<td>$N_{d}$</td>
<td>1.906</td>
<td>10.31</td>
<td>3.087</td>
<td>.....</td>
</tr>
<tr>
<td>$N_{r}$</td>
<td>-0.5644</td>
<td>13.51</td>
<td>3.394</td>
<td>.....</td>
</tr>
<tr>
<td>$K_{in1}$</td>
<td>1.000 †</td>
<td>.....</td>
<td>.....</td>
<td>.....</td>
</tr>
<tr>
<td>$K_{in2}$</td>
<td>1.000 †</td>
<td>.....</td>
<td>.....</td>
<td>.....</td>
</tr>
<tr>
<td>$T_{1}$</td>
<td>-0.1806 *</td>
<td>.....</td>
<td>.....</td>
<td>.....</td>
</tr>
<tr>
<td>$T_{3}$</td>
<td>-0.1806 *</td>
<td>.....</td>
<td>.....</td>
<td>.....</td>
</tr>
<tr>
<td>$Z_{L}$</td>
<td>-8.60</td>
<td>14.6</td>
<td>2.3</td>
<td>.....</td>
</tr>
</tbody>
</table>

Table 4 Model Results - OH58D Stability and Control Derivatives

<table>
<thead>
<tr>
<th>Identified Model</th>
<th>Derivative</th>
<th>Param Value</th>
<th>C.R. (%)</th>
<th>Insens (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_{ion}$</td>
<td>0.000 +</td>
<td>.....</td>
<td>.....</td>
<td>.....</td>
</tr>
<tr>
<td>$X_{lat}$</td>
<td>0.000 +</td>
<td>.....</td>
<td>.....</td>
<td>.....</td>
</tr>
<tr>
<td>$X_{pred}$</td>
<td>0.000 +</td>
<td>.....</td>
<td>.....</td>
<td>.....</td>
</tr>
<tr>
<td>$X_{col}$</td>
<td>0.000 +</td>
<td>.....</td>
<td>.....</td>
<td>.....</td>
</tr>
<tr>
<td>$Y_{ion}$</td>
<td>-0.1480</td>
<td>4.248</td>
<td>0.9466</td>
<td>.....</td>
</tr>
<tr>
<td>$Y_{lat}$</td>
<td>0.000 +</td>
<td>.....</td>
<td>.....</td>
<td>.....</td>
</tr>
<tr>
<td>$Y_{pred}$</td>
<td>-0.1191</td>
<td>5.096</td>
<td>2.073</td>
<td>.....</td>
</tr>
<tr>
<td>$Y_{col}$</td>
<td>0.000 +</td>
<td>.....</td>
<td>.....</td>
<td>.....</td>
</tr>
<tr>
<td>$Z_{ion}$</td>
<td>0.000 +</td>
<td>.....</td>
<td>.....</td>
<td>.....</td>
</tr>
<tr>
<td>$Z_{lat}$</td>
<td>0.000 +</td>
<td>.....</td>
<td>.....</td>
<td>.....</td>
</tr>
<tr>
<td>$Z_{pred}$</td>
<td>0.000 +</td>
<td>.....</td>
<td>.....</td>
<td>.....</td>
</tr>
<tr>
<td>$Z_{col}$</td>
<td>-0.07450</td>
<td>10.72</td>
<td>1.868</td>
<td>.....</td>
</tr>
<tr>
<td>$L_{ion}$</td>
<td>-0.03862</td>
<td>5.062</td>
<td>1.463</td>
<td>.....</td>
</tr>
<tr>
<td>$L_{lat}$</td>
<td>0.000 +</td>
<td>.....</td>
<td>.....</td>
<td>.....</td>
</tr>
<tr>
<td>$L_{pred}$</td>
<td>0.01420</td>
<td>6.542</td>
<td>2.928</td>
<td>.....</td>
</tr>
<tr>
<td>$L_{col}$</td>
<td>0.000 +</td>
<td>.....</td>
<td>.....</td>
<td>.....</td>
</tr>
<tr>
<td>$M_{ion}$</td>
<td>0.01290</td>
<td>15.32</td>
<td>2.648</td>
<td>.....</td>
</tr>
<tr>
<td>$M_{pred}$</td>
<td>0.000 +</td>
<td>.....</td>
<td>.....</td>
<td>.....</td>
</tr>
<tr>
<td>$M_{col}$</td>
<td>0.000 +</td>
<td>.....</td>
<td>.....</td>
<td>.....</td>
</tr>
<tr>
<td>$N_{ion}$</td>
<td>-7.613E-03</td>
<td>21.71</td>
<td>8.117</td>
<td>.....</td>
</tr>
<tr>
<td>$N_{lat}$</td>
<td>0.01823</td>
<td>9.564</td>
<td>2.734</td>
<td>.....</td>
</tr>
<tr>
<td>$N_{pred}$</td>
<td>0.05702</td>
<td>5.314</td>
<td>2.004</td>
<td>.....</td>
</tr>
<tr>
<td>$N_{col}$</td>
<td>0.03830</td>
<td>5.080</td>
<td>2.376</td>
<td>.....</td>
</tr>
<tr>
<td>$K_{a12}$</td>
<td>2.227E-03</td>
<td>6.157</td>
<td>2.670</td>
<td>.....</td>
</tr>
<tr>
<td>$K_{b12}$</td>
<td>3.123E-03</td>
<td>5.023</td>
<td>2.683</td>
<td>.....</td>
</tr>
<tr>
<td>$\tau_{1}$</td>
<td>0.08110</td>
<td>10.53</td>
<td>3.661</td>
<td>.....</td>
</tr>
<tr>
<td>$\tau_{2}$</td>
<td>0.2690</td>
<td>4.191</td>
<td>1.529</td>
<td>.....</td>
</tr>
<tr>
<td>$\tau_{3}$</td>
<td>0.03646</td>
<td>15.67</td>
<td>6.197</td>
<td>.....</td>
</tr>
<tr>
<td>$\tau_{4}$</td>
<td>0.05556</td>
<td>9.163</td>
<td>3.632</td>
<td>.....</td>
</tr>
<tr>
<td>$\tau_{5}$</td>
<td>0.09027</td>
<td>5.346</td>
<td>2.518</td>
<td>.....</td>
</tr>
</tbody>
</table>

+ Eliminated during model structure determination
† Fixed value in model
* Fixed derivative tied to a free derivative
but which is still quite significant from a handling-qualities point of view.

The longitudinal and lateral moment derivatives (\( M_U \) and \( L_V \)) have small values, but are negative in sign -- opposite from first principles result. This problem reflects poor low frequency identification (e.g., for frequencies less than 0.5 rad/sec in the roll response of Figure 6) and suggests that these parameters may better be determined from the static calculation, given in the introduction, using the identified effective control moment derivatives of equations 14 and 15.

Finally, the eigenvalues of the model listed in Table 5 give the coupled natural modes of the OH-58D. The roll/flapping response \([\zeta = 0.407, \omega_n = 7.17]\) matches the transfer-function result of eqn (2) as expected. The pitch/rotor-flap response is also coupled but at a lower frequency \([\zeta = 0.550, \omega_n = 4.64]\), but at a lower frequency due to the higher pitch inertia.

### Table 5 OH-58D Hover Eigenvalues

<table>
<thead>
<tr>
<th>Mode</th>
<th>Real</th>
<th>Imag</th>
<th>( \omega )</th>
<th>( \zeta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Long Phugoid</td>
<td>0.242</td>
<td>0.0</td>
<td>0.675</td>
<td>0.856</td>
</tr>
<tr>
<td>Long Phugoid</td>
<td>-0.269</td>
<td>0.0</td>
<td>0.349</td>
<td>0.407</td>
</tr>
<tr>
<td>Lat velocity</td>
<td>0.433</td>
<td>0.0</td>
<td>0.578</td>
<td>0.907</td>
</tr>
<tr>
<td>Yaw/sway</td>
<td>-0.578</td>
<td>0.349</td>
<td>0.675</td>
<td>0.856</td>
</tr>
<tr>
<td>Heave Mode</td>
<td>-0.398</td>
<td>0.0</td>
<td>0.349</td>
<td>0.407</td>
</tr>
<tr>
<td>Roll/flapping</td>
<td>-2.916</td>
<td>6.550</td>
<td>7.17</td>
<td>0.407</td>
</tr>
<tr>
<td>Pitch/flapping</td>
<td>-2.554</td>
<td>3.877</td>
<td>4.64</td>
<td>0.550</td>
</tr>
</tbody>
</table>

**Model Verification in the Time-Domain**

Comparison of the pulse responses for the identified hybrid model and the flight data are shown in Figure 13 for lateral stick and pedal inputs. Similar accuracy is achieved for longitudinal and collective inputs. The results show that key characteristics of the on- and off-axis responses are very well predicted, and the model is quite acceptable for handling-qualities characterization purposes.

**Full Simulation Quality Identification**

The last, most complex application of the frequency domain database is the identification of a state space model that could be used for detailed analyses, with fidelity equivalent to a complete nonlinear model. The utility of such an identification includes simulation validation, piloted simulation, and detailed flight control design. Several researchers have documented the effectiveness of the frequency domain identification approach on the BO-105 (Ref. 4), the AH-64A (Refs. 14 and 15), and the UH-60A helicopters (Ref. 16). The data required from flight test is essentially the same, except that more attention is placed on the test inputs to maximize data quality. An extended frequency range is usually needed to obtain information at higher frequencies where rotor dynamic effects become more prominent. Detailed angular and kinematic consistency analysis, measurement error modeling, state reconstruction, detection of bad data, calibration of control rigging, all need to be examined to ensure high quality frequency response data that has a high degree of confidence (Ref. 11). Further data that would improve results could include rotor measurements such as flapping and lead/lag angles. Additional states are usually added to account for higher order rotor and inflow dynamics, as well as engine and stick dynamics. Obviously, the level of effort increases from 3-4 manweeks to 3-4 manmonths, as well as the amount of time necessary to plan and conduct the flight test program needed to obtain the data. The payoffs, however can be significant, resulting from the high fidelity simulation quality models that are generated from this process.

**CONCLUSIONS**

This paper has described the variety of handling qualities related information that can be derived from the frequency domain database generated from the relatively simple frequency sweep flight test technique. In many cases, substantially more information is available than the results produced from classical flight test techniques, which demonstrates the unique power of the frequency based approach over the classical time domain approaches. Research needs to continue in this area to determine further applications of the information available from the frequency domain database. Some particular conclusions from this study are:

- Non-parametric models are easily obtained from frequency sweep flight tests, and provide useful handling qualities information.
- Simple parametric models are useful for characterizing the dominant vehicle characteristics using a few number of parameters.
- An example of a simple parametric model of the OH-58D illustrates that frequency domain identification can reliably be used to support handling qualities studies.
- Simple 1st order rigid body models are inadequate for even simple handling qualities models. A coupled fuselage/regressive flapping model must be used to characterize the vehicle response.

**RECOMMENDATIONS:**

A technical note should be written for H-Q frequency domain testing.
Flight data
- - - - Identified model including flapping and vertical inflow

Fig. 13 Time-domain verification of model
Incorporate procedure in future airworthiness testing of new and modified aircraft.

Store FR database for future use and make available a compatible format for wide dissemination and further research.
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Abstract

Salient design features of a new NASA/Army research rotorcraft—the Rotorcraft-Aircrew Systems Concepts Airborne Laboratory (RASCAL)—are described. Using a UH-60A Black Hawk helicopter as a baseline vehicle, the RASCAL will be a flying laboratory capable of supporting the research requirements of major NASA and Army guidance, control, and display research programs. The paper describes the research facility requirements of these programs together with other critical constraints on the design of the research system, including safety-of-flight. Research program schedules demand a phased development approach, wherein specific research capability milestones are met and flight research projects are flown throughout the complete development cycle of the RASCAL. This development approach is summarized, and selected features of the research system are described. The research system includes a full-authority, programmable, fault-tolerant/fail-safe, fly-by-wire flight control system and a real-time obstacle detection and avoidance system which will generate low-altitude guidance commands to the pilot on a wide field-of-view, color helmet-mounted display.

Introduction

The preface to the proceedings from an International Symposium on "In-Flight Simulation for the 90's" held in Braunschweig, Germany, in July 1991 contains the following assessment of flight simulation:

Within the aerospace community, flight simulation has become virtually synonymous with the reproduction of the cockpit flight environment in a ground-based simulation facility. As this discipline has matured and assimilated the advances in digital processor and electronic imaging technologies, ground-based flight simulation has found its legitimate role in pilot-in-the-loop applications, both as a research and development tool and as a training aid. Nevertheless, ground-based flight simulation does have limitations related to the incomplete—and sometimes conflicting—nature of visual and motion cues which are presented to the pilot. As a result, in-flight simulation has played a unique role in aerospace research, development, and test pilot training by providing the proper environment and immersing the pilot in a real flight situation.

For rotorcraft, in-flight simulation is becoming increasingly important as fly-by-wire flight control technology is exploited and as autonomous systems are developed to relieve pilot workload, particularly during nap-of-the-Earth flight. In addition, the fidelity of aerodynamic modeling for rotorcraft is far from maturity, with the result that important handling and performance phenomena such as rotor wake interactions cannot be adequately simulated on the ground. This paper describes...
the planned development and preliminary design features
of a modern rotorcraft in-flight simulation facility—the
Rotorcraft-Aircrew Systems Concepts Airborne Laboratory (RASCAL)—heavily influenced by the
requirements of major NASA and Army rotorcraft
guidance, control, and display research and development (R&D) programs at the Ames Research Center, Moffett
Field, California.

As described in Ref. 1, the Army/Sikorsky UH-60A
Black Hawk helicopter (Fig. 1) was determined to be the
most appropriate available baseline vehicle for RASCAL
development. In October of 1989, a UH-60A, originally
used as the Army’s Advanced Digital-Optical control
System (ADOCS) demonstrator aircraft, was loaned to
NASA-Ames Research Center by the U.S. Army, and the
development of the RASCAL research facility was
initiated.

The paper begins with a statement of the objective of
the RASCAL development, including an overview of the
research programs which will utilize its capabilities.
These research requirements and other critical design
constraints, including flight safety, are then summarized.
The approach to be taken in the development of the
RASCAL, which is also driven by the requirements of the
flight research elements of the programs it will support, is
then described. Finally, selected design features of the
RASCAL Research Flight Control System are presented.

Project Objective and Research Requirements

The objective of the RASCAL facility development
project is the design, development, integration, and testing
of an airborne laboratory capable of supporting the flight
research requirements of several major NASA and Army
guidance, control, and display R&D programs. These
programs are described in Ref. 1 and include the
following:

1. Superaugmented Concepts for Agile Maneuvering Performance (SCAMP): Analysis, ground simulation,
   and flight research to investigate methods for the enhancement of rotorcraft maneuverability and agility through
   the application of advanced flight-control concepts

2. Automated Nap-of-the-Earth Flight (ANOE): Analysis, ground simulation, and flight research to develop low-altitude guidance algorithms and pilot’s
display laws for rotorcraft terrain-following/terrain-avoidance and obstacle avoidance

3. Rotorcraft Agility and Pilotage Improvement Demonstration (RAPID): In-flight validation and demonstra-
tion of ground simulation-derived solutions to selected Army-identified “technology barriers” to the development
of next generation/future systems.

Fig. 1 Rotorcraft-Aircrew Systems Concepts Airborne Laboratory (RASCAL).
To support the requirements of these R&D programs, the RASCAL research system will include the following (Fig. 2):

1. A high quality instrumentation, signal conditioning, and data acquisition system including rigid body, rotor state, and propulsion system sensors, suitable for both experimental data and flight control applications.

2. A programmable, fly-by-wire research flight control system including high-performance actuators; a flight control computer, programmable in a higher-order language, with a hardware/software architecture necessary for the throughput and speed requirements of the various SCAMP control concepts; and a high-speed data bus with sufficient capacity for the anticipated bus traffic.

3. The capability to evaluate both conventional controllers, using an artificial force-feel system, and integrated, multi-axis side-stick controllers.

4. An in-flight researcher interface with the system for monitoring the experiments and for effecting configuration changes to allow productive use of the available flight time.

5. An on-board precision navigation system suitable for low-altitude flight.

6. Appropriate passive (e.g., TV or FLIR) and active (e.g., radar or laser) sensors for image-based guidance and navigation including obstacle detection/avoidance.

7. On-board computational capability for real-time image processing, vehicle motion estimation, guidance algorithm generation, and pilot's display generation.

8. Terrain data base storage for low-altitude navigation with no image sensor-aiding.

9. A flexible, programmable pilot's display system including a panel-mounted display suitable for a digital map and a color, wide field-of-view, helmet-mounted presentation of flight status and command information and sensor-based imagery.

10. A capability for the integration of autonomous guidance commands with the research flight control system.

RASCAL Research System Design Requirements

An in-house preliminary design of the RASCAL research system was conducted during the summer and fall of 1991. The efforts of the preliminary design team included the establishment of prioritized design requirements for the research system. The top six of these requirements, in priority order, are:

1. Flight Safety: The RASCAL research system shall not degrade the flight safety reliability of the baseline Black Hawk helicopter.

2. Performance: The RASCAL research system shall have the capability to implement SCAMP high-bandwidth flight control laws, which include the use of rotor state feedback, and a real-time image processing.
guidance, and display system suitable for the ANOE program. The capability of the research flight control system shall be limited only by the performance of the basic UH-60A flight control system.

3. Research Flight Envelope: The RASCAL allowable research flight envelope shall be the Black Hawk flight envelope. No expansion of that flight envelope is required. Aggressive maneuvering while using the research system shall be conducted at altitude, clear of terrain and obstacles. Aggressiveness may be limited near the terrain and obstacles.

4. Cost Constraints: The RASCAL research system design must be compatible with the available funding from NASA, Army, and Federal Aviation Administration (FAA) sources.

5. Research Productivity: The RASCAL research system shall be designed with a high mission reliability and with the capability of obtaining a maximum number of research data points per flight hour.

6. Schedule Constraints: The RASCAL research system shall be developed in a manner that allows specific SCAMP, ANOE, and RAPID flight research experiments to be flown at intervals throughout the overall facility development period.

The milestones for RASCAL facility capability dictated by the requirements of the SCAMP, ANOE, and RAPID flight research experiments schedule are indicated in Fig. 3. These experiments are summarized as follows:

**SCAMP and RAPID**

- **Rigid-Body Modeling.** Data acquisition to support the development and validation of rigid-body models suitable for use in SCAMP control law development.

- **Baseline Maneuverability/Agility Measures.** Development of relevant measures of rotorcraft maneuverability and agility and measurement of the maneuverability and agility characteristics of the basic Black Hawk.

- **Rotor-state Modeling.** Rotor state data acquisition to support the extension of the SCAMP rotorcraft models to include rotor system dynamics.


- **Rotor-State Feedback FCS.** Flight implementation and evaluation of SCAMP control laws which include the feedback and control of rotor states.

**ANOE**

- **Passive Ranging Validation.** Acquisition of airborne video imagery data from stereo TV cameras for off-line validation of range estimation algorithms.

![Fig. 3 RASCAL research facility capability milestones.](image-url)
Differential Global Positioning System (DGPS)/
Inertial Navigation System (INS) Precision Approach
and Hover. In-flight evaluations of the suitability of a
DGPS/INS for helicopter terminal area operations under
Instrument Meteorological Conditions.

Computer-Aided Low-Altitude Flight Using
Visually Coupled Displays. Flight evaluations of low-
altitude guidance algorithms and the presentation of fused
guidance symbology and sensor imagery on a color, wide
field-of-view helmet-mounted display.

Real-Time Passive Ranging. Flight evaluations and
demonstrations of pilot aids for low-altitude flight
including real-time obstacle detection and avoidance
systems employing TV and FLIR sensors.

The facility capability milestones established by the
requirements of these experiments demand a phased
approach to the development of the overall research
capability of the RASCAL.

RASCAL Research System Development Program

Research program requirements dictate that RASCAL
flight test programs be conducted at several stages
throughout the development of the RASCAL as a research
facility. The research system that is to be installed on the
RASCAL must meet the research objectives of these
programs in a timely manner. A phased development
program has been defined to provide a system that can
support research activities at several stages as the system
is developed. The functional capability that is imple-
mented at any phase of the development program to meet
the immediate research goals is maintained and adds to
the overall facility capability. This additive approach
results in a system that, upon completion, will have more
integrated capability than any of the individual research
programs presently require. Future research programs will
have the full integrated capability available for the
conduct of flight test programs.

A critical element of this approach to the develop-
ment of the RASCAL is that the system development
risks must be minimized. This constraint requires that the
facility be developed using state-of-the-art, but proven,
technology. Care will be taken to severely limit technol-
ogy development requirements in specifying the
RASCAL Research System.

The research programmatic milestones identified for
the RASCAL and presented in Fig. 3 have been grouped
into four development phases as indicated in Fig. 4. Each
of these four phases results in the accomplishment of
specific, reportable research goals. The system require-
ments for each of the phases is presented below.

Phases 1. Measurement and documentation of the
basic UH-60A dynamics and controls characteristics are
to be accomplished, thereby providing a baseline against
which future improvements in maneuverability and agility
can be judged. Acquisition of stereo video data for post-
flight processing will be accomplished, allowing the
validation of passive ranging algorithms.

Fig. 4 RASCAL facility development phases.
Phase 2. The additional capability of acquiring and documenting rotor state measurements will complete the UH-60A baseline identification. Differential Global Positioning System (DGPS) position measurement capability will allow the development of guidance/display laws for precision approach and hover.

Phase 3. A wide-field-of-view, color, helmet-mounted display will add the capability to provide enhanced guidance information to the pilot, allowing the development of display laws to assist in the ability to conduct missions in an NOE environment.

Phase 4. A full-authority, fly-by-wire research flight control system will allow development and demonstration of control laws that more fully utilize the maneuverability and agility capabilities of the UH-60A. Real-time processing of the stereo video data on board the RASCAL will allow the presentation of obstacle ranging information and sensor/computer-aided guidance commands to the pilot.

System architectures have been established for each of the phases of the RASCAL development program that allow the additional capabilities to add to the overall system capability. The specific research requirements of each phase are met by this approach while the facility capability is always increased. This approach will be beneficial as new research programs are defined and the full capability of the RASCAL can be utilized.

Phase 1

The architecture for the RASCAL Phase 1 Research System is shown in Fig. 5. The central element of the research system for Phase 1 is the data acquisition computer, which uses an Intel 80486 processor. Analog sensors provide control position and a limited set of body state measurements. A Litton LN-93 Inertial Navigation Unit (INU) is installed to measure body attitudes and angular rates, and linear velocities and accelerations. Communication between the INU and the data acquisition computer is provided by a Mil-Std-1553B bus. A GEC Marconi HADS Air Data Computer that had been installed on the aircraft previously has been incorporated to provide low airspeed and local flow angle information.

A pair of high resolution video cameras is mounted on the nose of the RASCAL to provide data for the post-flight validation of passive ranging algorithms. The video data are time-correlated with the aircraft state data and processed post-flight. Provisions are incorporated to replace the video cameras with a FLIR installation. An experimenter's station is installed in the cabin allowing convenient control of the video and data systems.

Phase 2

Additional components added to the Phase 1 RASCAL system architecture will allow the research goals of Phase 2 to be accomplished. The resulting architecture is shown in Fig. 6. The basic data acquisition capability installed for Phase 1 will remain, with additional sensors installed to provide rotor state information. A guidance/navigation computer will be added to perform the guidance and navigation law computations. To provide guidance information to the pilot, a panel-mounted display will be installed and driven by the guidance/navigation computer. A DGPS that communicates directly with the guidance/navigation computer through a digital bus will be included. An uplink data stream from a ground-based GPS is required to provide the differential corrections to the airborne unit.

A research system operator's station will be implemented in the forward area of the RASCAL cabin for control of the research system. An experiment support/observer's station will be installed in the aft cabin to accommodate a second researcher or to provide for an observer during flight test operations.

Phase 3

The most significant addition to the RASCAL research system architecture to accommodate the low-altitude guidance research goals for Phase 3 will be the addition of a wide-field-of-view, multi-color helmet-mounted display system as shown in Fig. 7. Included will be the helmet, incorporating the display capability, a programmable display generator and a head tracker system. A second Mil-Std-1553B bus is anticipated to provide the data communications required to process guidance and navigation laws and to pass that information to the helmet. Additionally, that information must be recorded by the data acquisition system for post-flight processing.

Provisions for the acquisition of additional data regarding propulsion system performance will be added during this phase. Truth data for evaluation of the guidance system performance will be provided by uplinking data from the laser tracking system that Ames operates at its Crows Landing flight test facility.
Fig. 5 RASCAL Phase I architecture.
Fig. 6 RASCAL Phase 2 architecture.
Fig. 7 RASCAL Phase 3 architecture.
The research system will be, by this phase of development, sufficiently complex to require the incorporation of mode control capability. The mode-menu panels will be used by the evaluation pilot to select guidance and display modes and by the researcher/system operator to centrally control and monitor the research system components and to vary experiment parameters during the flight test. Control/display units will be installed in the cockpit and at the research operator’s station to provide this interaction with the research system, which will be accomplished using the Mil-Std-1553B bus.

Phase 4

Two major system installations will be added to the research system to accomplish the research goals for Phase 4. The completion of this phase defines the final system architecture as shown in Fig. 8.

The first of these major installations is a real-time image processor for the passive video ranging system. This unit will process the video signals to extract ranging information and provide it to the guidance/navigation computer. Obstacle avoidance information generated by the guidance/navigation computer will be displayed to the pilot. A high-speed digital bus will be used to communicate the information among the image processor, the guidance/navigation computer, and the helmet-mounted display system.

The second major addition to the RASCAL research system in Phase 4 is the fly-by-wire research flight control system (RFCS). This installation provides the RASCAL with its full in-flight simulator capability. An “evaluation pilot’s” station will be implemented by mechanically disconnecting the controls at the right crew station and installing new controls that electrically signal the RFCS. The RFCS will be a full-authority flight control system incorporating the functional components shown in the lower right section of Fig. 8; it is described in the next section.

On-board data analysis capability will be provided by the data analysis computer, which will be capable of real-time data display and post-run data analysis for use by the on-board researcher. A rearrangement of the Mil-Std-1553B buses may be required to accommodate the increased data flow requirements. Telemetry capability will be provided to allow the acquired data to be displayed and recorded on the ground at Ames’ flight test facilities.

During Phases 3 and 4, a ground development facility will be built up to support the on-board systems development. A combination of actual and emulated flight hardware will be employed to support hardware flight qualification and subsystems integration and software validation and verification. Inclusion of a simplified fixed-base simulation capability will allow pilot-in-the-loop testing and will support experiment development and pre-flight training activities.
Fig. 8 RASCAL Phase 4 architecture.
Research Flight Control System Requirements and Design Features

The RASCAL RFCS comprises those elements of the research system necessary to achieve full-authority, fly-by-wire flight control by the evaluation pilot. The elements include control inceptors, sensors, a flight control computer, a servo control unit, and research servo-actuators, as illustrated in Fig. 9. Because it is the largest single RASCAL subsystem and because of its flight critical nature, special attention is given in this section to describing the RFCS flight safety issues, performance requirements, and component functional requirements.

Safety and Reliability Requirements

The basic design philosophy of the RFCS is fail-safe. On detection of a system fault, the RFCS reverts to a disengaged condition allowing the safety pilot to resume control of the aircraft using the existing mechanical flight control system of the UH-60A. Preferably, the fault is recognized and the RFCS disengaged without any significant control transient characteristics that are often described as fail-soft or fail-passive. The research flight envelope, especially the allowable aggressiveness near the ground or obstacles, is directly impacted by the expected magnitude of these fault recognition and system disengagement transients.

Most system faults that do not pose an immediate or severe threat to the aircraft can be recognized and acted upon by the safety pilot who is directly and continuously monitoring the action of the basic UH-60A pilot controls. However, the faults that would result in a hardover control transient must be detected very quickly by automatic monitors. Furthermore, control transients associated with detection and isolation of these faults must be small enough to permit the safety pilot to safely regain control even when operating near the ground or among obstacles. Consequently, the most stringent requirement for RFCS system flight-safety reliability is focused on two essential functions:

1. The ability to disengage when required, whether initiated by the automatic safety monitoring system, the safety pilot, or the evaluation pilot

2. The immediate detection, typically within 100 msec, of component failures or software errors that would otherwise lead to unacceptably large and rapid control transients

The performance and response time requirements for these automatic monitors have been established in piloted simulations. The reliability of these safety-critical functions must be such that the probability that they will fail to operate as designed is extremely remote, less than one in $10^7$ flight hours. The quantitative basis of this requirement lies in an assumed 1000 flight-hour operating life of RASCAL, to which standard protection from potentially catastrophic failures has been applied.

Fig. 9 RFCS components and aircraft interface.
For system disengagement, this level of reliability can be achieved with state-of-the-art components and techniques that will assure that the RFCS servos can be hydraulically bypassed. Force-override features such as shear pins may also be included for added safety. Detection of component failures associated with the actuation loop itself is similarly straightforward, with good assurance that detection and isolation will be fast enough to result in insignificant control transients. Nevertheless, achieving these functions to the level of reliability that is required will undoubtedly entail some level of redundancy of hydraulic system components and servo control hardware.

Achieving high reliability in the passive detection and isolation of hardover commands that may be generated within the RFCS is a more difficult problem, particularly as it is intended that the aircraft be flown aggressively through the fly-by-wire system so that large command signals may be the norm. Component redundancy with cross-channel comparison could be used to quickly detect system hardware faults. However, this method of fault detection increases system complexity and is subject to nuisance trips, especially if only two channels are employed. It is essential that an appropriate balance be struck between system complexity in the form of dual or triplex systems and the impact of nuisance trips and system maintainability on research productivity.

To provide protection from software errors using a redundant design approach, independent software specifications and implementations would be required. Although software is the most frequent source of control system transients in a research facility of this type, the prospect of generating wholly dissimilar software or implementing cumbersome validation and verification procedures is distinctly unattractive.

A preferred approach to fault detection is to monitor the character of the command signals to the RFCS servos, with the objective of identifying commands of unacceptable magnitude, regardless of their source. This has been the general technique employed for this type of research facility in the past, for example, in the CH-47B variable stability helicopter. In practice, it may be more effective to detect these large commands by examining the character of the error signal within the actuator loop itself. This approach has the advantage of diminishing the requirement for component and software redundancy, but it has less potential to provide as effective transient suppression. This relatively simple approach permits location of these monitors in a dedicated, protected, and hence more reliable area of the RFCS, removed from ever-changing research software. However, without additional intelligence, this monitor concept is unable to differentiate between large commands generated intentionally by the evaluation pilot and actual system faults. Hence it is susceptible to nuisance trips that would result from aggressive maneuvering. In addition, whatever the design details of the fault detection monitors, redundant implementations may be required to achieve the necessary functional reliability.

In light of these considerations, a question remains whether the maneuvering flight envelope achievable with the failSAFE RFCS/aircraft system is consistent with the research program requirements. The SCAMP objective of developing and evaluating control laws designed using advanced methodologies can be met with aggressive maneuvering away from obstacles or the ground and with reduced aggressiveness near obstacles. The RAPID program embodies a more traditional in-flight simulation role and in addition is intimately tied to the ADS-33C handling qualities specification. Section 4 of ADS-33C requires very aggressive maneuvering at low altitudes to demonstrate specification compliance, for example, an acceleration/deceleration with pitch attitudes in excess of 30 degrees performed at altitudes of 50 ft above ground level or lower. It is desired to achieve these maneuver objectives with the RASCAL RFCS. However, it is not yet clear whether the failSAFE architecture, which is highly desirable from a cost, complexity, and research productivity standpoint, will permit very aggressive maneuvering near terrain and obstacles.

System Performance Requirements

To meet the high-bandwidth flight control performance goals of the SCAMP and RAPID programs, it is well understood that the RFCS design must minimize the delay contributed by each component versus a total time delay budget and the nonlinearities introduced into the control path by rate limits and hysteresis.

The time delay budget was arrived at using, as a baseline, the ADOCS case study performed by Tischler and the RASCAL preliminary design study described in Ref. 5. The Ref. 4 study found that the ADOCS forward loop equivalent delays from pilot input to aircraft response was over 240 msec. This delay was thought to be the source of the handling qualities shortcomings that became apparent in the vehicle during high-precision, high-gain pilot tasks. The goal for the RASCAL budget was to reduce the total delay by 50% to roughly 120 msec, which is below the critical point of handling qualities degradation according to fixed-wing experiments. Further reduction is not feasible because a significant
portion of the delay arises from the UH-60A main rotor and primary servo-actuators, which will not be modified.

Table 1 shows the component breakdown of forward loop equivalent delays for the pitch axis for ADOCS (from Ref. 4) and the goal for RASCAL for centerstick and sidestick configurations. The major areas of improvement for RASCAL are a reduction in the computation frame to 10 ms and improved research servo performance leading to an approximation of 10 ms of delay. This equates to a second-order servo response natural frequency of 22 Hz.

<table>
<thead>
<tr>
<th>Element</th>
<th>ADOCS delay, ms</th>
<th>RASCAL goal, ms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Main rotor</td>
<td>66</td>
<td>66</td>
</tr>
<tr>
<td>UH-50A primary servos</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>Research servos</td>
<td>26</td>
<td>10</td>
</tr>
<tr>
<td>Zero-order hold</td>
<td>17</td>
<td>5</td>
</tr>
<tr>
<td>Computations</td>
<td>22</td>
<td>5</td>
</tr>
<tr>
<td>Stick sampling skew</td>
<td>17</td>
<td>2</td>
</tr>
<tr>
<td>Total delay, centerstick</td>
<td>n/a</td>
<td>115</td>
</tr>
<tr>
<td>Sidestick notch filter</td>
<td>40</td>
<td>30</td>
</tr>
<tr>
<td>Sidestick biodynamic filter</td>
<td>22</td>
<td>10</td>
</tr>
<tr>
<td>Total delay, sidestick</td>
<td>244</td>
<td>155</td>
</tr>
</tbody>
</table>

Regarding nonlinearities, SCAMP control laws will require the maximum amount of precision attainable with the UH-60A. Concern about the impact of hysteresis in the UH-60A control linkages led to requiring that the research servos be mounted at the input to the UH-60A primary servos, rather than near the safety pilot. This is especially crucial for the tail rotor servo, which will be mounted in the vertical tail at the UH-60A tail servo input linkage to avoid the compliance of the tail rotor cable and lost motion in the mechanical linkages. It is recognized that these locations cause the hysteresis to be present in the safety pilot's backdriven controls; however, piloted simulation studies have indicated that this loss of precision is not a critical factor.

The major source of nonlinearity remaining is the rate limit of the servos. The UH-60A primary servos have a rate limit of 100%/sec which, due to the linkage gains and mechanical mixing box, lead to higher and nonuniform rate limits of the cockpit controls. There is no advantage to driving the servos beyond their rate limit, so the research servos will have the same rate capability. The maximum sine wave input amplitude that a servo will respond to linearly is equal to the servo maximum rate divided by the input frequency. For example, at the 1/rev frequency of 27 rad/sec, the servos can respond linearly to inputs of up to ±3.7%. At the pilot controls, this corresponds to between ±0.3 and ±1.3 inches depending on the control axis. The SCAMP control designs have considered this limitation. To date the rate limit does not appear to be a major impediment during aggressive maneuvering even with rotor state feedback.

Component Functional and Performance Requirements

This section describes the requirements of the components of the RFCS (Fig. 9) that derive from the safety and performance considerations just described. Depending on the design selected to meet the fail/safe requirements and associated reliability goals, the system architecture may incorporate redundancy of some or all components. However, because the redundancy and redundancy management features are not yet well defined for the RFCS, they are not addressed in this paper.

Sensors. The primary sensors for the RFCS are indicated in Fig. 8. Of particular interest is that, as part of the SCAMP program, a major effort will be undertaken to measure rotor states. Current plans call for use of rotary variable differential transformers (RVDTs) at the blade roots to sense blade flap, lag, and pitch. Optical methods of sensing these angles are also being investigated. In addition, it is planned to mount pairs of linear accelerometers on each blade to obtain duplicate measures of flap, lag, and pitch and possibly their rates using the state estimation methods described in Ref. 7. These signals will be transmitted or routed through slip rings for processing in the on-board computers.

Controls. The first set of pilot controllers will likely consist of a multi-axis sidestick controller on the evaluation pilot's right with a collective lever on the left. Optional spring-loaded pedals will likely be included. Ultimately, it is planned to have in addition a conventional centerstick, pedals, and collective driven by a fully programmable force-feel system.

Flight Control Computer. The flight control computer (FCC) will contain signal conditioning, bus control, signal processing, and control laws. The internal architecture of the FCC has not yet been determined, especially with regard to the number of processors.
required. However, it is a requirement that the FCC as a whole be able to perform extensive analog and digital signal processing as described below. Apart from input/output processing, it is estimated that the processor(s) used for the control law computations will need to have a 32-bit, floating point architecture and be capable of 16 million instructions per second (MIPS) or 6 million floating point operations per second (MFLOPS). The FCC will have a large memory requirement, on the order of 4 Mbytes, to accommodate future growth and to permit loading several sets of control law applications code from different experiments to allow maximum flight test flexibility.

The FCC will communicate with the other subsystems via Mil-Std-1553B data buses (Fig. 8). Those systems include the 1553B-based sensors, the cockpit and cabin mode-menu computers, the guidance and navigation system, and the data acquisition and analysis system. The number and arrangement of buses required for these interactions are being determined based on estimates of projected loading, traded off against hardware and software requirements and compatibility with the phased research system development.

There is a requirement for extensive analog input into the FCC to accommodate the analog sensors. Many of the signals will be used for flight control, while others will be converted to 1553B format and sent on to the data analysis computer or telemetry system for recording. All the analog signals will be anti-alias filtered at a single frequency. A digital processor will then be used as required for lower-frequency filtering of both the analog and 1553B-based sensor signals using low-pass or notch filters. The advantage of this approach is to permit flexibility in changing filter complexity and characteristics while retaining a single hardware configuration. It is expected that for control applications the highest frequency of interest is at 2/rev, or 8.6 Hz, while for parameter identification activities higher frequencies will be desired.

A real-time operating system or real-time executive will be employed for program execution. A high-order language will be used for control law and signal processing applications. Depending on software tools that are available, the language will be either C or Ada. A commercial, workstation-based, software development environment will likely be employed, with appropriate cross-compilers and a complete window-oriented symbolic debugging capability. The real-time shell, including software to drive all of the input/output devices, will be developed such that new signal processing and control law modules can be easily integrated. The project teams will develop the signal processing and control law applications software using a structured design approach similar to that used for the Ames V/STOL Systems Research Aircraft (VSRA) program.

Servo Control Unit. The servo control unit (SCU) will receive, process, and monitor control commands from the FCC. It will contain servo loop closure electronics, control engagement and disengagement of the RFCS, and provide fault detection and isolation logic. These SCU functions are considered flight-safety critical and must meet the $10^{-7}$ failures/flight hour reliability requirement discussed above.

The SCU will receive servo position commands from the FCC that will be appropriately processed and will become the commands to the RFCS servos' electro-hydraulic valves. The servo loops will be analog, and linear variable differential transformers (LVDTs) will be used for the servo ram position feedback. Each element of the servo loop will be monitored; for example, by using the actual ram position versus one predicted by a low-order model. In addition, the servo motions will be monitored for "reasonableness" to assure that the SCU has not received a hardover or slowelver command from an upstream component such as the FCC. The requirements for these command monitors have been established in piloted simulations that defined the maximum servo motion that can be tolerated before the monitor disengages the RFCS. The monitor thresholds will have some selectability to account for different flight environments and task aggressiveness levels.

When any of these monitors detects a failure, the RFCS will be disengaged by bypassing and depressurizing the RFCS servos. The bypass functions may be redundant if necessary to assure proper disengagement. Disengagement will also be effected via failure discrete to the SCU from all upstream monitors, for example the FCC watchdog timer. Finally, both the safety and evaluation pilots will be able to command disengagement via switches mounted on their controls. Unique aural tones will accompany RFCS engagement and disengagement.

Research Servos. As discussed previously, the research servos will be mounted at the inputs to each of the UH-60A primary swashplate and tail rotor servos and will provide full-authority control of those servos. Their performance will be consistent with the 10 msec time delay and 100%/sec rate limit discussed above. The servos will be electrically signaled hydraulic actuators mounted in parallel with the UH-60A mechanical flight control system so that their motions are reflected, via movement of the mechanical linkages, back to the safety
pilot's cockpit controls. The detail designs of the research servos' hydraulic and mechanical interfaces to the UH-60A will be modeled on those used successfully for ADOCS. At the same time, lessons learned in the ADOCS program will be used to improve the design for RASCAL. For example, the RASCAL servo rams will be balanced or semi-balanced to provide the same response in both directions.

Concluding Remarks

Since the first in-flight simulator was developed in 1947 at what was to become NASA Ames Research Center, these devices have been successfully applied to all aspects of the aircraft development process. The RASCAL represents the latest in a series of helicopter in-flight simulators that began in the late 1950s with the Princeton University variable stability HUP-I, used as a research tool to generate roll and yaw handling qualities requirements. The RASCAL is being developed as much more than a handling qualities research tool and will be capable of supporting major NASA, Army, and FAA research programs in integrated guidance, control, and display systems for rotorcraft. A fundamental requirement for these programs is that both ground- and in-flight simulation be applied in a complementary fashion to ensure the completeness and accuracy of the results.
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This document contains papers from a specialists’ meeting entitled “Piloting Vertical Flight Aircraft: A Conference on Flying Qualities and Human Factors.” The conference was co-sponsored by the American Helicopter Society—San Francisco Bay Chapter, and the NASA Ames Research Center. It was held January 20–22, 1993 at the Sheraton Hotel Fisherman’s Wharf, San Francisco, California.

Vertical flight aircraft, including helicopters and a variety of Vertical Takeoff and Landing (VTOL) concepts, place unique requirements on human perception, control, and performance for the conduct of their design missions. The intent of this conference was to examine, for these vehicles, advances in: (1) design of flight control systems for ADS-33C standards; (2) assessment of human factors influences of cockpit displays and operational procedures; (3) development of VTOL design and operational criteria; and (4) development of theoretical methods or models for predicting pilot–vehicle performance and mission suitability. Recognizing that human capabilities and limitations form an integral aspect of the operations for these classes of vehicles, a secondary goal of the conference was to provide an initial venue for enhanced interaction between human factors and handling qualities specialists.