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Executive Summary

Mesoscale weather conditions can have an adverse affect on space launch, landing, ground processing, and weather advisories, watches, and warnings at Kennedy Space Center (KSC) and Cape Canaveral Air Force Station (CCAFS). During the summer months, land-sea interactions that occur across KSC and CCAFS lead to the formation of a sea breeze, which can spawn deep convection. These convective processes often last 60 minutes or less and pose a significant challenge to the forecasters at the National Weather Service (NWS) Spaceflight Meteorology Group (SMG), NWS Melbourne, Florida (MLB), and the 45th Weather Squadron (45 WS). As a result of this challenge, the need for accurate mesoscale model forecasts to aid in their decision making is crucial.

The current state-of-the-art mesoscale Weather Research and Forecasting (WRF) model provides the user with many different model configuration options. It has two dynamical cores – the Advanced Research WRF (ARW) and the Non-hydrostatic Mesoscale Model (NMM). In addition to the two dynamical cores, there are also two data analysis packages that can provide initialization data for the model – the Local Analysis and Prediction System (LAPS) and the Advanced Regional Prediction System (ARPS) Data Analysis System (ADAS). Besides model core and initialization options, the WRF model can be run with one- or two-way nesting. Having a series of initialization options and WRF cores, as well as many options within each core, provides SMG and MLB with considerable flexibility as well as decision-making challenges. The Applied Meteorology Unit (AMU) was tasked to compare the WRF model performance using ADAS versus LAPS for the ARW and NMM model cores and to compare the impact of using a high-resolution local forecast grid with one-way, two-way, and no nesting, as well as to examine the impact of assimilating soil moisture data on model performance.

Five convective initiation days and two null, non-convection days were chosen to assess model skill. To compare the three different combinations of WRF initializations, ADAS-ARW, LAPS-ARW, and LAPS-NMM, the WRF model was run at a 4 km horizontal grid spacing over the Florida peninsula and adjacent coastal waters. Each run was integrated 12 hours with three runs per day initialized at 0900, 1200, and 1500 UTC. Boundary conditions were obtained from the North American Mesoscale (NAM) model, while initial conditions were obtained from the Rapid Update Cycle (RUC) model. Data ingested by the model through either the LAPS or ADAS analysis packages included Level II Weather Surveillance Radar-1988 Doppler (WSR-88D) data, Geostationary Operational Environmental Satellites (GOES) visible and infrared satellite imagery, and surface observations throughout Florida. To compare the performance of the WRF model using a high-resolution local grid with one-way, two-way, and no nesting, the inner nest was run with a grid spacing of 1.33 km over east-central Florida.

To verify precipitation, forecast rainfall accumulation was compared to the NCEP stage-TV analysis. To determine the skill of each model configuration, the Fractions Skill Score (FSS), an objective precipitation verification method, was employed. This method calculates a probability of precipitation for each grid square based on the assumption that the model is in error on the scale of the size of the area used to produce the fractions. In addition to an objective precipitation verification method, a subjective verification was also performed for select convective initiation cases.

Some of the key results found include the following:

• All model configurations suffered from model spin up of too much precipitation in area and amount.
• Beyond six hours, all model configurations increased in skill.
• The difference in skill between the ADAS-ARW and LAPS-ARW was negligible, while the skill of LAPS-NMM was slightly worse.
• The use of a local high-resolution grid did not significantly improve the skill of the model as compared to the coarser model runs.
• The analysis of all hot-start model configurations and nesting configurations indicated that no single model was clearly better than the rest.

These results suggest that high-resolution forecasts over Florida during the warm season are best to help develop a broad understanding of a situation rather than in predicting individual convective cells.
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1. Introduction

Mesoscale weather conditions can have an adverse affect on space launch, landing, ground processing, and weather advisories, watches, and warnings at Kennedy Space Center (KSC) and Cape Canaveral Air Force Station (CCAFS). During summer, land-sea interactions across KSC and CCAFS lead to sea breeze formation, which can spawn deep convection. These convective processes often last 60 minutes or less and pose a significant challenge to the forecasters at the National Weather Service (NWS) Spaceflight Meteorology Group (SMG). The main challenge is that a “GO” or “No GO” forecast for thunderstorms at the Shuttle Landing Facility is required at the 90 minute deorbit decision for End Of Mission and at the 30 minute Return To Launch Site decision after launch. Convective initiation, timing, and mode also present a forecast challenge for the NWS in Melbourne, FL (MLB). The NWS MLB issues such forecast information as Terminal Aerodrome Forecasts, Spot Forecasts for fire weather and hazardous materials incident support, and severe/hazardous weather Watches, Warnings, and Advisories. These forecasting challenges can also affect the 45th Weather Squadron (45 WS), which provides weather forecasts for space launches, ground operations, and weather advisories, watches, and warnings for personnel safety and resource protection at KSC and CCAFS. Accurate mesoscale model forecasts to aid in their decision making are needed.

As a result of these challenges, the Applied Meteorology Unit (AMU) was tasked to determine the skill of different Weather Research and Forecasting (WRF) model configurations in forecasting warm season convective initiation. The WRF model has two dynamical cores: 1) the Advanced Research WRF (ARW) and 2) the Non-hydrostatic Mesoscale Model (NMM). There are also two options for a “hot-start” initialization of the WRF model: 1) the Local Analysis and Prediction System (LAPS; McGinley 1995) and 2) the Advanced Regional Prediction System (ARPS) Data Analysis System (ADAS; Brewster 1996). Both LAPS and ADAS are three-dimensional weather analysis systems that integrate multiple meteorological data sources into one analysis over the user’s domain of interest. These analysis systems allow mesoscale models to benefit from the addition of high-resolution data sources in their initial conditions. In addition to model core and initialization options, the WRF model can be run with one- or two-way nesting. Nesting allows a high-resolution forecast grid to be run within a coarser domain. Having a series of initialization options and WRF cores, as well as many options within each core, provides SMG and MLB with considerable flexibility as well as decision-making challenges. The goal of this study is to assess the different model configurations and to determine which configuration will best predict warm season convective initiation. To accomplish this, the AMU compared the WRF model performance using ADAS versus LAPS for the ARW and NMM cores, compared the impact of using a high-resolution local forecast grid with two-way, one-way, and no nesting, and examined the impact of assimilating local soil moisture sensor data on WRF performance.

1.1 Background Information

Numerous factors influence the development of convection over the Florida peninsula. During the summer, synoptic scale forcing over Florida is weak and most convection is forced by the mesoscale (Lericos et al. 2002). Such mesoscale processes include sea breezes, river and lake breezes, convergent flow due to convex coastlines that enhance sea breeze convergence over land (Laird et al. 1995; Lericos et al. 2002; McPherson 1970; Pielke 1974), shear lines from washed out fronts, weak upper-air short waves, weak speed streaks, cloud shadow breezes, and even soil moisture gradients. The interaction of these processes produces the warm season convective patterns seen over the Florida peninsula (Manobianco and Nutter 1998). In addition, regeneration of convection can occur due to the collision of outflow boundaries (Fovell 2005; Simpson et al. 1980; Tao and Simpson 1984; Purdom 1982; Droegemeier and Wilhelmsen 1985). However, warm season convection remains one of the most poorly forecast meteorological parameters, in part due to dynamic and thermodynamic features that occur on the mesoscale (Jankov et al. 2005; Fowle and Roebber 2003).

Previous numerical modeling studies of warm season convection identified some factors that can affect the skill of the model. Many of the studies focused on the difference in skill among different convective parameterization schemes. Since the model used in this study was run with explicit convection, a review of those studies that focus solely on convective parameterization is not presented here. In a study by Lynn et al. (2001), model performance improved due to three elements: the initial soil moisture and temperature, the use of a land surface model, and an improved turbulence parameterization. The initial soil moisture and temperature fields were essential for determining the surface temperature perturbations, while the land surface model was essential for modifying these fields. They found that a land surface model and an improved turbulence parameterization showed the most benefit for predicting warm season, weakly forced convection. Fowle and Roebber (2003) concluded that forecasts of
precipitation were also sensitive to the uncertainty in atmospheric initial conditions, whose differences can lead to widely different precipitation forecasts. The importance of a comprehensive and accurate analysis of the state of the atmosphere for the forecast initial conditions is vital to improving model skill. Another study conducted by Jankov et al. (2005) found that the choice of a microphysical scheme impacted the total rain volume of warm season convection. Gallus and Bresch (2006) extended these results and found that total rain volume was more sensitive to the choice of dynamical core rather than the chosen microphysical scheme, while the opposite was true for the model peak rain rate. In addition, they found that the intensity and location of rainfall was influenced by the chosen dynamical core.

1.2 Model Configuration Options

As stated earlier, the WRF numerical weather modeling system consists of two dynamical cores, ARW and NMM. The ARW core was developed primarily at the National Center for Atmospheric Research (NCAR) while the NMM was developed at the National Centers for Environmental Prediction (NCEP). The work described in this report employed the WRF Environmental Modeling System (EMS) software, which was developed by the NWS Science Operations Officer (SOO) Science and Training Resource Center (STRC). A benefit of using the WRF EMS is that it incorporates both dynamical cores into a single end-to-end forecasting model (Rozumalski 2006). The software consists of pre-compiled programs that are easy to install and run. The WRF EMS contains the full physics options available for the ARW and NMM cores, however, the physics options for the NMM are more limited than for the ARW. The software also supports two- and one-way nesting.

The two local data analysis systems mentioned earlier, LAPS and ADAS, were used to hot-start the WRF model. Hot-start initialization improves the short term forecast by including all microphysics, such as rain, snow, and cloud water, in the forecast initial conditions while ensuring the model is in dynamic balance with the mass and momentum fields (Schultz and Albers 2001; McGinley and Smart 2001; Shaw et al. 2001).

1.3 Report Format and Outline

This report presents the findings from a one year study of model sensitivities for predicting warm season convective initiation over Florida. This analysis examined different model initializations, nesting configurations, and explored the use of soil moisture data in the model initial conditions to determine the impact on model skill. Two local data analysis systems that ingested satellite data, radar data, and surface observations across the Florida peninsula were used to initialize a mesoscale model. Model skill was assessed using an objective verification technique that compared forecast rainfall accumulation to a one-hourly precipitation analysis available from NCEP. Section 2 describes the data and methodology including the different model cores, model initialization options, nesting options, soil moisture assimilation, and the method used to verify precipitation. The results of the model initialization and nesting comparisons are presented in Sections 3 and 4, respectively. Section 5 describes some techniques for assimilating soil moisture into a mesoscale model. Section 6 summarizes the report and provides recommendations on the best mesoscale model configuration for operational use based on this study.
2. Data and Methodology

The important aspects of this study were the choice of candidate convective initiation days, the model configurations, the data used to initialize the models, and the choice of an objective precipitation verification method. Candidate convective initiation days were chosen over the Jun – Sep 2006 season. Comparisons were made between the ARW and NMM core initialized with ADAS and LAPS, as well as different nesting configurations. To verify precipitation, the objective precipitation verification method called Fractions Skill Score (FSS) (Roberts 2005) was employed.

2.1 Choosing Candidate Days

Candidate convective initiation days were chosen based on the timing of the onset of convection, the amount of convection over the peninsula during each forecast period and in particular over the KSC/CCAFS area, and the availability of data. Since the goal of this study was to assess model skill in forecasting convective initiation, WRF simulations that had numerous active convective cells in the initial conditions were not considered for evaluation. This limited potential days to those in which convection began between 1600 and 2100 UTC. Potential days were also evaluated for the amount of convection occurring across Florida. Days that did not exhibit numerous storms over the forecast period were not considered. Days consisting of dominant synoptic-scale forcing patterns were not considered. Candidate days were chosen as follows. First, days with missing data were identified. Twenty days were missing data from Jun – Sep 2006. Next, time of convection onset and presence of synoptic scale forcing were accounted for. Of the days with available data, 34 were determined to be potential convective initiation days. Third, a subjective evaluation was made to determine if a significant amount of convection occurred throughout the forecast period. If the candidate day did not exhibit numerous convective cells across the peninsula with a minimum composite reflectivity threshold of 20 dBZ between 1600 and 0000 UTC, it was rejected. This limited the candidate days to approximately 20. However, based on the amount of time allocated to the task, only a handful of days could be chosen. Of the 20 potential days, the five best convective initiation days were chosen (Table 1). Two null, or non-convection, days were also chosen. It is important to note that it was virtually impossible to find days during the summer season with no rain over the Florida peninsula. Therefore, days that had minimal rain were chosen for the null days. The results presented in this report are limited by the number of candidate days. While a study of the full convective season would be ideal, it was felt that using a handful of representative days would help in obtaining an overall view of the skill of each model configuration.

| Table 1. List of the convection and non-convection days used in the study and the corresponding average surface wind speed and direction at 1200 UTC at Melbourne, FL for each candidate day. |
|---------------------------------|-------------------------------|-------------------------------|
| **Convection Days**            | Wind Speed (mph) | Wind Direction     |
| 5 July 2006                    | 7.6                      | East                      |
| 7 July 2006                    | 6.6                      | Southeast                  |
| 17 July 2006                   | 4.7                      | South-Southeast            |
| 17 August 2006                 | 4.2                      | East-Southeast             |
| 2 September 2006               | 8.1                      | South-Southeast            |
| **Non-convection Days**        | Wind Speed (mph) | Wind Direction     |
| 1 July 2006                    | 8.8                      | East-Northeast            |
| 4 July 2006                    | 10.0                     | East-Northeast            |

2.2 Model Core and Initialization Options

The first part of the task compared three different combinations of WRF initializations, ADAS-ARW, LAPS-ARW, and LAPS-NMM, to determine their skill at forecasting warm season convection. A hot-start initialization of the NMM model using ADAS could not be completed as the WRF EMS software does not support this configuration. The code continually sets the microphysics to 0, precluding the hot-start initialization option. The ARW core is a fully compressible, non-hydrostatic mesoscale model with a hydrostatic option. It consists of a mass-based hydrostatic pressure terrain following coordinate, Arakawa C-grid staggering for the horizontal grid, time-split integration using a third order Runge-Kutta scheme with a small step for acoustic and gravity wave modes, and up to sixth order advection options in the horizontal and vertical (Skamarock et al. 2005). There are also full physics
options for microphysics, planetary boundary layer, cumulus parameterization, radiation, and land surface schemes (Skamarock et al. 2005). The ARW core includes the option of running two- and one-way nests. In both nesting types, the coarse grid supplies the boundary conditions for the fine grid. In a one-way nest, the information exchange is from the coarse grid to the fine grid only, whereas in a two-way nest, information is exchanged from the coarse grid to the fine grid and vice versa (Skamarock et al. 2005). The NMM core is also a fully compressible, non-hydrostatic mesoscale model with a hydrostatic option (Janjic et al. 2001, Janjic 2003a,b). It consists of a hybrid sigma-pressure, terrain following vertical coordinate, Arakawa E-grid, a forward-backward time integration scheme, a second order advection option in the horizontal and vertical, and conservation of energy and enstrophy (Janjic 1984). Most physics packages available to the ARW have not been tested with the NMM and therefore, the physics options for the NMM are more limited than for the ARW.

Each model simulation was run at a 4 km horizontal grid spacing over the Florida peninsula and adjacent coastal waters with 40 irregularly spaced, vertical sigma levels. Each run was integrated 12 hours with three runs per day for the seven case days, at 0900, 1200, and 1500 UTC, for a total of 21 model runs. Table 2 lists the physics options used in both the ARW and NMM runs. It should be noted that 4 km grid spacing is inadequate to capture some important boundary interactions for Florida summer convection, such as the Indian River and Banana River breezes in the KSC/CCAFS area. A grid spacing of ≤ 1 km is needed to detect and resolve these local river breezes.

<table>
<thead>
<tr>
<th></th>
<th>ARW</th>
<th>NMM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microphysical scheme</td>
<td>Lin et al. (1983)</td>
<td>Lin et al. (1983)</td>
</tr>
<tr>
<td>Planetary boundary</td>
<td>Mellar-Yamada-Janjic (</td>
<td>Mellar-Yamada-Janjic (</td>
</tr>
<tr>
<td>Land surface option</td>
<td>Noah Land Surface Model</td>
<td>Noah Land Surface Model</td>
</tr>
<tr>
<td></td>
<td>(Chen and Dudhia 2001)</td>
<td>(Chen and Dudhia 2001)</td>
</tr>
<tr>
<td>Surface layer scheme</td>
<td>Janjic Eta (Janjic 1996,</td>
<td>Janjic Eta (Janjic 1996,</td>
</tr>
<tr>
<td></td>
<td>2002)</td>
<td>2002)</td>
</tr>
<tr>
<td>Shortwave radiation</td>
<td>Goddard (Chou and Suarez</td>
<td>GFDL (Lacis and Hansen</td>
</tr>
<tr>
<td>scheme</td>
<td>1994)</td>
<td>1974)</td>
</tr>
<tr>
<td>Longwave radiation</td>
<td>RRTM (Mlawer et al. 1997)</td>
<td>GFDL (Fels and Schwarzkopf</td>
</tr>
<tr>
<td>scheme</td>
<td></td>
<td>1975; Schwarzkopf and Fels</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1985, 1991)</td>
</tr>
</tbody>
</table>

Boundary conditions were obtained from NCEP’s North American Mesoscale (NAM) model with a horizontal grid spacing of 40 km, while initial conditions were obtained from the NCEP’s Rapid Update Cycle (RUC) model also with a horizontal grid spacing of 40 km. The RUC was designed to provide numerical forecast guidance for a 12-hour period (Benjamin et al. 1998). It assimilates observations every hour at the surface and aloft and is run every three hours, or eight times per day, which is the highest frequency of all forecast models at NCEP. The RUC domain is on a Lambert conformal projection with a horizontal domain size of 151 by 113 grid points and includes 40 vertical levels. The NAM domain is also on a Lambert conformal projection with a horizontal domain size of 185 by 129 grid points and 39 vertical levels. The NAM model produces an 84-hour forecast every six hours, or four times per day. The NAM model was chosen for boundary conditions to allow for longer WRF forecasts.

The LAPS system is a data assimilation tool that uses numerous meteorological observations, such as satellite data, radar data, and surface observations, to generate a three-dimensional representation of the atmospheric forcing fields, such as wind speed and direction, surface temperature and pressure, relative humidity, precipitation and cloud cover (McGinley et al. 1991; Albers 1995; Albers et al. 1996; Birkenheuer 1999; McGinley 1995). The LAPS system includes a wind analysis and a three-dimensional cloud analysis, which is needed for the LAPS hot-start initialization. The LAPS cloud analysis is designed to create consistency with all data and the typical meteorology of clouds by combining data from infrared and visible satellite data, three-dimensional LAPS radar reflectivity derived from the full volume radar data, and the LAPS three-dimensional temperatures (Albers et al. 1996). Fields derived from the cloud analysis include cloud liquid water, cloud type, cloud droplet size, and icing severity (Albers et al. 1996). The ADAS (Brewster 1996), developed by the University of Oklahoma, has two main components. The first is a Bratseth objective analysis scheme that evaluates pressure, wind, potential temperature, and specific humidity. The second component is a three-dimensional cloud analysis scheme that is used for the hot-start initialization (Zhang et al. 1998). The ADAS cloud analysis is based on the LAPS cloud analysis with some modifications (Case et al. 2002). It uses surface observations of cloud cover and height, satellite data, and radar data to determine the
cloud cover, cloud liquid and ice water, cloud type, rain/snow/hail mixing ratios, icing severity, in-cloud vertical velocity, cloud base and top, and cloud ceiling (Case et al. 2002; Zhang et al. 1998; Brewster 2002).

Data ingested by the model through either the LAPS or ADAS analysis packages included Level II Weather Surveillance Radar-1988 Doppler (WSR-88D) data from all Florida radars (Figure 1a), Geostationary Operational Environmental Satellites (GOES) visible and infrared satellite imagery, and surface observations throughout Florida (Figure 1b). The Level II WSR-88D data contained full volume scans of reflectivity at a resolution of 1 degree by 1 km, radial velocity at a 1 degree by 0.25 km, and spectrum width data at a 1 degree by 0.25 km (Fulton et al. 1998). These data were available every 4 to 6 minutes. The GOES-12 visible imagery was available at a 1 km horizontal resolution every 15 minutes, and the infrared imagery was available at a 4 km horizontal resolution also every 15 minutes. Both visible and infrared imagery provided brightness temperatures to the analysis packages. Surface observations from the Florida Automated Weather Network (FAWN) and from buoy/ship reports were available throughout Florida, and are represented in Figure 1b. Measured variables include u- and v-wind components, temperature, dewpoint temperature, pressure, and sea surface temperature. These data were available at a combined horizontal resolution of 34 km (Case 1999).

Figure 1. The distribution of a) WSR-88D data and b) surface observations over the Florida peninsula.

A suite of scripts written by the AMU formed the core for initializing the WRF model with ADAS output. The WRF EMS was run as if in real-time, ingesting satellite data in Man computer Interactive Data Access System (McIDAS) Area format 15 minutes prior to model initialization time; raw, full volume, radar data within 10 minutes of the model initialization time; and surface data from the hour of and hour prior to model initialization. The largest task in configuring LAPS was working with the ingest code. The ingest code can only be used with raw data that have the same configuration and format as the National Oceanic and Atmospheric Administration Earth System Research Laboratory Global Systems Division's (GSD) raw data, which is the Network Common Data Form (NetCDF). Therefore, all data files were converted to NetCDF format to be used within LAPS. Software to convert the WSR-88D data and model data to NetCDF format was obtained from GSD. A FORTRAN program was written by the AMU to reformat the surface data to a form usable by LAPS. Converting satellite data in McIDAS Area format to NetCDF required several steps. The data were first ported to the local Meteorological Interactive Data Display System (MIDDS) system where they were remapped to the Lambert Conformal projection using the IMGREMAP command. Next, the remapped data were run through a program that converted them to NetCDF format. This program is called AreaToNetCDF and is available from the Space Science and Engineering Center (SSEC) at the University of Wisconsin. All of the reformatted data files were then ingested into LAPS to create an initialization field for the model.

2.3 Nesting Options

The second part of this task included a comparison of the performance of LAPS-ARW using a high-resolution local grid with two-way, one-way, and no nesting for all convective initiation cases. In two-way nesting the outer,
coarse domain provides the boundary conditions to the inner fine-mesh grid, and the inner grid feeds back the higher resolution forecast to the outer grid (Gill et al. 2004). The fine-mesh domain is initialized by the interpolation of the coarse, outer domain. One-way nesting is the same as two-way nesting except that the inner grid does not feed back to the outer grid.

For this task, as shown in Figure 2, the nested fine-mesh inner grid covered the east-central Florida region and the coarse-mesh outer grid included all of peninsular Florida and adjacent coastal waters. The inner grid had a grid spacing of 1.33 km, while the outer grid had a grid spacing of 4 km. Both grids had 40 irregularly spaced, vertical sigma levels. Due to limitations in the NMM core, only the ARW core could be used for nested model runs. The LAPS-ARW configuration was chosen based on a comparison of results from the 4 km ADAS-ARW and LAPS-ARW model runs. Although the objective analysis for both models was similar, a subjective verification suggested the LAPS-ARW configuration slightly outperformed the ADAS-ARW in the early hours of the forecast.

![Figure 2. The WRF domains for the 4 km (outer box) and 1.33 km grids (inner box).](image)

2.4 Soil Moisture Assimilation

The third part of this task was examining the impact of assimilating KSC soil moisture sensor data on WRF model performance. Soil moisture data can be crucial to forecasting land surface exchange processes (Pleim and Xiu 2003). These land surface exchange processes affect the structure of the planetary boundary layer and the associated clouds and precipitation (Xiu and Pleim 2001). In particular, soil moisture can affect surface latent heat fluxes (Chen and Dudhia 2001). Chen and Dudhia (2001) found that forecast surface heat flux from a coupled Pennsylvania State University/NCAR mesoscale model (MMS)-land surface model (LSM) was sensitive to the initial soil moisture field. For dry soils, a change of 10% in the initial soil moisture caused a 30 W m$^{-2}$ variation in surface heat fluxes, while a change of 0.1 in initial soil moisture in terms of its volumetric value caused a change of 200 W m$^{-2}$. An increase in surface latent heat flux leads to an increase in the evaporation of water, leading to increased clouds and precipitation. For moist soils, the effect was similar.

Currently, ADAS cannot assimilate and analyze in situ soil moisture data into its analysis. Therefore, in the original task it was determined that sensitivity tests involving soil moisture would have to be conducted using LAPS. After further research, it became apparent that LAPS was also unable to assimilate soil moisture data for the following reasons: (1) The LAPS soil moisture algorithm provides a three-layer analysis of soil moisture (0 to 6 in, 6 to 12 in, and 12 to 36 in) and does not provide a soil temperature analysis. The WRF EMS software requires input of soil moisture and soil temperature data on at least four levels. This code was written such that if less than four layers of soil data were available from LAPS, none of the LAPS soil data were used in the analysis. Rather, all soil moisture and temperature data would come from a specified land surface data set; (2) Soil moisture data at KSC is
available at a depth of 1.2 in (3 cm), integrated over a depth of 1.2 to 3.9 in (3 to 10 cm), and integrated over 15 to 29.9 in (38 to 76 cm) below the surface. Even if the LAPS soil analysis could be used with the WRF EMS, LAPS only ingests one level of soil moisture data, but the level needed is not specified anywhere in the code; (3) Lastly, LAPS does not currently utilize any soil moisture data within the soil moisture algorithm, nor does it use the soil moisture data for deriving any other atmospheric variable. Therefore, alternative methods that can be used to ingest soil moisture data into the WRF model are explored in Section 5.

2.5 Precipitation Verification

To verify precipitation, hourly forecast rainfall accumulation was compared to the NCEP stage-IV analysis (Fulton et al. 1998). This analysis combines radar data and rain gauge reports to produce hourly rainfall accumulation on a 4 km grid. It is a manually quality-controlled CONUS mosaic from the regional 1-hr precipitation analyses produced by 12 NWS River Forecast Centers (RFCs) (Lin and Mitchell 2005).

To determine the skill of each model configuration, the FSS (Roberts 2005) was employed. The FSS is an objective precipitation verification method based on the Brier Skill Score that answers the question of what spatial scales the forecast resembles the observations. The method involves computing a fraction for each grid square based on the number of surrounding grid squares in which precipitation occurred. This gives a fraction, or a probability of precipitation, for each grid square based on the assumption that the model is in error on the scale of the size of the area used to produce the fractions. By changing the size of the area, fractions can be produced for different spatial scales. Figure 3 gives an example of how fractions are computed over different sized squares. The red squares indicate areas where precipitation has occurred, while the white squares indicate no precipitation. For this example, fractions are computed for the grid square marked with an X using two different spatial scales, squares A and B. Using a grid square length of 4 km, square A is 12 x 12 km and square B is 28 x 28 km. The fraction at the grid square X computed over square A (3 by 3 squares) is 2/9, or 0.22. This indicates that the probability of precipitation within 12 km of the grid square marked with an X is 22%. The fraction at the grid square X computed over square B (7 by 7 squares) is 13/28, or 0.46. Fractions are computed in the same way for both the model and observed rainfall accumulations so that they can be compared. For this study, fractions were computed using 1, 5, 10, 20, and 40 grid squares such that the range of spatial scales for the 4 km runs ranged from 4 to 160 km, while the range of spatial scales for the 1.33 km runs ranged from 1.33 to 53.2 km. Once the fractions are obtained, FSS is computed as:

\[
FSS = 1 - \frac{FBS}{N\left[\sum_{j=1}^{N} (p_j)^2 + (o_j)^2\right]},
\]

where FBS is the Fractions Brier Score computed as:

\[
FBS = \frac{1}{N}\sum_{j=1}^{N} (p_j - o_j)^2,
\]

where \(p_j\) is the forecast fraction, \(o_j\) is the observed fraction, and \(N\) is the total number of grid box fractions. The values of FSS range from 0 to 1, in which 1 indicates a perfect forecast and 0 indicates no skill. It is intuitive that as the spatial scale of the fractions increases, so should the skill. However, the FSS will asymptote at some value determined by the forecast bias. The smaller forecast bias, the closer the asymptotic value is to 1. The FSS is most sensitive to small rain events and is least skillful at the forecast grid scale.
In addition to an objective precipitation verification method, a subjective verification was also performed for select convective initiation cases. Although FSS can illustrate the spatial and temporal skill of the model and can be used to compare model performance, it does not provide information on why a forecast was good or bad. To remedy this, a subjective evaluation was used to compare the forecast composite reflectivity to the observed composite reflectivity. One of those cases is shown in Sections 3.4 and 4.4.
3. Comparison of WRF Model Initializations

A comparison of hourly model rainfall accumulation to stage-IV rainfall accumulation analyses was made for each forecast for all convection and non-convection days. The stage-IV data was averaged to the same grid as the mesoscale model to give a similar comparison. In addition to assessing the spatial and temporal accuracy of the different model configurations, it was important to assess the accuracy of the predicted amounts of rainfall in the verification area, or the forecast bias. It is important to note that the results presented here are limited in scope due to the number of candidate convective initiation days chosen.

3.1 Forecast Bias

Figure 4 shows the forecast bias for the ADAS-ARW, LAPS-ARW, and LAPS-NMM model configurations, respectively. It is apparent that both ADAS-ARW and LAPS-ARW over-predicted rainfall significantly during the first five to six hours of each forecast. Both configurations also showed sharp increases in rainfall accumulation within the first two hours of the forecast, over-predicting rainfall by up to 14 times the observed. This indicates that there was still a model spin-up issue even with a hot-start initialization. Although the hot-start initialization should produce a fully balanced initial state, it is apparent that during this time the model was still trying to reach a state of equilibrium under the applied forcing. The LAPS-NMM configuration also spun up too much rainfall during this time. However, it had a smaller bias and only over-predicted rainfall by approximately three times the observed rainfall. All ADAS-ARW forecasts consistently over-predicted rainfall accumulation and failed to capture the late afternoon convective maximum. All LAPS-ARW forecasts also over-predicted accumulated rainfall. However, during the last six hours of the 1200 and 1500 UTC runs, the forecasted precipitation mirrored the observations more closely and the model captured the late afternoon convective maximum. The rainfall bias for the LAPS-NMM configuration was smaller than for both the ADAS-ARW and LAPS-ARW configurations. Nevertheless, not only did LAPS-NMM fail to capture the late afternoon convective maximum, the 1500 UTC run indicated a late afternoon minimum in convective activity. However, an increase in accumulated rainfall occurred after the late afternoon minimum indicating that the model may have just had a timing issue.

3.2 Fractions Skill Score in Space

Figure 5 shows the results from the calculation of FSS for all three model configurations. The calculation compared fractions from the models to the stage-IV precipitation analysis for five different spatial scales from the 4 km model grid scale to 160 km. Figure 6 shows the range of scales that the FSS was computed over using the shuttle launch pad at Launch Complex (LC) 39A as the center point. It is important to note that the score is more sensitive to small rain areas. Both ADAS-ARW and LAPS-ARW showed the least skill two hours after model initialization. This was consistent with the time of the maximum precipitation bias for both model configurations and was due to the model spin up process. Both model configurations showed some skill at predicting warm season convection in the 6 – 12 hour range over the spatial scales range of 40 to 160 km. However, the FSS on the grid scale of 4 km was consistently less than 0.4 throughout the forecasts for both ADAS-ARW and LAPS-ARW. The LAPS-NMM run showed little skill in the 2 – 5 hour range and the least skill overall. The FSS remained around 0.3 for the grid scale throughout the forecasts. For all configurations, model skill in forecasting the distribution of rainfall increased with spatial scale. Roberts (2005) noted that the skill should increase with spatial scale until it asymptotes at some value determined by the forecast bias. There were no significant differences in FSS between convection and non-convection days. In addition, prevailing wind direction (southeast, northeast, and east) did not produce significant differences in FSS.

Although there have been advances in forecast skill of numerical models for synoptic scale phenomena, warm season quantitative precipitation forecasts still pose a problem since the dynamics and thermodynamics of convection occur on the mesoscale and because our understanding of the cloud microphysics is limited (Fowle and Roebber 2003). Olsen et al (1995) found a threat skill score of less than 0.15 for a 25 mm threshold for warm season precipitation. Using no threshold value, the results here are slightly better, but still inadequate for producing an accurate precipitation forecast on the grid scale.
Figure 4. The forecast bias of rainfall accumulation (mm) versus time (UTC) for ADAS-ARW (top), LAPS-ARW (middle), and LAPS-NMM (bottom). The black line is the hourly observed rainfall accumulation averaged over the 4 km domain. The red, green, and blue lines are the averaged forecast rainfall accumulations for all model runs initialized at 0900, 1200, and 1500 UTC, respectively.
Figure 5. The Fractions Skill Score versus forecast hour for ADAS-ARW (top), LAPS-ARW (middle), and LAPS-NMM (bottom). The colored lines represent model skill on different spatial scales, from the grid scale at 4 km to 160 km. The color legend is on the bottom of each chart.
Figure 6. The range of spatial scales for the FSS calculations, starting from the grid scale at 4 km (center point) to 160 km. The center point of each circle is located at LC 39A.
3.3 Fractions Skill Score in Space and Time

To account for the timing of the convection, fractions for each grid square were computed as a function of the number of surrounding grid squares in space as well as time in which there was precipitation. Fractions in space can be thought of as a two-dimensional product (a function of x and y) while fractions in space and time can be thought of as a three-dimensional product (a function of x, y, and t). Fractions for the five different spatial scales and two temporal scales, one and two hours, were computed. The one-hour scale takes into account fractions one hour prior to and one hour after the current time. The two-hour scale takes into account fractions two hours prior to and after the current time.

Figure 7 shows the change in skill when the two temporal scales were taken into account over the same range of spatial scales as in Figure 5 for ADAS-ARW, LAPS-ARW, and LAPS-NMM. As expected, skill increased when the temporal scale was considered. The skill on the grid scale of 4 km increased the most with an approximate 25% increase in skill for the one-hour scale and an approximate 40% increase in skill for the two-hour scale. The rate of increase in skill was the largest moving inward from approximately 70 km to the grid scale. Moving from 180 to 70 km, the rate of increase in skill was small. The average difference in skill for all model configurations between the one- and two-hour scales was approximately 10%. The increase in skill was similar for the three model configurations at the 1-hour scale at all spatial scales. There was a higher increase in skill for the two-hour scales in each model, with the LAPS-NMM configuration showing a higher increase than the other two model configurations.

Figure 7. Change in skill when one- and two-hour temporal scales were taken into account for all three WRF model configurations over the range of spatial scales shown in Figure 6. The legend showing the color of each curve for each model and temporal scale combination is in the upper right.
3.4 Subjective Evaluation

Although FSS can illustrate the spatial and temporal skill of the model and can be used to compare model performance, it does not provide information regarding the nature of why the forecasts verified well or not. Similarly, forecast bias can tell which model over or under-predicted convection, but does not take into account whether the model produced widespread light rain or isolated heavy rain events. To help alleviate this issue, a subjective evaluation was employed. It should be noted that the 0-hour forecast composite reflectivity for all WRF initializations was nearly identical to the observations.

Figure 8 shows the observed composite reflectivity from all Florida WSR-88D radars valid at 1500 UTC 17 July 2006 and three-hour forecast composite reflectivity using ADAS-ARW, LAPS-ARW, and LAPS-NMM initialized at 1200 UTC 17 July 2006. Comparing the three-hour forecast of ADAS-ARW and LAPS-ARW to the observed composite reflectivity, it is evident that the forecast rain rate exceed the observed rain rate and the model predicted too many rain areas over the waters surrounding the Florida peninsula. This is consistent with the large forecast bias and low skill during the initial stages of the forecast shown in Figure 4 and Figure 5, respectively. The LAPS-NMM configuration also over-predicted convection over the waters surrounding the Florida peninsula, however, the forecast rain rate was much smaller compared to the other two model configurations.

Figure 8. The a) observed composite reflectivity valid at 1500 UTC 17 July 2006 and b) ADAS-ARW, c) LAPS-ARW, and d) LAPS-NMM three-hour forecasts of composite reflectivity initialized at 1200 UTC 17 July 2006.
Figure 9. The a) observed composite reflectivity valid at 1800 UTC 17 July 2006 and b) ADAS-ARW, c) LAPS-ARW, and d) LAPS-NMM six-hour forecasts of composite reflectivity initialized at 1200 UTC 17 July 2006.

Figure 9 shows the observed composite reflectivity valid at 1800 UTC 17 July 2006 and six-hour forecast composite reflectivity using ADAS-ARW, LAPS-ARW, and LAPS-NMM initialized at 1200 UTC 17 July 2006. By 1800 UTC, the observations indicate a line of storms had developed across the central part of Florida from the Gulf of Mexico to the Atlantic Ocean. The ADAS-ARW and LAPS-ARW configurations failed to capture this phenomenon and continued to over-predict convection over the waters surrounding the Florida peninsula. However, it should be noted that the amount of convection produced by LAPS-ARW was less than the amount produced by ADAS-ARW. The LAPS-NMM configuration did forecast a line of convection extending from the CCAFS area west to central Florida, however, this line of convection was too weak and too far south as compared to the observations. As with ADAS-ARW and LAPS-ARW, LAPS-NMM also over-predicted convection over the ocean.
Figure 10 shows the observed composite reflectivity valid at 2100 UTC 17 July 2006 and nine-hour forecast composite reflectivity using ADAS-ARW, LAPS-ARW, and LAPS-NMM initialized at 1200 UTC 17 July 2006. By 2100 UTC convection was occurring across northern and central Florida and along the southeast Florida coast. The nine-hour ADAS-ARW and LAPS-ARW composite reflectivity reveals rain rates that are too strong and indicated widespread convection across the Florida peninsula, not centered around central Florida as seen in the observations. At this time, the convection across south Florida was too far inland, suggesting that the model had pushed the sea breeze too far inland at this time. Convection also remained over the waters east of the peninsula, which was not in the observations. The LAPS-NMM configuration failed to capture the intense area of convection across north and central Florida. There was no evidence of sea breeze formation and too much convection over the waters east of the peninsula.
Figure 11 shows the observed composite reflectivity valid at 0000 UTC 18 July 2006 and 12-hour forecast composite reflectivity using ADAS-ARW, LAPS-ARW, and LAPS-NMM initialized at 1200 UTC 17 July 2006. At this time, the observations indicate convection remaining over north Florida and forming along the west coast of Florida. By hour 12, both the ADAS-ARW and LAPS-ARW forecasts more closely resembled the observed composite reflectivity showing convection over north Florida that spread down the west coast. However, rain rates were far too strong. The LAPS-NMM configuration started to develop convection across north central Florida at this time, which may indicate that the model had a timing issue.

Overall, all model configurations did a poor job of representing convection for all candidate days. Prevailing wind direction did not seem to have an impact on the subjective skill of the model. Because these convective episodes occur on the mesoscale, these results are perhaps not too surprising. Fowle and Roebber (2003) found that errors can occur in three different ways: 1) sensitivity to initial conditions, 2) choice of cumulus parameterization scheme, and 3) understanding of precipitation processes in general. Cumulus parameterization issues would not factor into these results since no convective parameterization schemes were used. Jankov et al. (2005) found that the microphysical scheme could have a considerable impact on the total rain volume while Gallus and Bresch (2006) found that total rain volume is more sensitive to the choice of dynamic core. In their study, they found some indication that the NMM runs were drier than the ARW runs. These results are in agreement as both ARW runs over-predicted rain amounts throughout the domain, while the NMM core was drier. The choice of LAPS or ADAS
for the initial condition did not seem to impact the forecast. Each produced an accurate initial condition as far as location of convection and produced a similar overall forecast when using the same dynamic core. In fact, Gallus and Bresch (2006) found that the impact of changes in the initial condition was generally smaller than the impact of changes in the dynamic core or physics.
4. Comparison of Nesting Options

Due to limitations in the NMM core, only the ARW core could be used for nested model runs. The LAPS-ARW configuration was chosen based on a comparison of results from the 4 km ADAS-ARW and LAPS-ARW model runs. Although the objective analysis for both models was similar, a subjective verification suggested the LAPS-ARW configuration slightly outperformed the ADAS-ARW. Each nested fine-mesh inner grid for the one- and two-way nested configurations covered the east-central Florida region and had a grid spacing of 1.33 km (Figure 2). The no nesting option is simply a 4 km grid subset over east-central Florida. A comparison of hourly model rainfall accumulation to stage-IV rainfall accumulation analyses was made for each forecast for all convection days for each of the nesting options. The stage-IV data was averaged to the same grid as the high-resolution nested domain to give a similar comparison. In addition to assessing the spatial and temporal accuracy of the different nesting options, the forecast bias was also examined.

4.1 Forecast Bias

Figure 12 shows the forecast bias for the LAPS-ARW nest using one-way, two-way, and no nesting. The forecasts from the 0900 and 1200 UTC runs were similar for both the one- and two-way nesting configurations. Both nesting configurations over-predicted precipitation during the initial stages of the forecast, exhibiting the same model spin up problem as was seen with the 4 km runs. They capture the timing of the late afternoon convective maximum, although both under-predicted the rainfall during this time by approximately 0.4 mm (.02 in). The no-nest run also over-predicted rainfall over the local domain at the start of both the 0900 and 1200 UTC runs, but then captured the timing of the late afternoon convective maximum and the correct amount of rainfall.

The timing of the late afternoon convective maximum in the 1500 UTC runs of all nesting configurations was delayed by approximately three hours. The one-way nest exhibited two peaks in rainfall, one at 1900 UTC and another at 2300 UTC. The two-way nested 1500 UTC run accurately captured the trend in rainfall accumulation, however, it under-predicted the amount of precipitation. The no nesting run over-predicted the afternoon convective maximum by approximately 0.3 mm (.01 in).

4.2 Fractions Skill Score in Space

Figure 13 shows the results from the calculation of FSS for all three nesting configurations. This compares fractions from the forecasts to the stage-IV precipitation analyses averaged over the model domain for five different spatial scales as stated in Section 2.5: from the model grid scale of 1.33 km to 53.2 km. Figure 14 shows the range of scales that the FSS was computed over using LC 39A as the center point. The FSS of all three nesting configurations look nearly identical with low skill in the 0.3 – 0.4 range during the first few hours, increasing to 0.4 – 0.6 in the last five hours, with peak skill in the 8-hour forecast. Each configuration increased in forecast skill by nearly 50% from the first six hours of the forecast to the last six hours. This suggests that the model still had a problem with spin up even when running at a higher resolution on a smaller domain. The FSS for the two-way nested run was approximately 0.5 less than those for the one-way and no nest runs. As with the different WRF initializations, the skill of the model in forecasting the distribution of rainfall increased with spatial scale, however, the difference in skill between scales was smaller for the nesting configurations than for the different WRF initializations.

4.3 Fractions Skill Score in Space and Time

As with the three model configurations, the FSS was calculated for the temporal scale as described in Section 3.3. The method of computation is the same as for the different WRF configurations, except that the scale sizes were different. Figure 15 shows the change in skill (in %) when temporal variability was taken into account over a range of spatial scales for one-way, two-way, and no nesting. The skill increased for all nesting configurations except for the no-nest one-hour scale at 1.33 km, which had a 5% decrease in skill. For all nesting configurations, the most skill was gained at 7 km, ranging from an 18 – 36% increase in skill. For scales larger than 7 km, the skill decreased by 2 - 9%. The no-nesting one-hour scale gained the least skill while the two-way nested two-hour scale gained the most skill.
Figure 12. The forecast bias of rainfall accumulation (mm) versus time (UTC) for LAPS-ARW 1.33 km nest using one-way (top), two-way (middle), and no nesting (bottom). The black line is the hourly observed rainfall accumulation averaged over the 1.33 km domain. The red, green, and blue lines are the averaged forecast rainfall accumulations for all model runs initialized at 0900, 1200, and 1500 UTC, respectively.
Figure 13. The Fractions Skill Score versus forecast hour for LAPS-ARW 1.33 km nest using one-way (top), 2-way (middle), and no nesting (bottom). The colored lines represent model skill on different spatial domains, from the grid scale of 1.33 km to 53.2 km. The color legend is on the bottom of each chart.
Figure 14. Range of spatial scales FSS was computed over for the 1.33 km nested runs. Circle A represents 5.3 km, B represents 13.3 km, C represents 26.6 km, D represents 53.2 km. The center point of each circle, which represents the grid scale, is located at LC 39A.

Figure 15. Change in skill when one- and two-hour temporal scales were taken into account for all three LAPS-ARW nesting configurations over the range of spatial scales shown in Figure 14. The legend showing the color of each curve for each model and temporal scale combination is in the lower right.
4.4 Subjective Evaluation

Observed and three-hourly forecasts of composite reflectivity from a 12-hour forecast using one-way, two-way, and no nesting initialized at 1200 UTC 17 July 2006 are shown in Figure 16, Figure 17, Figure 18, and Figure 19. Examination of the forecast reflectivity in all figures for the one- and two-way nested runs reveals they were nearly identical. In addition, the 0-hour forecast composite reflectivity for all nesting configurations was nearly identical to the observations. The no-nested run resembled the one- and two-way nested runs without the fine-scale resolution.

Indicated in Figure 16, as with the three WRF initializations, the nested runs spun up too much convection in the forecast domain by 1500 UTC. At 1800 UTC (Figure 17), the observed composite reflectivity showed an area of heavy precipitation over the northwest corner of the model domain (northern Brevard and Volusia counties). All nesting configurations did capture this area of storms, but mislocated it to the northeast. In addition, the models developed too many convective cells throughout the forecast domain. By 2100 UTC (Figure 18), strong storms covered most of Brevard, Volusia, and counties to the west. At this time, all configurations failed to capture the extent of these storms and instead forecast widespread convection across the domain. Also, all configurations showed convective initiation ahead of a sea breeze front which is not apparent in the observed composite reflectivity. By 0000 UTC (Figure 19), the nesting configurations still indicated strong areas of convection southeast of KSC/CCAFS, while the observed composite reflectivity indicated the dissipation of convection throughout the forecast domain.

Based on the subjective evaluation of this convective initiation event, it is apparent that the use of a high-resolution nested grid gave a more realistic structure to the individual storms, but did not resolve areas of convection that the coarser resolution run also failed to do. Also, the use of a nested run did not improve the skill of the model as it still had a problem with placement of convection.

Figure 16. The a) observed composite reflectivity valid at 1500 UTC 17 July 2006 and b) 1-way, c) 2-way, and d) no nesting three-hour forecasts of composite reflectivity initialized at 1200 UTC 17 July 2006.
Figure 17. The a) observed composite reflectivity valid at 1800 UTC 17 July 2006 and b) 1-way, c) 2-way, and d) no nesting six-hour forecasts of composite reflectivity initialized at 1200 UTC 17 July 2006.

Figure 18. The a) observed composite reflectivity valid at 2100 UTC 17 July 2006 and b) 1-way, c) 2-way, and d) no nesting nine-hour forecasts of composite reflectivity initialized at 1200 UTC 17 July 2006.
Figure 19. The a) observed composite reflectivity valid at 0000 UTC 18 July 2006 and b) 1-way, c) 2-way, and d) no nesting 12-hour forecasts of composite reflectivity initialized at 1200 UTC 17 July 2006
5. Soil Moisture Assimilation

As mentioned in Section 2.4, neither LAPS nor ADAS can assimilate and analyze in-situ soil moisture data into their analyses, therefore, the impact of assimilating soil moisture sensor data on WRF model performance could not be completed as required by the task. Rather, a description of alternative methods for ingesting soil moisture data into the WRF model is presented here.

As mesoscale models increase in resolution, it is becoming more important to initialize the model in order to capture the small scale features that are forced by the ground surface. Land surface models (LSMs) serve this purpose by producing estimates of soil moisture and temperature, evapotranspiration, and other fluxes of water and energy (Rodell et al. 2005). A number of LSMS have been developed recently such as NCEP’s Community Noah Land Surface Model (NOAH), NCAR’s Community Land Model (CLM), NASA’s Land Information System (LIS), and University of Washington’s Variable Infiltration Capacity (VIC) model. These LSMS can be run in either of two ways: off-line or coupled with a numerical weather prediction model. In the off-line strategy, the LSM is forced with meteorological data while assimilating observations of land surface fields (Reichle 2005). In this case, there is no feedback between the land surface forcing and the atmospheric state. In a coupled system, land assimilation is performed in conjunction with the atmospheric analysis such that there is consistency between the initial land and atmospheric states. This is more computationally demanding to run than an off-line LSM.

Since LAPS and ADAS cannot currently assimilate soil moisture data, a land data assimilation system (LDAS) that blends the observations with the background fields of the LSMS is needed (Mitchell et al. 2003). Currently, there is a joint collaboration between several NASA and the National Oceanic and Atmospheric Administration (NOAA) agencies and universities, called the Land Data Assimilation Scheme (LDAS) Project, whose goal is to develop an LDAS consisting of uncoupled models forced with observations (Cosgrove et al. 2003). For example, one part of this study called the North American LDAS (NLDAS), produces hourly surface forcing using model-independent, observation-based precipitation and insolation fields that drives four LSMs running in parallel. This NLDAS generates hourly output over a CONUS domain (Lohmann et al. 2005). These data can then be incorporated into a local numerical weather prediction model. Only the NLDAS data is presently available, not the source code needed to ingest local soil moisture data.

Currently, the use of an LDAS is the only way to incorporate soil moisture data into the WRF model, until the LAPS soil moisture algorithm is fully developed. One LDAS that is available to the public right now is NASA’s LIS. This system runs several different LSMS in an uncoupled manner using model and observational input, including precipitation and many surface parameters (Kumar et al. 2006). There are two components to the LIS software: a driver and the LSMS. The LIS driver is the core that controls the different offline LSMS (Peters-Lidard et al. 2004). The LIS system currently includes NCAR’s CLM, NCEP’s NOAH, and University of Washington’s VIC model (Kumar et al. 2006). Running an off-line high-resolution LSM is a significant computational effort. However, the LIS software has been redesigned to reduce the computational demand (Peters-Lidard et al. 2004).
6. Conclusions

The evaluation described in this report was designed to assess the skill of the three different hot-start model configurations of the WRF model and the different nesting options available for forecasting warm season convective initiation. A total of seven candidate days were chosen to assess model skill. To compare the three different combinations of WRF initializations, ADAS-ARW, LAPS-ARW, and LAPS-NMM, the WRF model was run for 12 hours, three times a day, at a 4 km horizontal grid spacing over the Florida peninsula. Data ingested by the model through the data analysis packages included WSR-88D data, satellite imagery, and surface observations throughout Florida. To compare the performance of the WRF model using a high-resolution local grid with one-way, two-way, and no nesting, the inner nest was run with a grid spacing of 1.33 km over east-central Florida. The objective verification of the model focused on the overall accuracy of precipitation forecasts across the Florida peninsula and the surrounding coastal waters, as well as the local east-central Florida region. While a study of the full convective season would be ideal, it was felt that using a handful of representative days would help in obtaining an overall view of the skill of each model configuration.

6.1 Results

The major results from the evaluation show the following.

- During the model spin up process, too much precipitation developed across the forecast area for both ADAS-ARW and LAPS-ARW.
- ADAS-ARW and LAPS-ARW over-predicted rainfall amounts across Florida and the surrounding coastal waters throughout the 12-hour forecast.
- As the forecast progressed, the rainfall bias decreased and the skill increased indicating that all models performed better beyond six hours.
- The difference in skill between the ADAS-ARW and LAPS-ARW was negligible, while the skill of LAPS-NMM was slightly worse.
- Based on a subjective analysis of the three WRF initializations, LAPS-ARW slightly outperformed the other two configurations.
- The skill of each WRF initialization and nesting configuration increased as the spatial scale increased and when accounting for temporal variability.
- Both one- and two-way nesting configurations under-predicted the late afternoon convective maximum over east-central Florida.
- As with the three hot-start model configurations, the skill of the forecasts for the different nesting configurations increased as the forecast progressed.
- The difference in skill between the 1-way, 2-way, and no nest configurations was negligible.
- The use of a local high-resolution grid did not significantly improve the skill of the model as compared to the 4 km model runs.

The analysis of all hot-start model configurations and nesting configurations indicated that no single model was clearly better than the rest. However, overall LAPS-ARW and ADAS-ARW did outperform LAPS-NMM. Although the NMM core runs faster than the ARW core (approximately 1.6 times faster using a 3.2-GHz cluster with 48 processors), it has a dry bias and fails to capture areas of heavy precipitation. The post-processing for the NIMM core also takes longer. However, this can be mitigated by reducing the number of variables output. It is important to note that these results are limited in scope by the number of candidate days chosen.

The information from this study can be used to determine the smallest spatial scales over which model output is presented. If an FSS of 0.5 is deemed acceptable to the user, precipitation output from a LAPS-ARW run represents scales of around 60 km during the first 5-6 hours of the forecast and about 30 km during hours 6-12. That is, when running the model with 4 km grid spacing, precipitation can be expected within 60 km of the forecast location during hours 0-6 and within 30 km during hours 6-12. These results suggest that high-resolution forecasts over
Florida during the warm season are best to help develop a broad understanding of a situation rather than in predicting individual convective cells.

6.2 Recommendations

Of the three model configurations tested, the AMU recommends the LAPS-ARW configuration for operational use for predicting warm season convective initiation for the following reasons:

- Although the FSS values for the LAPS-ARW and ADAS-ARW forecasts were nearly identical, LAPS-ARW appeared to over-predict the precipitation less than the ADAS-ARW over the domain;
- The LAPS-NMM configuration produced forecasts that were too dry;
- The ADAS does not have the capability to assimilate soil moisture data, but a soil moisture algorithm may be developed for LAPS; and
- The challenge of setting up the LAPS software can be avoided by using LAPS analyses from the Advanced Weather Interactive Processing System (AWIPS) for use within the WRF EMS software, eliminating the need for running an outside analysis before running the WRF model.

The AMU is not recommending any one of the three nesting configurations for operational use. The results in this study showed that the one-way, two-way, and no nest configurations produced output that was nearly identical.

The AMU believes that it is possible to improve local model convective initiation forecasts by improving soil moisture input through the use of an LSM that incorporates local soil moisture observations. An LSM can be run in real-time by acquiring real-time atmospheric forcing datasets such as the Global Data Assimilation System (GDAS) analyses, running the LSM offline, and restarting the LSM integration each day using the previous day’s soil state.

6.3 Possible Future Work

A more robust analysis of scientific data and technology should be completed to address the issue of value of local model output for real-time decision making and to fully determine an optimized operational solution for convective initiation precipitation forecasts. The first step is to increase the number of convective initiation days used in the study, such as analyzing a full convective season. This will result in a more comprehensive representation of model skill for forecasting convective initiation. In addition, there are a few related tasks that the AMU could complete as an extension of this task. The first is to explore the use of either an offline or coupled LSM/WRF model. This has the capability of improving convective initiation forecasts by improving the land surface exchange processes, which have a direct effect on forecasts of clouds and precipitation. As mentioned, such a system can be run operationally. The second is to explore the use of ensemble modeling. This appears to be the direction in which the modeling community is moving based on recent findings in the literature and current research within the modeling community. However, problems still linger for forecasting convection even with the use of ensembles. Finally, a comparison of different model initial and boundary conditions could be explored to determine which is best for forecasting warm season convective initiation. In particular, a task to determine whether there is an improvement in forecasting convection by using high-resolution, WRF model output from a previous successive run as the initial and/or boundary conditions for the next run would be beneficial.
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<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
<th>Organization</th>
</tr>
</thead>
<tbody>
<tr>
<td>45 WS</td>
<td>45th Weather Squadron</td>
<td>NASA</td>
</tr>
<tr>
<td>ADAS</td>
<td>ARPS Data Analysis System</td>
<td>NCAR</td>
</tr>
<tr>
<td>AMU</td>
<td>Applied Meteorology Unit</td>
<td>NCEP</td>
</tr>
<tr>
<td>ARPS</td>
<td>Advanced Regional Prediction System</td>
<td>NCLDAS</td>
</tr>
<tr>
<td>ARW</td>
<td>Advanced Research WRF</td>
<td>NMM</td>
</tr>
<tr>
<td>AWIPS</td>
<td>Advanced Weather Interactive Processing System</td>
<td>NOAA</td>
</tr>
<tr>
<td>CCAFS</td>
<td>Cape Canaveral Air Force Station</td>
<td>US Army</td>
</tr>
<tr>
<td>CLM</td>
<td>Community Land Model</td>
<td>NOAH</td>
</tr>
<tr>
<td>EMS</td>
<td>Environmental Modeling System</td>
<td>NWS</td>
</tr>
<tr>
<td>FAWN</td>
<td>Florida Automated Weather Network</td>
<td>RFC</td>
</tr>
<tr>
<td>FSS</td>
<td>Fractions Skill Score</td>
<td>SMG</td>
</tr>
<tr>
<td>GOES</td>
<td>Geostationary Operational Environmental Satellites</td>
<td>SOO</td>
</tr>
<tr>
<td>GSD</td>
<td>Global Systems Division</td>
<td>SSEC</td>
</tr>
<tr>
<td>KSC</td>
<td>Kennedy Space Center</td>
<td>STRC</td>
</tr>
<tr>
<td>LAPS</td>
<td>Local Analysis and Prediction System</td>
<td>VIC</td>
</tr>
<tr>
<td>LDAS</td>
<td>Land Data Assimilation System</td>
<td>WRF</td>
</tr>
<tr>
<td>LIS</td>
<td>Land Information System</td>
<td>WSR-88D</td>
</tr>
<tr>
<td>LSM</td>
<td>Land Surface Model</td>
<td>WSR-88D</td>
</tr>
<tr>
<td>MLB</td>
<td>Melbourne, Florida</td>
<td>WSR-88D</td>
</tr>
<tr>
<td>NAM</td>
<td>North American Mesoscale</td>
<td>WSR-88D</td>
</tr>
</tbody>
</table>
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